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Abstract

This paper describes a realtime omnidirectional stereo
system and its application to obstacle detection and track-
ing for a mobile robot. The stereo system uses two omnidi-
rectional cameras aligned vertically. The images from the
cameras are converted into panoramic images, which are
then examined for stereo matching along vertical epipolar
lines. A PC cluster system composed of 6 PCs can gen-
erate omnidirectional range data of 720x100 pixels with
disparity range of 80 about 5 frames per second. For ob-
stacle detection, a map of static obstacles is first gener-
ated. Then candidates for moving obstacles are extracted
by comparing the current observation with the map. The
temporal correspondence between the candidates are es-
tablished based on their estimated position and velocity
which are cal culated using a Kalman filter-based tracking.
Experimental results for a real scene are described.

1 Introduction

Detection of obstacles and free spacesis an essential func-
tion of the vision system for mobile robots. Even if arobot
is given a map of the environment, this function is indis-
pensable to cope with unknown, possibly dynamic, obsta-
cles or errors of the map. Many works (e.g., [8]) use laser
range finders to detect obstacles. Laser range finderswhich
scan a 2D plane have a drawback that objects at a spe-
cific height can only be detected. Stereo vision isalso used
widely (e.g., [4]). Conventional stereo systems, however,
suffer from anarrow field of view because they usually use
apair of ordinary cameras.

In the case of mobile robots, it is sometimes neces-
sary to obtain panoramic range information of 360 degrees
because obstacles may approach from various directions.
There are two methods to obtain panoramic images. One
is to capture a sequence of images with rotating a camera
and then to integrate the imagesinto one panoramic image
(e.g., [5, 10]). Although this method could obtain a high-
resolution image, it takes a long time to get an image and
is not suitable for robots in dynamic environments. The
other method is to use a special lens or mirror to obtain an

omnidirectional image at once. Although the image reso-
lutionislow, itsrealtime nature is suitable for mobile robot
applications.

This paper describes a realtime omnidirectional stereo
system and its application to detection of static and dy-
namic obstacles. The system uses a pair of verticaly-
aligned omnidirectional cameras. The input images are
converted to panoramic images, in which epipolar lines be-
come vertical and in parallel. The stereo matching is per-
formed by a PC cluster system to realize a realtime range
calculation for arelatively large image size. For obstacle
detection, amap of static obstaclesisfirst generated. Then
candidates for moving obstacles are extracted by compar-
ing the current observation with the map. The tempo-
ral correspondence between the candidates are examined
based on their estimated position and velocity which are
calculated using a Kaman filter-based tracking.

2 Realtime Omnidirectional Stereo

2.1 Configuration of Omnidirectional Cameras

We use multiple HyperOmni Visions (HOVIs) [9] for
omnidirectional stereo. A HOVI uses a hyperboloidal pro-
jection, which has an advantage that the input image can
easily be converted to an arbitrary image with a single ef-
fective viewpoint at the focal point of the hyperboloidal
mirror.

In the conventional stereo configuration where two nor-
mal cameras are aligned in parallel, al epipolar lines are
horizontal; this leads to an efficient stereo matching algo-
rithm [2]. Since we are interested in obtaining dense range
images, it is desirable that epipolar lines are in parallel so
that such an efficient agorithm can be applied.

There are basically two ways of configuring multiple
HOVIs for omnidirectional stereo which satisfy the above
condition concerning epipolar lines. One isto align them
horizontally (see Fig. 1(a)). To make epipolar lines in
parallel in this configuration, we convert a pair of omnidi-
rectional images to a pair of normal perspective-projected
images to be obtained by virtual, paralel-aligned cameras
placed on the optical axes of HOVIs. This configuration



(a) horizontal alignment  (b) vertical alignment

Fig. 1. Two stereo configurations.

Fig. 2. Stereo setup and an example input image.
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Fig. 3: Geometry of hyperboloidal projection[9].

has two drawbacks: limited field of view and large defor-
mation in the peripheral areas of the converted images. In
addition, to obtain a 360-degree range image, we have to
use at least 3 HOVIs placed, for example, on the vertices
of aregular triangle.

The other configurationisto aign HOVIsvertically (see
Fig. 1(b)). Each omnidirectional image is converted to a
panoramic image on a cylindrical image plane whose axis
is aligned to those of the HOVIs. By this conversion, all
epipolar lines become vertical in the panoramic images.

Based on the above consideration, we selected the latter
configuration, which is the same as the one proposed by
Gluckman et a. [3]. Fig. 2 shows a pair of verticaly-
aligned omnidirectional cameras. In the current setup,

since each omnidirectional camera is supported by a can-
tilever attached to a vertical bar, thereisablind spot in the
omnidirectional images.

2.2 Image Conversion

From the geometry of HOVI shown in Fig. 3, we
obtain the following relationship between scene position
(X,Y, Z) and image position (z, y):
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where a and b are the parameters of the mirror shape; ¢
is the half of the distance between the focal points of the
mirror and the camera; f isthefocal length of the camera.
To generate a panoramic image, we first set a virtua
cylindrical image plane around the vertical axis. For the
cylindrical image plane, we currently use the following pa
rameters: 10 degrees and 30 degrees for the viewing an-
gles above and below the focal point of the mirror, respec-
tively; 720 and 100 for the horizontal and the vertical reso-
[ution. From these parameters, we can determine (X,Y, Z)
for each pixel, thereby, calculating the corresponding im-
age position. Fig. 4 shows the panoramic image converted
from the omnidirectional input image shown in Fig. 2.

2.3 Stereo Matching Algorithm

A SAD-based matching algorithm is used. For each
pixel in the right image, the corresponding point is
searched for on the epipolar line within a predetermined
disparity range. As a matching criterion, we use SAD
(sum of absolute difference) of the intensity valuein awin-
dow around the points. If the SAD value is small enough,
two points are considered to match. We aso adopt the
above-mentioned efficiency matching algorithm and a con-
sistency checking [4] to increase the efficiency and the re-
liability. Fig. 5 showsaresult of matching, in which larger
disparities (nearer points) are drawn in brighter color.

2.4 Implementation on PC Cluster

The steps to obtain omnidirectional range data are: (1)
capturing a pair of omnidirectional images, (2) converting
theimagesinto panoramic images, and (3) finding matched
points between the images. To realize a (near) realtime
range data acquisition, we parallelize the third step using
a 6-PC (Pentium I11, 600MHZz) cluster system as shown in
Fig. 6. The size of the panoramic image is 720x100 and
the disparity range to search is 80. The current throughput
isabout 0.2[s] per frame. Sincethe current algorithmisnot
fully optimized (for example, we have not used the MM X
instructions), we are expecting to improve the performance
in anear future.



Fig. 5: Panoramic disparity image obtained from theimagesin Fig. 4. Brighter pixels are nearer.
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Fig. 6: PC cluster implementation.

25 Implementation on a Single PC

The PC cluster-based system may not be suitable for
mobile robot applications due to its size. We are, there-
fore, investigating another system which uses an image
merger to capture a pair of omnidirectional images by one
frame grabber and a single PC (Pentium 1I1, 850MHz);
the current implementation generates the disparity image
of 360x50 in size and 40 in disparity range. The current
throughput is about 0.18[s] per frame without MMX ac-
celeration. One potential problem in applying this system
to dynamic obstacle detection and tracking is its low im-
age resolution, i.e., low spatial and disparity resolution in
range datamay makeit difficult to detect obstacles. We are
now experimentally examining the problem.

3 Making aMap of Static Obstacles
3.1 Calculating 2D Range Data

To make a map of static obstacles, we first extract the
nearest obstaclein each direction. Sincethe horizonta axis
of the panoramic image indicates the horizontal direction,
we examine each column of the panoramic disparity image
vertically and extract the connected interval in which the

disparity difference between (vertically) adjacent pixelsis
less than or equal to one and which is the nearest among
such intervals in the same column. By applying this oper-
ation to every column, we obtain a set of distances of 360
degrees. From this data set, the 2D contour (called range
profile) of the current free space centered at the robot posi-
tion is obtained.

3.2 Integrating Multiple Observations Consider-
ing Vision Uncertainty
3.2.1 Vision Uncertainty

We consider two factors in estimating the uncertainty
of range data. One is the quantization error in panoramic
images. Let d be the disparity of a matched point and R
(= VX% +Y?) bethe distance to the point in the scene.
We obtain R = Bf’/d, where B is the baseline (the dis-
tance between the focal points of two mirrors, currently
30[ecm]) and f’ is the focal length of the virtual camera
used for generating panoramic images. Considering the
+1 pixel uncertainty in d, we can calculate the maximum
and the minimum possible distance R, and R, by:
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The other factor is the blurring effect of the panoramic
conversion; that is, a blurred panoramic image is obtained
if the resolution of the panoramic image is higher than that
of the original one. This blurring effect varies depending
on the vertical position in the panoramic image.

The following equation represents the relationship be-
tween r, the distance from the image center in the radial
direction in the original omnidirectional image, and y, the
vertical position in the panoramic image:
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Fig. 7: Effect of image blur.

where 6,, and 0; are the viewing angle above and the be-
low of the focal point of the mirror; A is the height of the
panoramic image. From this equation, we can calculate
how many pixelsin the original omnidirectional image cor-
responds to one pixel in the panoramic image at a specific
vertical position, denoted as Ar/Ay. Fig. 7 showsthe cal-
culation result of Ar/Ay at all vertical positions; the lower
part (larger ) of the panoramic image is degraded because
that part corresponds to the central part of the original om-
nidirectional image, where the resolution is low compared
with the peripheral areas. For the positions where Ar/Ay
islessthan one, the uncertainty in disparity should be con-
sidered larger than £1. In that case, the possible range of
the distance (see eg. (1)) isincreased accordingly.

Using the above uncertainties, weinterpret each point of
disparity d intherange profile asfollows. In Fig. 8, thean-
gle 8 indicates the angular resolution of the panoramic im-
age (currently, 0.5 degrees); R(d), Rmaz(d), and R (d)
are the distance of the point from the robot and their max-
imum and minimum values mentioned above. We use the
dark gray trapezoid in the figure to approximate the region
where an obstacle may exist. We call this region an ob-
stacle region. The area before the obstacle region approxi-
meated by the light gray triangle, called a safe region, isthe
region where an obstacle never exists as long as the stereo
matching is correct. Safe regions are used for making a
map of static obstacles, while obstacle regions are used for
detecting moving obstacles (see Sec. 4.1).

3.2.2 Generation of Free Space Map

We use a grid representation for the map. To cope with
false matches in stereo, we accumulate multiple observa
tions to obtain reliable map information. Each grid of the
map holds the counter which indicates how many timesthe
grid has been observed to be safe. At each observation, the
counter of each grid inside the safe regionsisincremented.
If the counter value of agrid ishigher than acertain thresh-
old, the grid is considered safe. The set of safe grids con-
stitutes the current free spaces (called a free space map).
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Fig. 8: Safe region and obstacle region.

Fig. 9: An example map. White region indicates the free
space; gray regionsindicate the area where the observation
count is less than the threshold.

Since the robot makes a map while it moves, we first
transform the observed data using the current position (in-
cluding orientation) of the robot with respect to some fixed
world coordinates, and then integrate the transformed data
tothemap. Therobot position is estimated from the odom-
etry and visual information. The localization method will
be described later. To reduce the effect of accumulated er-
ror when the robot moves by a long distance, we use only
ten latest observations for making the free space map, and
then use five as the threshold for the observation counter
mentioned above. Fig. 9 shows an example map.

3.2.3 Vision-Based L ocalization

We adopt a visua localization method similar to [7],
which is based on the comparison between the current and
the previous range profile. The method first predicts the
uncertainty region for the robot position using the uncer-
tainty model of robot motion. Candidates for robot posi-
tion aregrid pointsinside the uncertainty region. Therange
of possible robot orientations is also determined from the
uncertainty model. Then, for each pair of candidate posi-
tion and orientation, the view of the previous range pro-
fileis calculated and compared with the current one. Only
relatively large continuous segments in the range profiles
are used for comparison. Finally, the best pair is selected
which maximizes the similarity of two range profiles. Fig.
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Fig. 10: Effect of visua localization.

10 shows the effect of our visual localization method. The
figure shows the superimposition of obstacle regions ob-
tained by 14 consecutive observations. In Fig. 10(a), the
robot position is estimated only by dead reckoning, while
in Fig. 10(b), the above visua localization method is used.
The method is till a preliminary one and its quantitative
evaluation is necessary.

4 Detecting and Tracking Moving Obstacles
4.1 Extracting Moving Obstacle Candidates

Candidates for moving obstacles are detected by com-
paring the current observation with the free space map.
Considering the uncertainty in observation, if the obsta
cle region (see Fig. 8) of a point in the range profile is
completely inside the free space, the point is considered
as a part of a moving obstacle. Since the points from the
same obstacle may split into several obstacle regions, we
merge aset of moving pointsif their relative distanceisless
than a certain threshold (currently, 40[cm]). We consider
a merged group of such points as a candidate for moving
obstacle and use their mass center as its observed position.

4.2 Tracking Using Kalman Filter
The state «; of a moving obstacle is represented by:

Ty = (xtvytaxtvyt) )

where (2, y;) and (i, ;) are the position and the vel ocity
in the world coordinates at time ¢. The robot obtains the
following observation y, for each moving obstacle:
Y = (xf,yf)T,

where (22, y?) is the observed position of the obstacle.
Supposing a constant velocity of a moving obstacle, we
obtain the following state transition equation and observa-
tion equation:

Ti1 = Fixy 4+ wy,
Y, = Hyxy+ vy,

where w; and v; are the error terms. w; represents the ac-
celeration of the obstacle; the maximum allowed acceler-
ation (i.e., so-caled 30 value) is set to 1[m/s?]. v, repre-
sents the observation error (see Sec. 3.2.1). The matrices
in the above equations are given by:

1 At 0

0 0 At
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0 0 1
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1 00
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where At isthe cycletime.

We use the Kalman filter [6] to track moving obstacles.
Thefilter isinitiated when a candidate for moving obstacle
is detected at the first time. The initial positional uncer-
tainty is set to the vision uncertainty when first detected.

4.3 Making Correspondence

Using the above motion model, we can predict the po-
sition of a moving obstacle and its uncertainty. In order
to check the correspondence between an obstacle being
tracked and a candidate for moving obstacle detected in
the current observation, we calculate the following Ma-
halanobis distance dj; between the predicted and the ob-
served positions:

-1
dy = d;ﬂ (HiPyjy1H)  dy,
dy = yt_Htwt/t—la

wherex,/,_; and P, /,_, arethe predicted state and itsun-
certainty, respectively. If dy, islessthan a given threshold
(currently, 9.21), the correspondence is considered correct.

In some cases, however, the correspondence may not be
one-to-one for the following reasons. First, although we
merge neighboring points to form a moving obstacle can-
didate (see Sec. 4.1), it is possible that a single object is
observed as two or more separate objects; for example, the
left and the right edge of a person may be observed as two
separate objects. In addition, there are occasional false ob-
jects caused by the error in stereo matching. Therefore we
adopt atrack-splitting filter [1] which considersall possible
correspondence and generates a tree of possible tracks. If
the corresponding observation is not obtained for a branch
of thetreefor acertain number of frames (currently, three),
the branch is deleted.

Sincethereisstill some uncertainty inlocalization, parts
of static obstacles are sometimes detected as candidates for
moving obstacles. As aresult, there may be false moving
obstacles among the remaining branches in the tracking
tree. We then use the estimated velocity to discriminate
truly moving obstacles from false ones. If the estimated
velocity of a moving obstacle being tracked is less than
60[cm/s], that object is considered to be a part of some
static obstacle.
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Fig. 11: A tracking result.

Fig. 12: Detected person. The estimated person region is
projected onto the panoramic image (black pixels).

5 Experimental Results

The total throughput of omnidirectional stereo, visual lo-
calization, update of free space map, and dynamic object
detection and tracking is currently about 0.38[s] per frame.
Fig. 11 shows a tracking result in the case where one
person was approaching the robot. In earlier frames (left
ones), there are several branches in the tracking tree (i.e.,
several traces exist). As time elapses (right frames), al
branches except the true one are deleted. Fig. 12 showsthe
projection of the estimated position of the person onto the
panoramic images. The figure shows that the tracking was
correctly performed.

6 Conclusion

We have developed a realtime omnidirectional stereo sys-
tem using two omnidirectional cameras and a PC clus-
ter. The system can generate omnidirectional range data of
720x100 pixels with disparity range of 80 about 5 frames
per second. We aso have developed a method of detecting

and tracking moving obstacles from omnidirectional range
data obtained by a mobile robot. The experimental results
for areal scene show the validity of the method. A fu-
ture work isto apply the system to mobile robot navigation
(e.g., avoiding moving obstacles approaching from various
directions). Another future work is to develop a compact
on-robot omnidirectional stereo system.
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