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Abstract—We present a scalable design for a photon-counting
ground receiver based on superconducting nanowire single pho-
ton detectors (SNSPDs) and field programmable gate array
(FPGA) real-time processing for applications to space-to-ground
photon starved links, such as the Orion EM-2 Optical Commu-
nication Demonstration (O2O) [1], and future deep space or low
transmitter power missions. The receiver is designed to receive
a serially concatenated pulse position modulation (SCPPM)
waveform [2], which follows the Consultative Committee for
Space Data Systems (CCSDS) Optical Communications Coding
and Synchronization Red Book standard [3]. The receiver design
uses multiple individually fiber coupled, 80% detection efficiency
commercial SNSPDs in parallel to scale to a required data rate,
and is capable of achieving data rates up to 528 Mbps. For
efficient fiber coupling from the telescope to the array of parallel
detectors that can be scaled both to telescope aperture size and
the number of detectors, we use either a single mode fiber (SMF)
photonic lantern or a few-mode fiber (FMF) photonic lantern [4].
In this paper we give an overview of the receiver system design,
the characteristics of the photonic lanterns, the performance of
the SNSPDs, and system level tests. We show that 40 Mbps can
be received using a single SNSPD, and discuss aspects for scaling
to higher data rates.

Index Terms—optical communications, single photon detectors,
superconducting nanowire, few-mode fibers

I. INTRODUCTION

With demonstrations such as NASA’s Lunar Laser Com-

munications Demonstration (LLCD) showing that high-rate

free-space optical communications links from cis-Lunar space

are not only achievable, but comparable or exceed the fastest

Ka-band RF links [5], space-to-Earth optical communica-

tions is increasingly a viable communications system option.

Furthermore NASA has several upcoming optical commu-

nications demonstrations: the Laser Communication Relay

Demonstration (LCRD) [6] providing all-optical high-rate

communications from geostationary orbit, the Orion EM-2

Optical communications demonstration (O2O) [1], an 80 - 250

Mbps direct-to-Earth link capability for the crewed mission

aboard the Orion Multi-Purpose Crew Vehicle (OMPCV) from

lunar distances, and the Deep Space Optical Communication

(DSOC) Project [7], a demonstration of laser communications

flight transceiver and ground receiver technology from 0.1-2

astronomical units (AU), to be hosted aboard the Psyche Mis-

sion spacecraft [8]. The success of these upcoming missions

will continue motivate the adoption of optical communications

for mission-operational infusion.

While the upcoming optical communication demonstrations

will continue to validate capabilities, considerations are also

being given to cost-effective ground terminal technologies that

are both scalable and assembled from commercial-off-the-

shelf (COTS) components. Ideally a system could be designed

that could support a variety of data rates, telescope aperture

sizes, and environmental factors such as background light

and atmospheric turbulence levels. In this paper we discuss

a concept for a scalable design, and the development of a

real-time photon counting optical communications receiver

system including the aft optics, single photon detectors, and a

real-time field programmable gate array (FPGA) based digital

receiver.

II. RECEIVER OVERVIEW

In a direct-detection photon-counting optical communica-

tion system the basic receiver architecture consists of a tele-

scope aperture for light collection and focusing, and a pho-

tosensitive surface that converts the detected optical intensity

into an electrical signal. For the highest sensitivity, supercon-

ducting nanowire single photon detectors (SNSPDs) may be

used, but must operate at cryogenic temperatures. Options for

coupling to cryogenic SNSPDs are either through fiber-optic,

or free-space coupling, but both can present challenges for

efficiency and scalability.

A. Photonic Lantern

The atmosphere causes distortions to the spatial profile

of the transmitted beam, sending energy into higher-order

spatial modes. To mitigate this effect some options include

coupling through single-mode fiber (SMF), multi-mode fiber

(MMF), or free-space coupling to larger area SNSPDs and/or

multi-element SNSPD arrays [9], [10]. Fiber coupling offers a

more flexible receiver design, however without adaptive optics

significant losses are incurred when coupling to SMF, and

coupling current commercial SNSPDs to MMF is inefficient

and complex, requiring cryogenic focusing optics since these

devices are designed for SMF. Larger area SNSPDs are in

development, but offer lower count rates, higher dark counts,

higher jitter, and lower yield. Interleaved SNSPD on-chip



arrays can cover larger areas, but this technology is mainly

in research development and only beginning to emerge com-

mercially.

Another possible solution for fiber coupling is the photonic

lantern (Figure 1a, 1b), which has been used for astronomical

applications for several years [11]. The photonic lantern is a

low-loss fiber optic device that connects one multi-mode core

to several smaller cores that propagate less modes. Often the

smaller cores are SMF, but they can also be larger core few-

mode fiber (FMF) [4]. Such a device is fabricated by inserting

(a)

(b)

Fig. 1: (a) Photonic lantern diagram. (b) Prototype photonic

lantern designed and fabricated at NASA GRC.

N SMFs (or FMFs) into a cylindrical glass capillary, and then

is heated and drawn to form an adiabatic taper transition to a

MMF input port. For maximum throughput, the total number

of guided modes in the output legs must sum to the number

of guided modes in the MMF port, approximately given by

N ≈

(

πdNA

2λ

)2

, (1)

where d is the MMF core diameter, NA is the MMF numerical

aperture, and λ is the operating wavelength. Thus, to detect

all the light collected by the lantern, each output fiber must be

coupled to an individual detector. As atmospheric turbulence

increases and the energy is scattered into higher order spatial

modes, the number of detectors needed increases accordingly.

Depending on the condition and desired data rate, the number

of detectors needed could be higher than the number of

detectors required to compensate for detector dead time. Since

a typical MMF can support 10s to 100s of modes, the number

of detectors in parallel would become prohibitively large.

Hence our solution that we are considering is MMF to FMF

photonic lanterns, in which the the output FMFs are designed

to couple as efficiently as SMF to commercial SNSPDs.

B. Single-Photon Detectors

A key enabling technology for advanced light detection

at IR wavelengths are supercoducting nanowire single-photon

detectors (SNSPDs). SNSPDs have been demonstrated to offer

superior performance in detection effciency, timing resolution,

and count rates over semiconductor InGaAs photodetectors

and photomultiplier tubes (PMTs) [12]. For optical commu-

nications applications SNSPDs, specifically SNSPD arrays,

have already been demonstrated in a space-to-ground link as

an integral component for the LLCD receiver [5], [9], and

additionally will be used for the upcoming DSOC demon-

stration [7]. However, only recently have SNSPDs become

commercially available. With several commercial vendors of-

fering turnkey multichannel SNSPD systems with simplified

cryogenics, SNSPDs are increasingly viable as an operational

component for space-to-ground high-photon efficiency free-

space optical communications links. We have characterized

(a)

(b)

Fig. 2: (a) Opus One™ SNSPD system. (b) Functional dia-

gram.

a commercial two-channel, SMF-coupled, and two-channel

FMF-coupled SNSPD system from Quantum Opus, LLC (Fig-

ure 2a). The base system consists of a two-stage closed-cycle

helium cryocooler with a 2.5 K second stage on which the
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SNSPDs are mounted, enclosed in a 3U rack-mountabe box.

Efficient coupling from the detectors to single-mode or 20

µm, graded-index few-mode optical fiber is achieved through

fiber self-alignment [13], [14], and the fibers are routed

through cryogenic feed-thrus to the inputs on the front of

the enclosure (Figure 2b). Electrically the devices are current

biased with adjustable front panel controls, and coupled to 50

Ω coaxial readout cables to room temperature amplifiers with

500 MHz bandwidth and a maximum 55.6 dB gain [15]. This

system is powered via a Standford Research Systems SIM900

mainframe, and can be computer controlled either serially or

through GPIB interface.

In our characterization we have assessed detection effi-

ciency for SMF and FMF-coupled detectors at an operating

wavelength of 1550 nm (Figure 3), in addition to count rate

(Figure 4), and timing jitter (Figure 5) [16], [17]. As shown in
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Fig. 3: System detection efficiency dependence on bias current

for SMF. The optical input to the fibers was single-mode, thus

the FMF-coupled detector efficiency is essentially identical.

Figure 3, the system detection efficiency reaches an average

maximum value of ≈ 80%. The SNSPDs have a polarization

dependency, thus we also show the worst case (x-pol) detection

efficiency, which is ≈ 1.5 dB worse.

In Figure 4 we show output counts under variable levels of

input intensity with the detectors at a fixed bias for maximum

efficiency, and ideal polarization. The output counts follow a

log-linear response before tending to apparent saturation at

an output count rate of ≈ 60 Mcps. An absolute maximum

count rate, approaching ≈ 80 - 100 Mcps was measured as

relaxation oscillation set in at input flux rates on the order of

10s of G-ph/s.

The detection jitter, shown in Figure 5, was determined by

measuring the input response function (IRF) of the detectors

when illuminated with femtosecond laser pulses, in which

each pulse was attenuated to ≪ 1 photon per pulse. The

jitter was then calculated from the FWHM of the IRF. From

the graph, the jitter decreases with increasing bias current,

approaching values ≈ 50 - 80 ps. For PPM-based optical

106 107 108 109 1010 1011

Photons In (pps)

106

107

108

C
ou

n
ts

O
u
t
(c
p
s)

Counts Out vs. Photon Flux

Best fit line

SMF (Ch 1)

FMF (Ch 3)
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region where the detection efficiency is reduced by 3 dB.
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Fig. 5: Detection jitter dependence on bias current.

communications, ideally the jitter should be as small a fraction

of the transmission slot period as possible. Practically, less

than 20% is recommended. Hence for 500 ps slot rates, the

jitter should be less than 100 ps, which is easily achieved.

III. SYSTEM TESTING

An optical test bed was designed to emulate the transmitter

and receiver of photon counting optical communications links

[18]. A block diagram of the system is shown in Figure 6,

and a description of the optical transmitter, link emulation,

and optical receiver follows.

A. Optical Transmitter

The optical transmitter consists of a software defined radio

(SDR), and a pair of high-extinction ratio electro-optic (EO)

modulators cascaded in series which modulates a continuous

wave laser with the electrical pulse output from the SDR. The

EO modulators are cascaded in series and driven differentially
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Fig. 6: Optical communications link testbed.

using the positive and negative low voltage differential signal-

ing (LVDS) components of the FPGA to achieve pulse nar-

rowing and extinction ratios ≥≈ 40 dB for PPM modulation

orders M = 16 and higher [19].

The SDR consists of a Harris Corporation Reconfigurable

Space Processor (RSP) development card, and a custom optical

mezzanine card developed at NASA Glenn Research Center

[20]. The RSP contains two Xilinx Virtex 7 FPGAs, a digital

signal processor (DSP), and supplemental memory, and is

controlled with a computer through the SpaceWire interface.

Serialization of the waveform signal, which is sent out in

parallel from the FPGA, is performed by the optical mezzanine

card. The optical mezzanine card can generate a 2 GHz slot

clock or can accept a slot clock from an external source. It

divides the slot clock by 16 and sends it to the FPGA. The

FPGA sends 16 parallel data lines to the optical mezzanine

card, which then converts them into a serial stream. This serial

data interfaces to the EO modulator setup.

Fig. 7: Transmit waveform block diagram.

The optical waveform is targeted to one of the Xilinx Virtex

7 FPGAs on the Harris RSP, and implements the CCSDS

Optical Communications Coding and Synchronization Red

Book High Photon Efficiency telemetry link (Figure 7) [3].

This includes modulation orders M = 4, 8, 16, 32, 64, 128,

and 256; and code rates 1/3, 1/2, and 2/3. Pseudorandom bit

stream (PRBS) data is generated on the platform as a part

of this waveform. The channel interleaver is implemented

in the waveform, but has been bypassed for system testing.

The waveform combined with the optical mezzanine card can

generate PPM slot widths from 0.5 ns to 512 ns.

B. Link Emulation

The photon counting optical communications link free space

loss is emulated with a fiber digital variable attenuator, used to

change the signal power going into the receiver. A 50/50 fiber

splitter is used to provide a test port for measuring optical

power with a power meter, which is controlled by a computer.

No external noise is inserted. The only noise in the system is

blackbody induced dark counts on the order of a few hundred

counts per second, since there is no filtering in the current

set up. With appropriate filtering, the dark counts with SMF-

coupled detectors is a few 10s of Hz [16].

C. Optical Receiver

The photon counting optical receiver for this test setup

consists of a 50/50 fiber splitter, fiber polarization controllers

for each detector channel, two SNSPDs, detector bias and

amplification, a digitizer, and a software model of the optical

receive waveform. The attenuated signal from the optical

transmitter is split so that the two detectors can receive the

transmitted signal simultaneously. The polarization controllers

are used to maximize the photon counts out of the detectors

by optimizing the polarization alignment.

Fig. 8: Receiver waveform block diagram.

An oscilloscope is used to digitize and save the pulses

output from the SNSPDs. A computer is used to sample

the detector pulses simultaneously with the power meter

readings in order to verify the input power into the detectors

is constant throughout the data capture. The clocks of the

transmitter SDR and the receiver digitizer are locked for this

test in order to eliminate error caused by clock recovery. The

pulses are digitized at a rate of 2 GSps and post-processed

using a MATLAB receiver (Figure 8). The MATLAB receiver

performs slot and symbol recovery. Once the slot and symbol
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boundaries have been calculated, the receiver slot recovery

algorithm delays and interpolates the incoming detector pulse

samples. A threshold is used to find the rising edge of the

interpolated pulses and this data is down-sampled to count

photon counts per slot. The rise time of the detector pulses is

850 ps and the pulses are sampled at a rate of 2 GHz. Since

the sample rate does not meet the required Nyquist frequency,

additional jitter of approximately 45 ps is introduced. The total

jitter is 61 ps RMS for channel 1 and 68 ps RMS for channel 2.

As a part of the slot and symbol recovery algorithm, the signal

photon counts per signal slot (Ks) and the background photon

counts per slot (Kb) are also calculated. Once the symbol and

slot boundaries are calculated, the receiver then performs code

word alignment and calculates the log likehood ratios (LLRs)

for each slot. SCPPM iterative decoding is completed using

the Bahl, Cocke, Jelinek and Raviv (BCJR) algorithm. The

decoded data is then de-randomized and de-sliced before the

transfer frames are synchronized and a bit error rate on the

PRBS data is calculated.

IV. TESTING RESULTS

System testing was conducted using the optical transmitter

and receiver system test setup described in Section III. The

waveform selected was the PPM-32, code rate 1/3, slot width

1 ns, 40 Mbps waveform. This waveform was selected because

it is the lowest PPM order and smallest slot width that a single

detector could successfully receive error free. The detector

blocking time of 20 ns was found to have a low impact on

the performance of this waveform. Bit error rate (BER) curve

results from the system testing are presented Figure 9.
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Fig. 9: Optical link testing BER curve results for PPM-32,

40 Mbps waveform with Kb ≈ 0.0001. The simulation curves

are for two different total system jitter, and an assumed 20 ns

detector dead time.

Also shown are results from 60 ps and 68 ps RMS jitter

simulations. As can be seen in the graph, detector channel 1

(red circles) is slightly to the left of detector channel 2 (blue

triangles). From Figure 5 channel 1 has less jitter than channel

2, and so it performs slightly better. The system predicted

jitter values of 61 and 68 ps RMS match very closely to the

simulation results and the system test results.

V. SYSTEM SCALING

For a given rate, modulation, required detected signal level

Ks/M, BER, and desired margin, there is a trade between

required number of detectors and total received signal photons

per pulse. By combining the outputs from multiple photon

detectors in parallel, the system architecture can be scaled to

meet specific data rates and power requirements. Figures 10a

and 10b show two examples of simulated photon counts

per signal slot vs. number of detector channels. The dark

(a)

(b)

Fig. 10: Photon counts per signal slot vs. number of detectors

for (a) PPM-32, and (b) PPM-16.

horizontal lines show the Ks/M levels for capacity and the
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performance of SCPPM, respectively. Based on the required

Ks/M level and desired link margin, we can determine the

number of parallel detectors and number of received photons

per pulse required.

VI. CONCLUSION AND FUTURE WORK

We characterized a commercial superconductor nanowire

single-photon detector system with improved detector count

rates, and explored coupling to few-mode fibers (FMF). Pa-

rameters such as detection efficiency, dark count rate, reset

time, maximum count rate, and timing jitter were assessed.

With a single detector a 40 Mbps communications link was

closed error-free, and the BER results validated our simulation

model. Future work will include communication link per-

formance improvement through combining multiple detector

channels to achieve higher rates, multi-mode to single-mode

and multi-mode to few-mode fiber photonic lantern charac-

terization, and link performance with emulated atmospheric

turbulence. Finally we will to implement the MATLAB re-

ceiver model onto FPGA to complete the real-time receiver

implementation.
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