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Abstract

Stereo matching is one of the most active research
areas in computer vision. While a large number of al-
gorithms for stereo correspondence have been devel-
oped, research in some branches of the field has been
constrained due to the few number of stereo datasets
with ground truth disparity maps available. Having
available a large dataset of stereo images with ground
truth disparity maps would boost the research on new
stereo matching methods, for example, methods based
on machine learning. In this work we develop a large
stereo dataset with ground truth disparity maps using
highly realistic computer graphic techniques. We also
apply some of the most common stereo matching tech-
niques to our dataset to confirm that our highly realistic
CG stereo images remain as challenging as real-world
stereo images. This dataset will also be of great use
for camera tracking algorithms, because we provide the
exact camera position and rotation in every frame.

1. Introduction

Stereo vision is a very active research topic, every
year several new stereo matching methods are intro-
duced [5]. The goal of these stereo matching algorithms
is to accurately generate a dense disparity map, which
describes the difference in location of corresponding
features seen by the left and right cameras. To measure
and compare the performance of such algorithms it is
essential that the ground truth disparity map is known.

Several stereo datasets with known ground truth dis-
parity maps are available [5, 6], but the number of stereo
pairs is very limited. This limitation has been constrain-
ing the progress of research in some branches of the
field. For example, trying to apply machine learning

Figure 1:Head and Lampscene. Left image and ground
truth disparity map.

(ML) techniques to solve the stereo matching problem
has been very difficult due to the fact that ML usually
requires large amounts of data with ground truth for
learning and very few are available. Some efforts on us-
ing Computer Graphics (CG) synthetic data have been
made [1], but the simplicity of the generated scenes
makes the stereo matching problem unrealistically easy
to solve.

Among the available datasets, one of the most known
and extended scenes is theHead and Lamp(Figure 1)
stereo dataset developed at University of Tsukuba [3].

In this work we created a highly realistic CG dataset
that properly models real-world imperfections, while
providing accurate ground truth. It is based in the orig-
inal Head and Lampset of images, as a tribute to the
early efforts of the University of Tsukuba in stereo vi-
sion, giving the chance to appreciate the scene from
points of view not seen until now.

In addition, this dataset will be very useful for cam-
era tracking algorithms, since we can provide the 3D
position and rotation of the camera in every frame of
the sequence.

Since we are working in a 3D environment, we can
create any possible camera setting, and modify any
camera parameter just as we would do with a real-world
camera. In future datasets we will include video se-



Figure 2: We changed the illumination conditions on
the CG scene to achieve new and more challenging
datasets. Upper-left: Lamps. Upper-right: Fluorescent.
Lower-left: Daylight. Lower-right: Flashlight.

quences with motion blur, lens aberrations, noise, and
different shake effects, etc...

We contribute a dataset with the following proper-
ties:

• Different illumination conditions (Figure 2).

• 1800 full-color stereo pairs per illumination con-
dition with ground truth disparity maps (1 minute
video at 30FPS using an animated stereo camera).

• 256 levels of disparity.

• Non-occluded area mask, near depth discontinuity
masks and 3D camera position and orientation on
each frame.

The usefulness of this new dataset is confirmed on
the work of Periset al.([4]) where the CG data is used
to train a ML-based stereo matching method and suc-
cessfully applied to approximate the disparity map of a
real-wolrd stereo pair.

2. Modeling and rendering process

The scene was generated using the software Au-
todesk Maya 2012. The original stereo pair from Uni-
versity of Tsukuba was used as image planes and all the
geometry of the scene was then modeled using them as
reference. Figure 3 shows an example of an early stage
of the modeling process.

All the objects were modeled inside Autodesk Maya
by poly modeling. We also created textures using ref-
erence photographs of real objects, and applied them to

Figure 3: Geometry of the scene over the original image
used as reference.

the 3D models in order to increase the amount of detail
and realism.

Once all the geometry was modeled and adjusted to
resemble the original scene, we added shaders and ma-
terials to every object in the scene, trying to replicate
as accurately as possible the real world behaviors of the
surfaces. Then, we added the virtual cameras and lights
and rendered the scene, achieving the final video.

We generated 4 different versions of the video
dataset by simply modifying the virtual lights in the
scene into different illumination conditions: Daylight,
Fluorescent lighting, Flashlight and Desk lamps (Fig-
ure 2).

Each illumination condition offers specific chal-
lenges that will be of great use for the improvement of
new stereo and tracking algorithms:

• Fluorescent: This is considered the default illumi-
nation. It’s lighting condition is perfectly even in
the surfaces, and all the objects appear properly
lit without exaggerated contrast between light and
shadow.

• Daylight: This lighting condition gives a smooth
illumination to the objects in the scene with excep-
tion of the areas near the window, that appear over
exposed due to the intensity of the sun light.

• Flashlight: This scene has been rendered with
anenvironmentin penumbra, only lit by the light
of a flashlight attached to the moving Stereo Cam-
era.The illumination is very low but even, leaving
most of the scene in darkness with exception of the
areas where the camera is pointing at.

• Lamps: This set the most challenging of all four
illumination conditions, because it presents highly
under exposed images, with low and uneven light-
ing.

3. Generation of ground truth data

The aim of this dataset is to provide ground truth data
that can be useful to evaluate the performance of com-
puter vision algorithms, especially for stereo vision and



Figure 4: First frame of the new dataset (left camera
view). Upper-left: RGB image. Upper-right: dispar-
ity map. Lower-left: non-occlusion mask. Lower-right:
near depth discontinuity masl.

camera tracking methods. This section introduces the
different kinds of ground truth data that we generated
for this dataset. Figure 4 depicts some of the ground
truth data available with this dataset.

3.1. Disparity Map

The ground truth disparity maps are useful to evalu-
ate the overall quality of stereo matching algorithms.

After modeling the scene, the output of the render
engine provides for each frame two RGB images and
two grayscale images. The grayscale images were cre-
ated using a custom ramp shader and represent the depth
map of the scene (Figure 5). This depth map can be eas-
ily transformed into a disparity map knowing the cam-
era intrinsic parameters (established in the camera prop-
erties of the CG software) and the following formula for
each pixel on the depth image:

d = f
T

Z
(1)

Whered is the disparity of the pixel,f is the focal
length of the camera,T is the baseline distance of the
stereo rig andZ is the depth value of the pixel.

However, there is a small limitation to this approach:
the resolution of the rendered depth map is only 8 bits.
This means that there would be only 256 possible values
to represent the depth, which becomes quickly insuffi-
cient to represent all the depth values on a large scene.
This in turn would cause the disparity map to be inac-
curate.

We solved this issue by iteratively rendering the
depth map changing the values of the near and far clip-
ping planes so the distance between both planes is small

Figure 5: Some example frames from the dataset with
their respective depth maps obtained by applying a cus-
tom ramp shaderto the geometry of the scene.

enough to have a good depth resolution with only 256
values. Then later on, we obtain a single disparity map
using the formula above and all the depth maps with
different configurations of clipping planes.

The method of iteratively render portions of depth
map allows us to generate ground truth disparity maps
of arbitrary resolution. In this work we generated dis-
parity maps with pixel accuracy (subpixel accuracy is
left for further works).

We provide disparity maps for left and right cameras.
See Figure 4.

3.2. Non-occluded area mask

In addition to disparity maps, for stereo match-
ing method evaluation it is interesting to have a non-
occluded area mask. This mask represents in white
color the pixels on the scene that are visible from both
cameras and in black color the pixels that are visible
from only one camera.

To obtain the non-occluded area mask, we simply
cross-checked the left and right disparity maps. Pixels
that are visible in both cameras will have the same value
in both disparity maps, but for occluded pixels the left
and right disparity value will be different.

The performance of the stereo matching algorithm
on areas where pixels are occluded is one of the most
important quality indicators of the algorithm, as it is



very difficult to find the matching point of a pixel in
one of the images if it is not visible on the other image.

We provide non-occluded area masks for left and
right cameras. See Figure 4.

3.3. Near depth discontinuity area mask

Together with disparity maps and non-occluded area
masks, near depth discontinuity area masks are the third
kind of ground truth data used for standardized stereo
matching algorithm evaluation. This kind of mask al-
lows to evaluate the performance of the algorithms in
areas near to a depth discontinuity (i.e. the boundary of
an object). This is specially interesting as most methods
tend to perform poorly in these areas.

To obtain this kind of mask we detected the bound-
aries of the non-occluded mask. In this way, a gray
value represents a pixel visible from both cameras, a
black pixels represents an occluded pixel and white pix-
els represent pixels that are near the transition between
occluded/non-occluded pixels.

We provide near depth discontinuity are masks for
left and right cameras. See Figure 4.

3.4. Camera position and orientation

In the image sequence that we generated, the camera
is animated along a path. Using camera tracking meth-
ods this path should be able to be reconstructed. To
evaluate the performance of such methods, we provide
the 3D position and orientation of the camera on each
frame.

To obtain this kind of ground truth data we executed
a MEL script at render time that stored the 3D position
and orientation of the camera on each frame.

We provide the position and orientation of the cam-
era relative to the middle point of the stereo rig.

4. Experiments

We apply a well known stereo matching algorithm to
our dataset and to the original dataset. The algorithm
is based on Block Matching [2] and implemented in
OpenCV library [7]. We will use the default parame-
ters of OpenCV in our experiments. Figure 6 shows the
output of the Block Matching algorithm for both, the
original and the new, stereo pairs.

If we compare the results in Figure 6, we can observe
that our CG dataset is even more complex than the orig-
inal, as the original dataset has only 16 different dispar-
ity values (which is relatively easy to solve for stereo
matching algorithms) and each stereo pair on our CG

Figure 6: Output of Block Matching algorithm. Left:
Original stereo pair. Right: CG stereo pair.

dataset has up to 256 possible disparity values making
it more challenging to find the stereo correspondences.

5. Conclusion

In this work we developed a highly realistic CG
stereo dataset with several kinds of ground truth in-
formation that can be applied to stereo matching and
camera tracking problems. We release it in the hope
that it will be useful to further the research in the field
of Computer Vision. The dataset can be found at:
http://cvlab.cs.tsukuba.ac.jp
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