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#### Abstract

Grøstl is one of 14 second round candidates of the NIST SHA-3 competition. Cryptanalytic results on the wide-pipe compression function of Grøstl-256 have already been published. However, little is known about the hash function, arguably a much more interesting cryptanalytic setting. Also, Grøstl-512 has not been analyzed yet. In this paper, we show the first cryptanalytic attacks on reduced-round versions of the Grøstl hash functions. These results are obtained by several extensions of the rebound attack. We present a collision attack on $4 / 10$ rounds of the Grøstl-256 hash function and 5/14 rounds of the Grøstl512 hash functions. Additionally, we give the best collision attack for reduced-round ( $7 / 10$ and $7 / 14$ ) versions of the compression function of Grøstl-256 and Grøstl-512.
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## 1 Introduction

In the last few years the cryptanalysis of hash functions has become an important topic within the cryptographic community. The attacks on the MD4 family of hash functions (e.g., MD5 [12, 15], SHA-1 [2, 14]) have especially weakened the confidence in the security of this design strategy. Many new and interesting hash function designs have been proposed as part of the NIST SHA-3 competition [11]. Most submissions are constructed using specific underlying building

[^0]blocks like permutations, explicit compression functions, or block ciphers. Sometimes, proofs are devised to show that some desirable properties of the hash function (like collision resistance) can be reduced to a property of an underlying building block.

In turn, many cryptanalytic results have been published which consider these building blocks. Often, the resulting attacks are not applicable to the hash function itself. While these results are important to analyze the security of a specific design, it is very difficult to compare the results of different hash function proposals. How can we measure and compare the security margin of different designs? In addition to the (reduced) security parameter that is used for the best attack, a number of other issues heavily influence the answer: Is the design wide-pipe, is it based on the sponge model, or does it use an MD-style iteration? Is the hash function based on an ideal block cipher or a random permutation? All these considerations can be bypassed if we compare cryptanalytic results of the complete hash function instead of different underlying building blocks. Thus, a comparison of different designs is made easier.

In this paper we analyze the hash function Grøstl [4], which is one of the remaining 2nd-round candidates of the NIST SHA-3 competition. Grøstl has very competitive hardware implementation characteristics (see e.g., Tillich et al. 13 for a comparison), is the fastest among the remaining AES-like designs on most platforms, and naturally deserves cryptanalytic attention.

Grøstl is based on a wide-pipe compression function that is iterated in an MD-style manner. Since the wide-pipe compression function of Grøstl is known to be non-random, many distinguishers exist and the hash function has been designed with this fact in mind. With $\ell$ denoting the output size of the compression function, even collision attacks in $2^{\ell / 3}$ time or $2^{\ell / 4}$ permutation queries, memoryless preimage attacks in time $2^{\ell / 2}$, and very efficient distinguishers (only two calls) are known [4]. Hence a strong output transformation with truncation is an important part of the design.

Shortcut collision attacks on round-reduced versions of the compression function of Grøstl-256 have been presented in a series of papers [5.8.9]. As discussed above, additional distinguishers on the compression function are meaningless. However, showing non-random properties of the underlying permutations or the output transformation can have some significance. See e.g., Mendel et al. [8] for results along those lines, where among others, a distinguisher for 7 rounds of the output transformation with complexity $2^{56}$ is given.

However, little is known about the hash function, which is arguably a more interesting cryptanalytic setting. Only half of the degrees of freedom are available to an attacker for direct manipulation compared to a compression function attack. Also, Grøstl-512 has not been considered yet. In this paper, we first improve the rebound attack as originally applied to the Grøstl-256 compression function [9]. Using the rebound attack, we give results for the Grøstl-512 compression function and present the first analysis of the reduced Grøstl hash functions. Our results and the best previously known results are summarized in Table 1

Table 1: Summary of rebound analysis for the round-reduced Grøstl hash and compression functions.

| Target | Hash Size | Rounds | Time | Memory | Type | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| hash | 224,256 | $4 / 10$ | $2^{64}$ | $2^{64}$ | collision | Sect. 5.1 |
| function | 384,512 | $5 / 14$ | $2^{176}$ | $2^{64}$ | collision | Sect. 5.2 |
|  | 256 | $6 / 10$ | $2^{120}$ | $2^{64}$ | semi-free-start collision | 9 |
| compression | 224,256 | $6 / 10$ | $2^{64}$ | $2^{64}$ | semi-free-start collision | 8 |
| function | 256 | $7 / 10$ | $2^{120}$ | $2^{64}$ | semi-free-start collision | Sect. 5.3 |
|  | 384,512 | $7 / 14$ | $2^{152}$ | $2^{64}$ | semi-free-start collision | Sect. 5.4 |

We start the paper by recalling the relevant parts of the Grøstl specification in Section 2 and give the basics of the rebound attack in Section 3 . The new ideas and improvements which are the basis for our results are presented in Section 4 . The results for the hash function and compression function for both Grøstl-256 and Grøstl-512 are given in Section 5 . Finally, we conclude in Section 6 .

## 2 Description of Grøstl

The hash function Grøstl was designed by Gauravaram et al. as a candidate for the SHA-3 competition [4]. It is an iterated hash function with a compression function built from two distinct permutations $P$ and $Q$, which are based on the same principles as the AES round transformation 10. Grøstl is a wide pipe design with security proofs for the collision and preimage resistance of the compression function 3 . In the following, we describe the Grøstl hash function and the permutations of Grøstl-256 and Grøstl-512 in more detail.

### 2.1 The Grøstl Hash Function

The input message $M$ is padded and split into blocks $M_{1}, M_{2}, \ldots, M_{t}$ of $\ell$ bits with $\ell=512$ for Grøstl-256 and $\ell=1024$ for Grøstl-512. The initial value $H_{0}$, the intermediate hash values $H_{i}$, and the permutations $P$ and $Q$ are of size $\ell$ as well. The message blocks are processed via the compression function $f$, which accepts two inputs of size $\ell$ bits and outputs an $\ell$-bit value. The compression function $f$ is defined via the permutations $P$ and $Q$ as follows:

$$
f(H, M)=P(H \oplus M) \oplus Q(M) \oplus H
$$

The compression function is iterated in the usual way with $H_{0}=I V$ and $H_{i} \leftarrow f\left(H_{i-1}, M_{i}\right)$ for $1 \leq i \leq t$. The output $H_{t}$ of the last call of the compression function is processed by an output transformation $g$ defined as $g(x)=\operatorname{trunc}_{n}(P(x) \oplus x)$, where $n$ is the output size of the hash function and $\operatorname{trunc}_{n}(x)$ discards all but the least significant $n$ bits of $x$. Hence, the digest of the message $M$ is defined as $h(M)=g\left(H_{t}\right)$.

### 2.2 The Grøstl-256 Permutations

As mentioned above, two permutations $P$ and $Q$ are defined for $\operatorname{Gr\phi stl-256.~The~}$ permutations differ only in the used constants. Both permutations operate on a 512 -bit state, which can be viewed as an $8 \times 8$ matrix of bytes. Each permutation of Grøstl-256 consists of 10 rounds, where the following four AES-like 10 round transformations are applied to the state in the given order:

- AddRoundConstant ( AC ) XORs a constant to one byte of the state. The constant changes in every round and is different for $P$ and $Q$.
- SubBytes (SB) applies the AES S-box to each byte of the state.
- ShiftBytes (SH) cyclically rotates the bytes of row $i$ to the left by $i$ positions.
- MixBytes ( MB ) is a linear diffusion layer, which multiplies each column with a constant $8 \times 8$ circulant MDS matrix.

For details on the round transformations we refer to the Grøstl specification [4]. Note that AddRoundConstant is the only transformation that distinguishes $P$ from $Q$. The properties of the round transformations which are used in the following attacks are similar to those of the AES (see Section 3 for more details).

### 2.3 The Grøstl-512 Permutations

The permutations used in Grøstl-512 are of size $\ell=1024$ bits and the state is viewed as an $8 \times 16$ matrix of bytes. The permutations use the same round transformations as in Grøstl-256 except for ShiftBytes: Since the permutations are larger, row $j$ is cyclically shifted $j$ positions to the left for $0 \leq j \leq 6$ and row 7 is shifted 11 positions to the left. The number of rounds is increased to 14 .

## 3 The Rebound Attack on Gr $\varnothing$ stl

The rebound attack was published by Mendel et al. in 9 and is a new tool for the cryptanalysis of hash functions. It can be applied to both block cipher based and permutation based constructions. The idea of the rebound attack is to divide an attack into two phases, an inbound and outbound phase. The inbound phase is an efficient meet-in-the-middle phase, which exploits the available degrees of freedom in the middle of a (truncated) differential path to guarantee that the expensive part of a differential path holds. In the (mainly) probabilistic outbound phase the solutions of the inbound phase are computed backwards and forwards to obtain an attack on the hash or compression function. In the following, we explain the rebound attack using the 6 round semi-free-start collision attack on Grøstl-256. For a more detailed description, we refer to the original paper 9 .

### 3.1 The Truncated Differential Path

The rebound attack on 6 rounds of the Grøstl-256 compression function uses a truncated differential path with a high number of active bytes in the middle
and a low number of active bytes at the input and output of each permutation. Due to the wide-trail design strategy, such a path can easily be constructed for Gr $\phi$ stl-256. For the attack on 6 rounds, a full active state is placed in the middle of each permutation. The detailed path is given in Fig. 1 and the sequence of active bytes between each round $r_{i}$ is as follows:

$$
8 \xrightarrow{r_{1}} 1 \xrightarrow{r_{2}} 8 \xrightarrow{r_{3}} 64 \xrightarrow{r_{4}} 8 \xrightarrow{r_{5}} 8 \xrightarrow{r_{6}} 64
$$

By using the same truncated differential path in both permutations $P$ and $Q$, we can construct a semi-free-start collision for the compression function of Grøstl256 reduced to 6 rounds. In the following, we will show how to find input pairs for $P$ and $Q$ that follow the 6 -round differential trail given above by applying a rebound attack.


Fig. 1: Overview of the rebound attack on 6 rounds of the Grøstl-256 compression function. Black bytes are active.

### 3.2 The Inbound Phase

We start the rebound attack with the inbound phase in round $r_{3}$ and $r_{4}$ and deterministically propagate to the full active SubBytes layer in the middle. Hence, we search for differences and values conforming to the truncated differential path shown in Fig. 2. We first choose random differences for the 8 active bytes in $P_{4}$. These differences are linearly propagated backward to 64 active bytes at the output of the previous SubBytes layer $\left(P_{4}^{S B}\right)$. Then, we choose random differences for each active byte prior to the MixBytes transformation in $P_{3}^{S H}$ and linearly propagate forward to the full active input of SubBytes $\left(P_{4}^{S B}\right)$. Note that we can compute each column independently. Next, we need to check whether the input/output differential of all 64 active S-boxes are possible.

For a single S-box, the probability that a random S-box differential exists is about one half, which can be verified by computing the difference distribution table (DDT) of the AES S-box (see [9] for more details). For each valid S-box differential, we get at least two (in some cases 4) possible byte values such that


Fig. 2: The inbound phase of the attack on the Grøstl-256 compression function using 8 -bit S-box matches. The input and output of one S-box is highlighted.
the differential holds. For each column, we try all $2^{8}$ non-zero differences of the according byte in $P_{3}^{S H}$ and thus, expect one valid differential for all 8 S-boxes of that column. With two independent solutions for each S-box, we get at least $2^{8}$ pairs for one column. Hence, the average complexity to find a valid pair is 1 . We repeat this for all 8 active bytes of $P_{3}^{S H}$ and get about $2^{64}$ solutions for the inbound phase.

Note that we can choose from about $2^{64}$ differences for the active bytes in $P_{4}$. Hence, we can construct up to $2^{128}$ pairs that follow the truncated differential path of the inbound phase between state $P_{3}^{S H}$ and $P_{4}$.

### 3.3 The Outbound Phase

In the outbound phase, we probabilistically propagate the pairs of the inbound phase outwards, to match the differences at the input and output of the permutations. The probability for the propagation from 8 to 1 active byte through the MixBytes transformation in round $r_{2}$ is $2^{-56}$. Hence, we can construct one pair conforming to the truncated differential path for each of $P$ and $Q$ with a complexity of $2^{56}$.

To get a semi-free-start collision, the differences at the input and output of $P$ and $Q$ need to be equal. Note that we can construct pairs for $P$ and $Q$ independently. Hence, we can do a standard birthday attack to match the 8 -byte difference at the input, and the 8 -byte difference at the output before MixBytes with a complexity of $2^{64}$. Since MixBytes is the same linear transformation in both $P$ and $Q$, the 64 active bytes at the output will match if the differences at the input of MixBytes are equal. Hence, the total complexity for the semi-free-start collision on 6 rounds of the compression function of Grøstl-256 is $2^{120}$ compression function evaluations and $2^{64}$ memory due to the birthday attack.

## 4 Extending the Rebound Attack

In this section, we describe three improvements for the rebound attack on Grøstl. The first improvements uses 64-bit SuperBoxes [1] instead of 8-bit S-boxes to match the differences in the inbound phase. This idea has already been applied in
the improved attack on the Whirlpool hash function in Lamberger et al. 7, Appendix A] and was independently observed in Gilbert and Peyrin [5. This allows us to extend the inbound phase of the compression function attack on 6 rounds of Grøstl-256 by one round. The second idea is to apply the rebound attack to the Grøstl hash function by using a common inbound phase at the input of both $P$ and $Q$. The third contribution addresses Grøstl-512. We have constructed new truncated differential paths and apply the rebound attack to the hash and compression function of Grøstl-512.

### 4.1 Improving the Inbound Phase using SuperBoxes

In the standard inbound phase, the differences are computed inwards through MixBytes to the input and output of the intermediate SubBytes layer. Then, each S-box is checked for a valid differential (see Fig. 22). If we consider SuperBoxes instead of S-boxes we can extend the inbound phase by one full active state and get the following sequence of active bytes (instead of $8 \rightarrow 64 \rightarrow 8$ ):

$$
8 \rightarrow 64 \rightarrow 64 \rightarrow 8
$$

A SuperBox of Grøstl is defined similar to the SuperBox of the AES [1]. For Grøstl, the SuperBox consists of 8 parallel S-boxes, followed by one MixBytes transformation and another 8 parallel S-boxes: SB - MB - SB. Note that the SubBytes and ShiftBytes transformations can be interchanged. Hence, a SuperBox behaves like a non-linear 64-bit S-box. Unfortunately, the differential distribution table (DDT) of the SuperBox has $2^{128}$ entries which is too much for a collision attack on Grøstl-256. However, if the input and output differences of the SuperBox are fixed, we can iterate through all $2^{64}$ input values to check if a given differential holds.


Fig. 3: The inbound phase on the Grøstl-256 compression function using 64-bit matches with one SuperBox being highlighted.

In the following, we show how we can still find one solution (pair) for the extended inbound phase with an average complexity of one. We start the inbound phase at state $P_{3}^{S H}$ and $P_{5}$ (see Fig. 3) and proceed as follows:

1. Start with all $2^{64}$ differences in state $P_{3}^{S H}$, compute forwards through MixBytes to state $P_{3}$, and store the resulting differences in list $L_{1}$.
2. Choose a random difference for state $P_{5}$ and compute backward through MixBytes and ShiftBytes to state $P_{5}^{S B}$.
3. Connect the output differences of the 8 parallel SuperBoxes (state $P_{5}^{S B}$ ) with the corresponding input differences of the SuperBoxes (state $P_{3}$ ):
(a) For each SuperBox (column) at state $P_{5}^{S B}$, take all $2^{64}$ possible values and compute both values and differences backward to state $P_{3}$.
(b) We get $2^{64}$ input differences for each SuperBox in state $P_{3}$ and store the resulting differences and values in list $L_{2}$.
(c) To find a solution for the inbound phase, we need to match the 8 -byte differences in list $L_{2}$ with the corresponding differences of list $L_{1}$. Since both lists have $2^{64}$ entries and we have a condition on 64 bits, we get $2^{64} \times 2^{64} \times 2^{-64}=2^{64}$ solutions (differences and values) and update $L_{1}$ accordingly.
(d) Repeat this for every SuperBox (column) of state $P_{5}^{S B}$ and in each case we get $2^{64}$ solutions again.
4. For the whole inbound phase, we expect $2^{64}$ solutions with a complexity of $2^{64}$ in time and memory.

All in all, we can find one solution for the inbound phase with an average complexity of one. Note that we can still choose from $2^{64}$ differences for state $P_{5}$. Hence, we can find up to $2^{128}$ pairs according to the truncated differential path of the extended inbound phase. In other words, in the inbound phase we can construct up to $2^{128}$ starting points for the probabilistic outbound phase of the attack.

### 4.2 Rebound Attack on the Grøstl Hash Function

The main idea of the rebound attack on the Grøstl hash function is to do one half of the inbound phase in each $P$ and $Q$. We then need to match the differences over the input of the two permutations in the inbound phase (see Fig. 4). The truncated differential path used is similar to the one of the previous section, but "wraps around" the input of $P$ and $Q$. In this case, the chaining input or IV can be a predefined constant and only the message input (values and differences) is defined by the attack. Note that we use two full active states in each of $P$ and $Q$ since the first ShiftBytes in $P$ and $Q$ cancel out when going around. Hence, the columns of almost two rounds can be solved independently in the inbound phase.

The technique is very similar to the previous section, since we can use independent 64-bit matches again. These two consecutive SuperBoxes (in both $P$ and in $Q$ ) are completely independent between state $Q_{2}^{S B}$ and $P_{2}^{S B}$. Again, we can find one solution (pair) for the inbound phase with an average complexity of one. We start the inbound phase with a random difference for state $P_{2}$ and compute backward to state $P_{2}^{S B}$. Next. we take all $2^{64}$ nonzero differences in state $Q_{2}$, compute backwards to state $Q_{2}^{S B}$ and store the resulting differences in list $L_{1}$. Similar as in Section 4.1, we connect the output difference of the 8 parallel SuperBoxes of $P$ (state $P_{2}^{S B}$ ) with the corresponding output differences of the SuperBoxes of $Q$ (state $Q_{2}^{S B}$ ) by merging lists of size $2^{64}$. We get $2^{64}$ solutions with a complexity of $2^{64}$ in time and memory. Again, we can repeat the inbound


Fig. 4: The inbound phase of the attack on the hash function Grøstl-256 with one 64 -bit match (two SuperBoxes) being highlighted.
phase about $2^{64}$ times with other starting differences in $P_{2}$. Hence, we can construct up to $2^{128}$ starting points for the subsequent probabilistic outbound phase of the attack.

### 4.3 Constructing Truncated Differential Paths for Grøstl-512

The difficult part of the rebound attack on Grøstl-512 is to find a "good" truncated differential path. However, using a match-in-the-middle on the SuperBox, we can construct a path with similar properties as for Grøstl-256. The complexity of the rebound attack is determined by the outbound phase. Hence, we need a truncated differential path with as few active bytes in the outbound phase as possible. Similar to Grøstl-256, a straightforward truncated differential path starts with (a minimum of) 8 active bytes at both ends of the inbound phase. In the following, we show how the inbound phase of such a path works for the hash function, and how to get a valid truncated differential path for the inbound phase of the compression function as well.

The Hash Function. For the rebound attack on the Grøstl-512 hash function, the truncated differential path of the inbound phase is given in Fig. 5. Due to the symmetry of the ShiftBytes transformations in $P$ and $Q$, we can again do the 64 -bit matches over each two SuperBoxes independently (see Section 4.2). Contrary to the Grøstl-256 case, some output differences of the SuperBoxes in state $P_{2}^{S B}$ and $Q_{2}^{S B}$ are zero. However, the list $L_{1}$ still contains $2^{64}$ entries and we also generate $2^{64}$ differences for the list $L_{2}$ by iterating through all values of each SuperBox. Again, we have a condition on 64 bits (including zero differences) and thus, still expect $2^{64}$ solutions with a complexity of $2^{64}$. Since we can choose from $2^{64}$ differences for both $P_{2}^{S B}$ and $Q_{2}^{S B}$, we again expect to find $2^{128}$ solutions for the inbound phase.

The Compression Function. For the Grøstl-512 compression function, a differential path with 8 active bytes at each end of the inbound phase does
not work (see Fig. 6). Although we use a SuperBox in the inbound phase this results in an impossible truncated differential path. For most columns of the MixBytes transition in the middle, the sum of active bytes at input and output is below 9, which is not possible according to the MDS property of MixBytes. With only 8 active bytes in state $P_{3}^{S H}$ and $P_{5}$, we do not get enough active bytes for a valid MixBytes transformation in round $r_{4}$. Also rotating the position of active bytes in state $P_{3}^{S H}$ or $P_{5}$ does not give a valid truncated differential path. However, we can add a second active column at the output of the inbound phase (see Fig. 7). This results in an almost full active state in round $r_{4}$ and the truncated differential path is valid. Again, we can apply the same technique as in the previous section and expect $2^{64}$ solutions of the inbound phase with a complexity of $2^{64}$ by merging lists of size $2^{64}$. Note that with 24 active bytes in $P_{3}^{S H}$ and $P_{5}$, we can get up to $2^{192}$ solutions (starting points in the outbound phase) in the inbound phase.

## 5 Results of Rebound Attacks on Reduced Grøstl

In this section, we apply the improved inbound techniques of the previous section to the round-reduced Grøstl hash functions and compression functions.

### 5.1 Collisions for 4 Rounds of Grøstl-256

The complete truncated differential path for the collision attack on 4 rounds of the Grøstl-256 hash function is given in Fig. 8. The sequence of active bytes in each round for both, $P$ and $Q$ are given as follows:

$$
64 \xrightarrow{r_{1}} 64 \xrightarrow{r_{2}} 8 \xrightarrow{r_{3}} 8 \xrightarrow{r_{4}} 64
$$

The details for the inbound phase of the attack are given in Section 4.2. Remember that we get $2^{64}$ pairs with a complexity of $2^{64}$ conforming to the truncated differential path up to round $r_{2}$. In the outbound phase, each of these pairs propagate to the output of the permutations according to the truncated differential path given in Fig. 8 with a probability of one. To get a zero output difference of the hash function, the 8 -byte differences prior to the last MixBytes need to be the same (see Section 3.3). Since we have $2^{64}$ solutions for the inbound phase, and we have a 64 -bit condition in the outbound phase, we expect to get one pair which results in a collision. The complexity of this collision attack on the Grøstl-256 hash function is thus, $2^{64}$ in both time and memory.

Note that using the previous techniques a collision attack on 5 rounds according to the following truncated differential path for both, $P$ and $Q$ is not possible:

$$
64 \xrightarrow{r_{1}} 64 \xrightarrow{r_{2}} 8 \xrightarrow{r_{3}} 1 \xrightarrow{r_{4}} 8 \xrightarrow{r_{5}} 64
$$

Each of the two $8 \rightarrow 1$ transitions of MixBytes in round $r_{3}$ have a probability of $2^{-56}$. Together with the probabilistic match on 64 bits at the end of the path, the total complexity is $2^{56+56+64}=2^{176}$ which exceeds the generic complexity for a collision attack on Gr $\varnothing$ stl-256.
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Fig. 8: Truncated differential path for the collision attack on 4 rounds of the Gr $\phi$ stl-256 hash function.

### 5.2 Collisions for 5 Rounds of Grøstl-512

Contrary to the collision attack on Grøstl-256 we can extend the truncated differential path for Grøstl-512 to 5 rounds, with the following number of active bytes in each, $P$ and $Q$ :

$$
128 \xrightarrow{r_{1}} 64 \xrightarrow{r_{2}} 8 \xrightarrow{r_{3}} 1 \xrightarrow{r_{4}} 8 \xrightarrow{r_{5}} 64
$$

The complexity of the outbound phase is given by the two probabilistic $8 \rightarrow 1$ transitions of MixBytes in round $r_{3}$ of $P$ and $Q$, and the match of the 64 -bit differences prior to the last MixBytes transformation in round $r_{5}$. Hence, the total complexity of the attack is $2^{56+56+64}=2^{176}$ compression function evaluations. Note that we need to construct $2^{176}$ solutions in the inbound phase for the attack to succeed. However, as shown in Section 4.3 , we can only find up to $2^{128}$ pairs for the inbound phase.


Fig. 9: Truncated differential path for the collision attack on 5 rounds of the Grøstl512 hash function. An additional first block is used to generate enough freedom for the attack to succeed.

We can get the needed additional freedom for a 5 round collision attack by prepending a first message block. The collision attack works as follows. First we choose an arbitrary first message block. Then, we repeat the inbound phase for all $2^{128}$ possible starting points to get $2^{128}$ solutions. Since the probability of the outbound phase is $2^{-176}$ we need to repeat the inbound phase with $2^{48}$ different
first message blocks to find a collision for 5 rounds. The total complexity of the attack is about $2^{64+56+56}=2^{176}$ compression function evaluations and $2^{64}$ memory.

### 5.3 Semi-Free-Start Collision for 7 Rounds of Grøstl-256

The improved inbound phase using the SuperBox allows to extend the 6-round semi-free-start collision attack on Grøstl-256 by one round. The truncated differential path is given in Fig. 10. The sequence of active bytes in each round for both, $P$ and $Q$ are given as follows:

$$
8 \xrightarrow{r_{1}} 1 \xrightarrow{r_{2}} 8 \xrightarrow{r_{3}} 64 \xrightarrow{r_{4}} 64 \xrightarrow{r_{5}} 8 \xrightarrow{r_{6}} 8 \xrightarrow{r_{7}} 64
$$

The details of the inbound phase of the attack are given in Section 4.1 and we can get one pair with an average complexity of one. The solutions of the inbound phase are propagated outwards as in the attack on 6 rounds (see Section 3.3). We have one $8 \rightarrow 1$ MixBytes transition in round $r_{2}$ with probability $2^{-56}$, and a birthday match on $2 \cdot 64$ bits at the input and output with complexity $2^{64}$. Hence, the total complexity of the attack is $2^{120}$ compression function evaluations and $2^{64}$ memory.


Fig. 10: The truncated differential path for the semi-free-start collision on 7 rounds of the compression function of Grøstl-256.

Note that it seems to be difficult to extend this attack to 8 rounds. Adding one more $8 \rightarrow 1$ transition in the outbound phase, increases the complexity of the attack to be above $2^{128}$. If we extend the truncated differential path at the beginning or end of the permutation, we need to match a full active state which has a birthday complexity of at least $2^{256}$. By adding a third full active state in the middle, the columns in the match-in-the-middle phase are not independent anymore and we would need to match the differences of a full active state.

### 5.4 Semi-Free-Start Collision for 7 Rounds of Grøstl-512

The truncated differential path for the inbound phase of the rebound attack on the Grøstl- 512 compression function has 8 active bytes in round $r_{3}$ and 16 active
bytes in round $r_{5}$. The resulting 7 -round truncated differential path is similar to the Grøstl-256 case (see Fig. 11) and the sequence of active bytes is given as follows:

$$
8 \xrightarrow{r_{1}} 1 \xrightarrow{r_{2}} 8 \xrightarrow{r_{3}} 64 \xrightarrow{r_{4}} 110 \xrightarrow{r_{5}} 16 \xrightarrow{r_{6}} 16 \xrightarrow{r_{7}} 110
$$

In the inbound phase, we connect the differences between the input of SubBytes of round $r_{4}$ and the output of SubBytes of round $r_{5}$ by using the SuperBox again. We get one solution with an average complexity of one.

The complexity of the attack is determined by the outbound phase. We have one probabilistic $8 \rightarrow 1$ MixBytes transition in round $r_{2}$, and do a birthday match in 8 active bytes at the beginning and 16 active bytes at the end of the path. Hence, the total complexity for the collision attack on 7 rounds is $2^{56+32+64}=2^{152}$ with memory requirements of $2^{64}$ due to the inbound phase and birthday match.


Fig. 11: Truncated differential path for the semi-free-start collision on 7 rounds of Grøstl-512.

Although we could construct an 8-round truncated differential path with the following number of active bytes, we cannot find enough pairs for a collision attack on the compression function:

$$
8 \xrightarrow{r_{1}} 1 \xrightarrow{r_{2}} 8 \xrightarrow{r_{3}} 64 \xrightarrow{r_{4}} 110 \xrightarrow{r_{5}} 16 \xrightarrow{r_{6}} 2 \xrightarrow{r_{7}} 8 \xrightarrow{r_{8}} 64
$$

The path is constructed by carefully placing the positions of active bytes in round $r_{6}$ such that the two active bytes are shifted into the same column in round $r_{7}$. With three $8 \rightarrow 1$ MixBytes transitions and a birthday match on $2 \cdot 64$ bits at the input and output, we would get a total complexity of $2^{3 \cdot 56+2 \cdot 32}=2^{232}$. Note that we get only $2^{3 \cdot 64}=2^{192}$ solutions for the inbound phase (see Section 4.3). After the three probabilistic MixBytes transitions, we get only $2^{192-3.56}=2^{24}$ valid
pairs for each permutation. Contrary to the Grøstl-512 hash function, we cannot use the freedom of a previous message block in the middle of the compression function. Hence, this attack on 8-rounds of Grøstl-512 compression function does not work.

## 6 Conclusion

In this work, we have presented a variety of new results on the SHA-3 candidate Grøstl. We improve the rebound attack on the compression function of Grøstl256 by one round and provide the first results for Gr $\phi$ stl-512. Most importantly, we give the first cryptanalytic results for the Grøstl hash function and achieve 4 out of 10 rounds for Grøstl-256, and 5 out of 14 rounds for Gr $\phi$ stl-512. This allows to reason about the security margin of Grøstl and compare it with other hash functions based on different building blocks. However, for many candidates, only results on their underlying compression function, permutation or block cipher are known at this point.

The given results allow for the first time a high-level comparison between permutation based and block-cipher based hashing from a cryptanalytic perspective. The block-cipher based Whirlpool hash function and the permutation based Grøstl hash function share a number of similarities: 8-bit S-boxes arranged in an 8x8 geometry and AES-like round transformations. The S-boxes are different, but their exact specification does not make a difference with respect to the attacks we consider here. Whereas the rebound attack can break up to 8 rounds of the Whirlpool hash function [6.7] with complexity below $2^{128}$, it can only break 4 rounds of the Grøstl hash function with complexity below $2^{128}$. The main reason is the fact that in most block-cipher designs round keys are added at several places during the computation, also in the block cipher at the core of Whirlpool. Used in an unkeyed setting, this mixing of inputs during the computation gives an attacker easier access for manipulating internal state variables, and in turn allows more efficient attacks.

The ideas presented in this paper are also applicable to other AES-based hash functions like ECHO, SHAvite-3, LANE, and Cheetah. Additionally, future work will include the application of the rebound idea to other hash function constructions. This may require more sophisticated tools to obtain appropriate (truncated) differential paths first, whereas for the so far considered AES-based constructions, good differentials are easily obtainable "by hand".
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