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RECEDING HORIZON OPTIMAL CONTROL
FOR INFINITE DIMENSIONAL SYSTEMS

Kazufumi Ito1 and Karl Kunisch2

Abstract. The receding horizon control strategy for dynamical systems posed in infinite dimensional
spaces is analysed. Its stabilising property is verified provided control Lyapunov functionals are used
as terminal penalty functions. For closed loop dissipative systems the terminal penalty can be chosen
as quadratic functional. Applications to the Navier–Stokes equations, semilinear wave equations and
reaction diffusion systems are given.

Mathematics Subject Classification. 49L15, 49N35, 93C20, 93Dx.

Received January 14, 2002.

1. Introduction

We consider the following optimal control problem in Hilbert spaces X and W : minimize the performance
index

∫ T∞

0

f0(x(t), u(t)) dt (1.1)

subject to

d
dt
x(t) = f(x(t), u(t)), for t > 0, x(0) = x0, and u(t) ∈ U. (1.2)

Here U is a closed convex subset of W . We refer to x(·) and u(·) as state and control functions with x(t) ∈ X
and u(t) ∈ U .

For the purpose of this introductory discussion we assume that for every x0 ∈ X and u ∈ Uad = {u ∈
L2

loc(0,∞;W ) : u(t) ∈ U a.e.} there exists an X-valued continuous semi-flow x(t) = x(t;x0, u) which is a
weak solution to (1.2). Under appropriate conditions (1.1, 1.2) admits a solution which satisfies the minimum
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principle 


d
dt
x(t) = Hp(x(t), u(t), p(t)), x(0) = x0,

d
dt
p(t) = −Hx(x(t), u(t), p(t)), p(T∞) = 0,

u(t) = arg minu∈U H(x(t), u, p(t),

(1.3)

where H is the Hamiltonian defined by H(x, u, p) = f0(x, u) + (p, f(x, u))X . The coupled system of two-point
boundary value problems with initial condition for the primal equation and terminal condition for the adjoint
equation represents a significant challenge for numerical computations in case T∞ is large and it has therefore
been the focus of many research efforts. An alternative is to construct the feedback solution based on Bellman’s
dynamic programming principle but again, due to computational costs, this is not tractable except for very
limited examples.

In view of the difficulties explained above the question of obtaining suboptimal controls arises. One of
the possibilities is the time-domain decomposition by receding horizon formulations [1]. Receding horizon
techniques have proved to be effective numerically both for optimal control problems governed by ordinary
(e.g. [3,11–13,15,16]) and for partial differential equations, e.g. in the form of the instantaneous control technique
for problems in fluid mechanics [2, 4, 5, 9].

To briefly explain the strategy let 0 = T0 < T1... < Tn = T∞ describe a grid on [0, T∞] and let T ≥
max{Ti+1 − Ti : i = 0, ..., n − 1}. The receding horizon optimal control problem involves the successive finite
horizon optimal control on [Ti, Ti + T ]:

min
∫ Ti+T

Ti

f0(x(t), u(t)) dt +G(x(Ti + T )), (1.4)

subject to

d
dt
x(t) = f(x(t), u(t)), t ≥ Ti, x(Ti) = x̄(Ti), (1.5)

where x̄ is the solution to the auxiliary problem on [Ti−1, Ti−1 + T ]. If T > Ti+1 − Ti we have overlapping
domains. The solution on [0, T∞] is obtained by concatenation of the solutions on [Ti, Ti+1] for i = 0, ..., n− 1.
If x(Ti) is observed, then the receding horizon control is a state feedback since the control on [Ti, Ti+1] is
determined as a function of the state x̄(Ti). The optimal pair (x(t − Ti), u(t − Ti)), t ∈ [Ti, Ti + T ] satisfies
the two point boundary value problem (1.3) on the interval [0, T ] with the terminal condition p(T ) = Gx(x(T ))
and the initial condition x(0) = x̄. System (1.3) with T∞ replaced by T , with T sufficiently smaller than T∞,
is better conditioned and much easier to solve numerically than (1.3) itself.

The theoretical justification of receding horizon control techniques can be addressed by means of the stabi-
lization problem. Assuming that x = 0 is a steady state for (1.2) with u = 0 which can be stabilized by means
of an optimal control formulation (1.1) with T∞ = ∞. The question is addressed whether stabilization can also
be achieved by means of a receding horizon synthesis. In order to establish asymptotic stability of the receding
horizon control we utilize a terminal penalty term G(x(Ti + T )) rather than terminal constraints requiring
that x(ti + T ) is contained in an appropriate neighborhood of the origin which is frequently used for receding
horizon control in connection with ordinary differential equations, see e.g. [14]. The functional G : X → R will
be chosen as an appropriately defined control Lyapunov function, see Definition 2.1 below. It will be shown
that the incorporation of the terminal cost G to the cost functional provides asymptotic stability and that a
suboptimal synthesis for minimizing (1.1) by receding horizon control.

Control Lyapunov functions received a considerable amount of attention as a means of analyzing the stability
of the control system (1.1, 1.2), regardless of issues related to optimal control. We refer to the monograph [6]
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and the references given there. The use of control Lyapunov functions within the context of receding horizon
control is a recent one. In [15] control Lyapunov functions were utilized as explicit constraints in the auxiliary
problems to guarantee that the final state x(Ti +T ) lies within the level curve of the control Lyapunov function
that is determined by the trajectory controlled by a minimum norm control. The analysis in [11] utilizes control
Lyapunov functions as a terminal penalty as in (1.4). The stabilizing properties of the resulting receding horizon
optimal control strategy are analyzed under the assumption that f possesses an exponentially stabilizable critical
point.

Let us now outline the contributions of this paper. In Section 2 we introduce and discuss a control Lyapunov
function G (see Def. 2.1 and Th. 2.1), and then we establish monotonicity of the value function VT (x0):

VT (x0) = inf

{∫ T

0

f0(x(t), u(t)) dt +G(x(T )) subject to (1.2)

}

with respect to T , i.e., VT (x0) ≤ VT̂ (x0) ≤ G(x0) for 0 ≤ T̂ ≤ T and x0 ∈ X , provided that G is a control
Lyapunov function. This will imply (see, Ths. 2.2–2.4) that

G(xi+1)) +
∫ Ti+1

Ti

f0(x̄(t), ū(t)) dt ≤ G(xi)

where xi = x̄(Ti). This implies that the states xi are confined to the level set Sα = {x ∈ X : G(x) ≤ G(x0) = α}.
Assume that f(0, 0) = 0 and G(0) = 0 and that f0(x, u) > 0 and G(x) > 0 except at (0, 0). Then, we have
G(xi+1) < VT (xi) ≤ G(xi). If we assume orbit compactness then for 0 6= x0 ∈ Sα we have G(xi+1) ≤ ρG(xi)
for some ρ < 1. Hence G(xk) ≤ ρk G(x0) → 0 as k → ∞, which implies asymptotic stability. Moreover, if
f0(x, u) ≥ ωG(x) for some ω > 0, then G(xi+1) ≤ e−ωTG(xi) (see, Th. 2.4). In Sections 3 and 4 we formulate
the control problem (1.1, 1.2) in a Gelfand triple formulation and as semi-linear control systems respectively. We
apply our formulations to concrete examples including the incompressible Navier–Stokes equations and a semi-
linear damped wave equation. We also investigate the important special situation when the quadratic functional
G(x) = α

2 |x|2, α > 0, can be chosen as a control Lyapunov function. This is the case if the control system (1.2)
is closed loop dissipative, see Definition 3.1, which is useful for certain classes of dissipative equations.

In general this standard quadratic form is not a control Lyapunov function. In Section 4 we analyze a
quadratic form motivated from energy multipliers for the semi-linear wave equations and show that it defines a
control Lyapunov function. Under the assumption that the linear part of (1.2) is stabilizable by linear feedback,
we give in Section 5 the construction of a quadratic form based on the Lyapunov equation and show that it
defines a local control-Lyapunov function. We also provide an analysis for the choice of the terminal cost based
on finite dimensional approximations to the infinite dimensional control Lyapunov function.

In our discussion above it is assumed that the infinite time horizon optimal control problem admits a solution,
which holds true, for example, in the case of stabilizable steady states. In general this assumption may not
satisfied. Consider, for instance disturbance attenuation problems and problems with cost functionals of tracking
type. As in the case of finite dimensional control problems [10] the results in this paper can be extended to such
cases by introducing a control λ-Lyapunov function, where the positive constant λ represents the attenuation
or tracking rate.

The receding horizon formulation requires knowledge of the state x(Ti) to employ it in feedback form. In the
case of partial observations one can construct a state observer system to estimate x(Ti) based on the linearization
of the state dynamics about the optimal pair. This will be discussed in forthcoming work. Finally we mainly
treated bounded distributed affine controls. We aim for extending our analysis to boundary control and bilinear
control problems.
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2. Local control Lyapunov functions

Let X and W be Hilbert spaces representing the state and the control space for the autonomous control
system 


d
dt
x(t) = f(x(t), u(t)), t > 0

x(0) = x0,

(2.1)

with f(0, 0) = 0. Further let U be a closed convex subset of W and, for T > 0, set

Uad =
{
u ∈ L2

loc(0,∞;W ) : u(t) ∈ U for a.e. t ∈ (0,∞)
} ·

For T ∈ (0,∞] and u ∈ Uad we refer to x = x(·;x0, u) as solution to (2.1) on [0, T ) if


x(0;x0, u) = x0,

x(t+ s;x0, u) = x(t;x(s;x0, u), u(· + s)),

for all 0 ≤ s, 0 ≤ t, 0 ≤ t+ s ≤ T.

(2.2)

Contents permitting the dependence of x on x0 and u will be suppressed. Throughout we assume that for every
x0 ∈ X and T > 0 there exists a control u ∈ L2(0, T ;U) such that (2.1) admits a solution x = x(·, x0, 0) on
[0, T ]. When referring to the receding horizon strategy we shall for the sake of simplicity assume that the grid
is uniform and that tk = k T for k = 0, ...

The optimal control problems are defined next. Let

f0 : X × U → R+,

R+ = {r ≥ 0}, denote a continuous function and consider the infinite horizon problem

inf
u∈Uad

∫ ∞

0

f0(x(t), u(t))dt subject to (2.1). (2.3)

If f0 is quadratic and positive definite in x and u then (2.3) represents a stabilization problem for (2.1). As
described in the introduction the receding horizon strategy consists of a sequence of subproblems with control
horizon of length T . The building blocks of the strategy are given by the problems


inf

u∈Uad

∫ T

0

f0(x(t), u(t))dt + G(x(T ))

subject to (2.1).

(2.4)

Here G : X → R+ is chosen as local control Lyapunov function which is defined next.

Definition 2.1. A nonnegative continuous functionalG : X → R with G(0) = 0 is called local control Lyapunov
functional (CLF) for (2.3) if there exists α > 0 such that for all x0 ∈ Sα = {x ∈ X : G(x) ≤ α} and T > 0 there
exists a control u = u(·;x0, T ) ∈ Uad such that

∫ T

s

f0(x(t), u(t))dt + G(x(T )) ≤ G(x(s)), for 0 ≤ s ≤ T, (2.5)

where x is a solution to (2.1). G is called global CLF if (2.5) holds for all x0 ∈ X .
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To investigate the receding horizon strategy we introduce the value functionals for the infinite and the finite
horizon problems (2.3) and (2.4):

VT (x0) = inf
u∈Uad

∫ T

0

f0(x(t), u(t)) dt + G(x(T )),

subject to (2.1) and

V (x0) = inf
u∈Uad

∫ ∞

0

f0(x(t), u(t) dt,

subject to (2.1).

Theorem 2.1. Suppose that G is a local CLF for (2.3), and T > 0, x0 ∈ Sα. Then we have VT (x0) ≤ G(x0)
and V (x0) ≤ G(x0). If in addition G is a global CLF then V (x0) ≤ VT (x0) for all x0 ∈ X.

Proof. The first inequality is a consequence of the definition of local CLF. We also have G(x(T )) ≤ G(x0) and
hence x(T ) ∈ Sα. Therefore concatenation of the solutions arising from repeated applications of (2.6) on the
intervals [(k − 1)T, k T ] allows to construct a control u ∈ Uad with associated solution x = x(·;u) such that for
each k ≥ 1

G(x(k T )) +
∫ k T

(k−1)T

f0(x(t), u(t))dt ≤ G(x((k − 1)T )).

Summation over k implies that

G(x(k T )) +
∫ k T

0

f0(x(t), u(t))dt ≤ G(x0).

By the Lebesgue–Fatou lemma and non-negativity of f0 we have∫ ∞

0

f0(x(t), u(t))dt ≤ G(x0),

and hence V (x0) ≤ G(x0). Utilizing the properties for x to be a solution of (2.1) as specified in (2.2) allows to
employ the optimality principle

V (x0) = inf
u∈Uad

{∫ T

0

f0(x(t), u(t))dt + V (x(T ))

}
, (2.6)

where x = x(·;x0, u), e.g., see [7]. If G is a global CLF then by the argument above V (x(T )) ≤ G(x(T )).
Combined with (2.6) this implies V (x0) ≤ VT (x0). �
Theorem 2.2 (Monotonicity). Let G be a local CLF and 0 ≤ T̂ ≤ T . Then we have

VT (x0) ≤ VT̂ (x0) for all x0 ∈ Sα.

Proof. Let δ > 0 be arbitrary. Then there exists (x̄, ū) with ū ∈ L2(0, T̂ ;U) and x̄ a solution to (2.1) on [0, T̂ ]
such that

∫ T̂

0

f0(x̄(t), ū(t))dt + G(x̄(T̂ )) ≤ VT̂ (x0) + δ. (2.7)
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We need to argue that ū can be chosen such that G(x̄(T̂ )) ≤ α. For this purpose note that VT̂ (x0) ≤ G(x0) by
Theorem 2.1. If VT̂ (x0) = G(x0) then by the definition of CLF ū can be chosen such that G(x̄(T̂ )) ≤ G(x0)
= VT̂ (x0) ≤ α. Otherwise G(x0) > VT̂ (x0) and choosing δ ≤ G(x0)−VT̂ (x0), there exists again ū such that (2.7)
holds and G(x̄(T̂ )) ≤ G(x0) ≤ α. By (2.5) there is a control ũ = u(·; x̄(T̂ ), T − T̂ ) such that

∫ T−T̂

0

f0(x̃(t), ũ(t))dt + G(x̃(T − T̂ )) ≤ G(x̃(0)),

where x̃ = x̃(·; x̄(T̂ ), ũ). Concatenation of the solution and control pairs (x̄, ū) and (x̃, ũ) defines a control u
with associated solution x on [0, T ] satisfying

VT (x0) ≤
∫ T

0

f0(x(t), u(t))dt + G(x(T )) ≤
∫ T̂

0

f0(x(t), u(t))dt + G(x(T̂ )).

Combined with (2.7) this implies that VT (x0) ≤ VT̂ (x0) + δ. Since δ > 0 was chosen arbitrarily we have
VT (x0) ≤ VT̂ (x0) for 0 ≤ T̂ ≤ T . �
Theorem 2.3. Assume that G is a local CLF and that (x̄, ū) is a solution to the receding horizon prob-
lems (1.4, 1.5) on [0,∞). Then we have for every x0 ∈ Sα and k = 1, 2, · · ·

G(xk) +
∫ k T

0

f0(x̄(t), ū(t))dt ≤ G(x0). (2.8)

If VT (x) ≤ ρTG(x) for some ρT ≤ 1 and T > 0, independently of x ∈ Sα, then G(xk) ≤ ρk
TG(x0) for all

k = 1, 2, · · · If G is a global CLF then VT (x̄(t)) ≤ VT (xk−1) for all t ∈ [Tk−1, Tk].

Proof. Inequality (2.7) follows from repeated application of (2.5). Note that by construction xk ∈ Sα for all k.
If VT (x) ≤ ρT G(x) for some ρT ≤ 1, T > 0, independently of x ∈ Sα then G(xk) ≤ VT (xk) ≤ ρT G(xk−1) since
f0 ≥ 0 and by iteration G(xk) ≤ ρk

T G(x0) for each k = 1, 2, · · · Utilizing the properties in (2.2) satisfied by a
solution to (2.1) allows to apply the optimality principle which implies

VT (xk−1) =
∫ t

(k−1)T

f0(x̄(t), ū(t))dt + VkT−t(x̄(t)), for t ∈ [(k − 1)T, k T ].

If G is a global CLF then T → VT (x̄(t)) decays monotonically by Theorem 2.2 and consequently VT (x̄(t))
≤ VT (xk−1) ≤ G(xk−1) for t ∈ [(k − 1)T, k T ]. �

In Section 4 we shall consider a class of problems where ρT of Theorem 2.3 can be taken strictly small than 1.
Next we give a condition for ρ < 1 which is applicable in case that the controlled orbits are compact.

Let us define for α > 0

S =

{
(x, u) ∈ X × L2(0, T ;U) : x = x(T ;x0, u), x0 ∈ Sα, G(x(T ;x0, u)) +

∫ T

0

f0(x, u)dt ≤ G(x0)

}
,

and set Bδ = {x : |x| ≤ δ}, for δ > 0.

Proposition 2.1. Let G be a local CLF and assume that S is compact in X×L2(0, T ;U)weak, f0(x, u) > 0 for
x 6= 0, G(x) > 0 for x 6= 0, and that (x0, u) → x(T ;x0, u) is continuous from S ⊂ X × L2(0, T ;U)weak to X.
Then for every δ > 0 there exists ρ = ρ(T, δ) < 1 such that

G(x(T ; x̄, u)) ≤ ρ G(x̄), (2.9)

for all (x̄, u) ∈ S with x̄ /∈ Bδ.
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Proof. Let x̄ ∈ S, x̄ 6= 0, and let ū denote a control such that (2.5) is satisfied for the associated trajectory.
There exists a nontrivial time interval on which the trajectory x(·; x̄, u) does not vanish and consequently
G(x(T ; x̄, u)) < G(x̄). If the assertion of the theorem is false then there exists a sequence {(x̄n, un)} ∈ S with
x̄n /∈ Bδ such that

G(x(T ; x̄n, un)) ≥
(

1 − 1
n

)
G(x̄n).

By compactness there exist subsequences of {x̄n} and {ūn}, denoted by the same symbol, and (x̂, û) ∈ S with
x̂ /∈ Bδ, such that lim x̄n = x̂ in X and lim ūn = û weakly in L2(0, T ;U). As a consequence of the continuity
assumption limn→∞ x(T ; x̄n, ūn) = x̂ and hence G(x(T ; x̂, û)) ≥ G(x̂), which is impossible. �

Proposition 2.1 asserts that orbits originating in Sα and controlled by the receding horizon strategy decay
into arbitrary small neighborhoods of the origin with a uniform decay rate.

Theorem 2.4 (Stability). Assume that G is a global CLF and that f0(x, u) ≥ ωG(x) for some ω > 0 and all
x ∈ X and u ∈ U , and that (u(t), x(t)) minimizes

∫ T

0
f0(x(t), u(t)) dt +G(x(T )) over u ∈ Uad subject to (2.1).

Then we have

G(x(T )) ≤ e−ωTG(x0).

Proof. By the optimality principle∫ τ

t

f0(x(s), u(s)) ds + VT−τ (x(τ)) = VT−t(x(t)) (2.10)

for every 0 ≤ t ≤ τ ≤ T . From (2.10) it follows that t→ g(t) = VT−t(x(t)) is a W 1,1–function. By Theorem 2.1
and the lower bound on f0 it follows that

ω

∫ τ

t

VT−s(x(s)) ds + VT−τ (x(τ)) ≤ VT−t(x(t))

and consequently

ωg(t) +
d
dt

g(t) ≤ 0 for a.e. t ∈ [0, T ].

Multiplying by eωt and integrating on [0, T ] implies that

eωT g(T )− g(0) ≤ 0. �

3. Gelfand triple formulation

Let V ⊂ X = X∗ ⊂ V ∗ be a Gelfand triple, W = U , and let f : V × U → V ∗ be a continuous mapping.
We assume that for every x0 ∈ X and u ∈ L2

loc(0,∞;U) there exists τ > 0 (depending on |x0|X and
∫ τ

0
|u|2 ds)

such that there exists a unique solution x = x(·;x0, u) ∈W (0, τ) = L2(0, τ ;V ) ∩H1(0, τ ;V ∗) satisfying

x(t) − x0 =
∫ t

0

f(x(s), u(s)) ds in V ∗ (3.1)

and |x(t) − x0|X → 0 as t → 0+. Moreover we assume that |x(t) − x0|V → 0 as t → 0+ if x0 ∈ V . Note that
W (0, T ) is continuously embedded into C(0, T ;X) (i.e. |x(t)|2H ≤ ∫ t

0 (|x(s)|2V + | d
dtx(s)|2V ∗) dt).
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We shall say that the solutions to (3.1) depend continuously on x0 ∈ X and u ∈ L2(0, τ ;U) if for every C > 0
there exists τ > 0 and a continuous, nondecreasing function MC(t) with MC(0) = 1 such that

|x(·, x0, u) − x(·; y0, v)|2W (0,t) ≤MC(t)
(
|x0 − y0|2X +

∫ t

0

|u(s) − v(s)|2
)

for all t ≤ τ , x0, y0 ∈ X and u, v ∈ L2(0, τ ;U) satisfying

|x0|, |y0| ≤ C and
∫ τ

0

|u|2 ds,
∫ τ

0

|v|2 ds ≤ C2.

We have the following relationship between control Lyapunov functions and the Hamilton–Jacobi inequality (3.2)
given below.

Theorem 3.1. Assume that G is a convex C1-functional on X, with G(0) = 0, and that x ∈ V → G′(x) ∈ V
is continuous.

(a) (Necessity) Assume that for every x ∈ V
(i) u → f(x, u) is continuous from U endowed with the weak topology to V ∗ and u → f0(x, u) is weakly

lower semi-continuous,
(ii) U is weakly compact or u→ f0(x, u) is coercive.

Then, if G is a global control Lyapunov function, there exists for all x0 ∈ V an element u ∈ U such
that

〈G′(x0), f(x0, u)〉V,V ∗ + f0(x0, u) ≤ 0. (3.2)

(b) (Sufficiency) Assume that the solutions to (3.1) depend continuously on x0 ∈ X and u ∈ L2(0, τ ;U) and
that f with f(0, 0) = 0 is continuous in the sense that

f(xn, un) → f(x, u) weakly in L2(0, τ ;V ∗) (3.3)

if xn → x in W (0, τ) and un → u in L2(0, τ ;U). Suppose that the level-sets Sα are bounded subsets of X
and that there exists a locally Lipschitz continuous function Φ : X → U , with Φ(0) = 0 and such that for
all x ∈ V and u = −Φ(x)

〈G′(x), f(x, u)〉V,V ∗ + f0(x, u) ≤ 0. (3.4)

Then G is a global control Lyapunov function.

Proof. (a) Suppose condition (3.2) does not hold. Then there exits an x0 ∈ V such that

〈G′(x0), f(x0, u)〉V,V ∗ + f0(x0, u) > 0

for all u ∈ U . Due to assumptions (i) and (ii) the minimal value of the the functional u→ 〈G′(x0), f(x0, u)〉V,V ∗
+f0(x0, u) is attained on U and hence there exists ε > 0 such that

〈G′(x0), f(x0, u) + f0(x0, u) ≥ ε > 0 for all u ∈ U. (3.5)

By convexity of G and (2.5)

〈
G′(x(t)),

x(t) − x(t− h)
h

〉
V,V ∗

≤ G(x(t)) −G(x(t − h))
h

≤ − 1
h

∫ t

t−h

f0(x, u) ds.
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Since

1
h

∫ t

t−h
f(x(s), u(s)) ds → f(x(t), u(t)) in V ∗

1
h

∫ t

t−h f
0(x(s), u(s)) ds → f0(x(t), u(t))

a.e. t ∈ [0, τ ] as t→ 0+. Thus, we have

〈G′(x(t)), f(x(t), u(t))〉V,V ∗ + f0(x(t), u(t)) ≤ 0

for a.e. t ∈ [0, τ ]. Since x(t) → x0 in V , this contradicts (3.5).

(b) (Sufficiency) Let α > 0 be arbitrary. By assumption Sα is bounded. Hence there exists δ > 0 such that
Sα ⊂ Bδ = {x : |x|X ≤ δ}.

First we prove that the assumptions on Φ guarantee the existence of a unique locally defined solution
x ∈W (0, τ) to

x(t) = x0 +
∫ t

0

f(x(s),−Φ(x(s)) ds, (3.6)

for every x0 ∈ Bδ. Uniqueness is a consequence of the local Lipschitz property of Φ. To verify existence let
x0 ∈ V ∩Bδ and set C = 2δ. Define a sequence xk in W (0, τ) by

xk+1(t) = x
(
t;x0,−Φ

(
xk

))
.

From the following arguments it follows that xk is well-defined for τ sufficiently small. In fact let τ be such
that (3.1) admits a unique solution if |x0|X ≤ C and

∫ τ

0 |u|2 ds ≤ C. Let τ be further chosen such that

√
MC(τ)

(
1
4 + |Φ|2 τ) ≤ 1 and max

(
|Φ|2τ,

√
(MC(τ) τ) |Φ|

)
< 1,

where |Φ| denotes the Lipschitz constant of Φ on the ball in X with center 0 and radius C. If |xk(t)|X
≤ 2|x0|X = C on [0, τ ], then uk = −Φ(xk) satisfies∫ τ

0

|uk|2 ds ≤ C2|Φ|2τ

and thus by the local continuous dependence assumption

|xk+1(t)|X ≤
√
MC(t) (|x0|2X + C2|Φ|2 t) ≤ C

on [0, τ ] since
√
MC(τ)(1

4 + |Φ|2 τ) ≤ 1. If we let x0(t) = x0 on [0, τ ] then xk ∈ Σ = {x ∈ C(0, τ ;X) : |x(t)|X
≤ C on [0, τ ]} for all k. For the iterates we find

||xk+1 − xk|| ≤
√
MC(τ)τ |Φ| ||xk − xk−1||,

where || · || denotes the norm in C(0, τ ;X). Thus {xk} is a Cauchy sequence in C(0, τ ;X) since
√
M(τ)τ |Φ| < 1.

Note that

|xk+1 − xk|W (0,τ) ≤
√
MC(τ)τ |Φ| ||xk+1 − xk||.
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Thus, there exists x ∈ W (0, τ) ∩ Σ such that xk converges to x strongly in W (0, τ) and thus uk → u = −Φ(x)
as k → ∞. The continuity condition for f implies that x ∈W (0, τ) is a solution to (3.6).

Let E be a dense subset of Lebesgue points in (0, T ) such that for t ∈ E

lim
h→0

1
h

∫ t+h

t

f(x(s),−Φ(x(s)))ds = f(x(t),−Φ(x(t))) in V ∗. (3.7)

Since x0 ∈ V we have from the general assumptions of this section that x ∈ C(0, τ ;V ). By convexity of G we
obtain

G(x(t + h)) −G(x(t)) ≤ 〈G′(x(t + h)), x(t+ h) − x(t)〉V,V ∗ .

By (3.7) and continuity of x→ G′(x) from V to V we have

d
dt

G(x(t)) ≤ 〈G′(x(t)), f(x(t),−Φ(x(t)))〉V,V ∗ , for t ∈ E.

Utilizing (3.4) implies that

d
dt

G(x(t)) ≤ −f◦(x(t),−Φ(x(t))), for t ∈ E.

It follows that

G(x(τ)) +
∫ τ

S

f◦(x(t),−Φ(x(t)))dt ≤ G(x(s)), (3.8)

for 0 ≤ s ≤ τ and x0 ∈ V ∩ Bδ. A density argument together with the continuous dependence assumption
imply that (3.8) holds for all x0 ∈ Bδ. In particular (3.8) holds for x0 ∈ Sα and hence a unique global solution
to (3.6) exists for every x0 ∈ Sα and (2.5) holds for every T > 0. �

3.1. Quadratic terminal penalty

In this section we discuss the case when G(x) = α
2 |x|2X , α > 0, can be used as global CLF.

Definition 3.1. The control system (1.1–3.1) is closed-loop dissipative if there exists a locally Lipschitz con-
tinuous feedback law u = −K(x) ∈ U such that

〈αx, f(x,−K(x))〉V,V ∗ + f0(x,−K(x)) ≤ 0

for some α > 0 and all x ∈ V .

If (1.1–3.1) is closed-loop dissipative, then α
2 |x|2 can serve as a control Lyapunov function for (2.1, 2.2)

by (3.2) of Theorem 3.1. In general this is not necessarily the case. But we have the following result:

Theorem 3.2. Let G(x) = α
2 |x|2 and let V (x) and VT (x) be the infinite and the finite horizon value functionals,

respectively. We assume that for every x ∈ X there exists an admissible control u∗(t) = u∗(t;x) such that

V (x∗(T )) +
∫ T

0

f0(x∗(t), u∗(t)) dt = V (x)

for all T ≥ 0 and that the corresponding trajectory x∗(t) satisfies |x∗(t)| ≤ M e−ωt|x|, for M ≥ 0, ω > 0 and
all t ≥ 0. Then,

VT (x) ≤ V (x) +
M2α

2
e−2ωT |x|2.



RECEDING HORIZON OPTIMAL CONTROL FOR INFINITE DIMENSIONAL SYSTEMS 751

Moreover, if V (x) ≤ β
2 |x|2, then

VT (x) ≤
(
β

2
+
M2α

2
e−2ωT

)
|x|2 ≤

(
β

α
+M2e−2ωT

)
G(x).

Proof. Note that

VT (x) ≤
∫ T

0

f0(x∗(t), u∗(t)) dt+ V (x∗(T )) +G(x∗(T )) − V (x∗(T )) ≤ V (x) +G(x∗(T )),

which implies the first assertion. The second assertion simply follows from the first one. �

Theorem 3.2 implies that for sufficiently large α > 0 there exists T̄ > 0 such that for T ≥ T̄ we have
G(x(T )) ≤ VT (x) ≤ ρT G(x) with ρT < 1 and thus in the notation of Theorem 2.3 we have G(xk) ≤ ρk

TG(x0),
for k ∈ N.

3.2. Navier–Stokes equations

We consider the incompressible Navier–Stokes equations in Ω: the velocity field v = v(x, t) ∈ Rd and the
pressure p = p(x, t) ∈ R satisfy

vt + v · ∇v + gradp = ν∆v +Bu(t) and div v = 0, x ∈ Ω, t > 0, (3.9)

with boundary condition v = 0 on Γ and initial condition v(x, 0) = v0(x). Here Ω is a bounded open domain
Rd, d = 2, 3 with sufficiently smooth boundary Γ, ν > 0 is the kinetic viscosity and Bu(·) represents the
control body force. We use the following standard function spaces (e.g., see [18]). Let V be the divergence-free
subspace of H1

0 (Ω)d defined by V = {φ ∈ H1
0 (Ω)d : div φ = 0} and let X be the completion of V with respect

to L2(Ω)d-norm, i.e.

X =
{
φ ∈ L2(Ω)d : div φ = 0, and n · φ = 0 on Γ

} ·

X is a closed subspace of L2(Ω)d when equipped by |φ|X = |φ|L2 as norm. Let P be the orthogonal projection
of L2(Ω)d on X . The norm in V is given by |φ|V = |∇φ|L2 . We define the Stokes operator A0 ∈ L(V, V ∗) by

〈A0φ, ψ〉V ∗×V = σ(φ, ψ) = (∇φ,∇ψ)L2(Ω), (3.10)

for φ, ψ ∈ V . The operator A0 has a closed self-adjoint restriction (A0 = −P∆) on X with dom (A0)
= H2(Ω)d ∩ V . Also, define the trilinear form b on V × V × V by

b(u, v, w) =
∫

Ω

ui(Dxi vj)wj dx,

and assume that B ∈ L(U,X). Then (3.9) can be expressed as (3.1) with

〈f(x, u), ψ〉V ∗,V = 〈A0x+Bu,ψ〉V ∗,V + b(x, x, ψ),

for x, ψ ∈ V and u ∈ U . The trilinear form b satisfies

b(v, φ, ψ) + b(v, ψ, φ) = 0
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and in the two dimensional case there exist constants M1,M2 such that

|b(v, φ, ψ)| ≤M1 |v|1/2
H |v|1/2

V |φ|V |ψ|1/2
H |ψ|1/2

V

|b(v, φ, ψ)| ≤M2 |v|1/2
H |v|1/2

V |φ|1/2
V |φ|1/2

dom (A0)|ψ|H

for all v, φ, ψ ∈ V , respectively φ ∈ dom(A0).
Let us consider the feedback operator Φ = βB∗, with β > 0. Clearly Φ satisfies the assumptions of

Theorem 3.1(b). With this preparation we have the following:

Proposition 3.1. Assume that d = 2 and T > 0 is arbitrary. For every x0 ∈ X and u ∈ L2(0, T ;U) there
exists a unique solution x ∈ W (0, T ) to (3.9), and the continuity property (3.3) holds. If x0 ∈ V , then
x ∈ C(0, T ;V ) ∩ L2(0, T ; dom(A0)). Moreover G(x) = α

2 |x|2X , with α > 0 is a control Lyapunov function
for the cost-functional f0(x, u) = σ

2 (|x|2 + |u|2), provided σ is sufficiently small.

The first part follows from standard results on Navier–Stokes equations and the second one is a consequence
of Theorem 3.1(b) observing that for u = −β B∗, β > 0

〈x, f(x, u)〉V,V ∗ = −〈A0x, x〉 − β |B∗x|2,

is negative definite by (3.10).

4. Semi-linear control systems

Consider the control system of the form

d
dt
x(t) = Ax(t) + F (x(t)) +Bu(t), x(0) = x0 ∈ X, (4.1)

where A is the infinitesimal generator of a contraction semigroup {S(t) : t ≥ 0} on X , B ∈ L(U,X) and
u ∈ L2

loc(0,∞;U). The nonlinear function F : X → X is locally Lipschitz in the sense that for each C ∈ R
there exists a constant kC such that

|F (x)|X ≤ kC and |F (x) − F (y)|X ≤ kC |x− y|X ,

for all x, y ∈ X satisfying |x|, |y| ≤ C. It can be proved (e.g., see [17]) that for every x0 ∈ X and u ∈
L2

loc(0,∞;U) there exists a unique locally defined mild solution x in C(0, τ ;X) to (4.1), i.e., there exists τ > 0
(depending on |x0| and

∫ τ

0
|u|2 dt) such that

x(t) = S(t)x0 +
∫ t

0

S(t− s)(F (x(s)) +Bu(s)) ds, for t ∈ [0, τ ].

Let Jn = (I − 1
nA)−1 denote the resolvent of A. Then we have the following result:

Theorem 4.1. Assume that G(x) is a C1-functional on X satisfying

(G′(x), Ax + F (x))X ≤ ωG(x) + c(x), for all x ∈ dom (A), (4.2)

for ω ∈ R and a continuous function c : X → R. Then the locally defined solution x(·) to (4.1) satisfies

G(x(t)) ≤ eω tG(x0) +
∫ t

0

eω(t−s) (c(x(s)) + (G′(x(s)), B u(s))) ds,

for t ∈ [0, τ ].
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Proof. Let xn(t) = Jnx(t). Then xn ∈ H1(0, τ ;X) ∩ C(0, τ ; dom (A)) and

d
dt
xn(t) = Axn(t) + Jn(F (x(t)) +Bu(t)) a.e. in (0, τ).

Thus

d
dt
G(xn(t)) = (G′(xn(t)), Axn(t) + F (xn(t)) +Bu(t)) + rn(t),

where

rn(t) = (G′(xn(t)), JnF (x(t)) − F (xn(t)) + JnBu(t) −Bu(t)).

By assumption

d
dt
G(xn(t)) ≤ ωG(xn(t)) + c(xn(t)) + (G′(xn(t)), B u(t)) + rn(t),

and using Gronwall’s inequality

G(xn(t)) ≤ eω tG(x0) +
∫ t

0

eω(t−s) (c(xn(s)) + (G′(xn(s)), B u(s)) + rn(s)) ds. (4.3)

Since xn → x(t) in C(0, τ ;X) and Jn → I as n→ ∞ we have∫ t

0

eω(t−s)rn(s) ds→ 0 as n→ ∞,

and claim follows by taking the limit in (4.3). �
Theorem 4.2 (Sufficiency). Suppose that G is a C1–functional on X and that Φ: X → U is locally Lipschitz
such that

(G′(x), Ax + F (x) −BΦ(x))X ≤ ωG(x) − f0(x,Φ(x)) + c, (4.4)

for all x ∈ dom (A), where ω ∈ R, c is a nonnegative constant and f0 : X × U → R+ is continuous. If
G(x) ≥ r(|x|X ) for a continuous unbounded function r : R+ → R+, then the closed loop system

d
dt
x(t) = Ax(t) + F (x(t)) −BΦ(x(t)), x(0) = x0

has a unique globally defined mild solution. Moreover, if ω ≤ 0 and c = 0, then G is a global control Lyapunov
function for the control system (2.3, 4.1).

Proof. From Theorem 4.1 it follows that

G(x(t)) ≤ eω tG(x(0)) +
∫ t

0

eω(t−s)(−f0(x(s),Φ(x(s))) + c) ds, (4.5)

for t ∈ [0, τ ]. In particular this implies that

G(x(t)) ≤ eωtG(x(0)) + c
eωt − 1
ω

,

for t ∈ [0, τ ]. Hence global existence follows from G(x) ≥ r(|x|X ) and the continuation method. For ω ≤ 0 and
c = 0 the functional G is a CLF by (4.1). �
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4.1. Semi-linear wave equation

In this subsection we demonstrate the applicability of the above results to the semi-linear wave equation;

ytt + Ψ(yt) − yxx + y3 = u(x, t)χI(x), x ∈ (0, 1), (4.6)

with boundary conditions:

y(t, 0) = 0, yx(t, 1) = 0,

where Ψ : R → R is a Lipschitz continuous function satisfying Ψ(s)s ≥ 0 for s ∈ R and I ⊂ (0, 1). To
express (4.6) in the abstract form (4.1) we introduce z(t) = (y(t, ·), yt(t, ·)) ∈ X with X = H1

L(0, 1) × L2(0, 1)
where

H1
L(0, 1) =

{
φ ∈ H1(0, 1) with φ(0) = 0

}
,

equipped with |φ|2 =
∫ 1

0

|φx|2 dx. Define the linear operator A

A(φ, ψ) = (ψ, φxx)

with

dom (A) =
{
(φ, ψ) ∈ X : ψ ∈ H1

L(0, 1) and φ ∈ H2(0, 1), φx(1) = 0
}
,

and the nonlinear operator

F (φ) = (0,−φ3 − Ψ(ψ)).

Let B be the linear operator on U = L2(0, 1) defined by

Bu = (0, χI(x)u).

Then (4.6) can be written as (4.1).
Let u = 0 and define

G(z) = G(φ, ψ) =
1
2

∫ 1

0

(|ψ|2 + |φx|2) dx+
1
4

∫ 1

0

|φ|4 dx.

Then

(G′(z), Az + F (z)) = −
∫ 1

0

Ψ(ψ)ψ dx ≤ 0,

for all z ∈ dom(A) and hence (4.2) is satisfied with ω = c = 0.
Next we consider the linear wave equation

ytt = yxx + u(x, t)χI(x), x ∈ (0, 1) (4.7)

with boundary conditions:

y(t, 0) = 0, yx(t, 1) = 0,
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and aim for establishing (4.4) with

f0(x, u) =
γ

2

(
|x|2X + |u|2L2(I)

)
, (4.8)

for some γ > 0. Let

G(φ, ψ) =
∫ 1

0

1
2
(|ψ|2 + |φx|2) dx+

∫ 1

0

a(x)φxψ dx+ b

∫ 1

0

φψ dx (4.9)

and u = −βyt χI = −βψ χI where b and β are positive constants. For I = (x1, x2) ⊂ (0, 1) we define the
piecewise linear function a on (0, 1) by

a(x) = α




x on [0, x1]

x2 − x1 − 1
x2 − x1

(x− x1) + x1 on (x1, x2]

x− 1 on (x2, 1],

with α > 0. Then for z = (φ, ψ) ∈ dom(A) we have

J = (G′(z), Az − β(0, ψχI)) = −β
∫

I

|ψ|2 +
∫ 1

0

a(x)(ψψx + φx(φxx − β χIψ)) dx

+b
∫ 1

0

(|ψ|2 + φ(φxx − β χIψ)) dx = J1 + J2 + J3.

(4.10)

Here

J2 ≤ −
∫ 1

0

1
2
a′ (|ψ|2 + |φx|2) dx+ βα |ψ|2|φx|2

and

J3 ≤ b

∫ 1

0

(|ψ|2 − |φx|2) dx+ bβ |ψ|2|φx|2.

Note that a′ = α (1− 1
x2−x1

) < 0 on I and on a′ = α > 0 on Ic. Assume that x2−x1 >
1
2 and let b = α

4(x2−x1)
. For

c = (1
2 − 1

4(x2−x1)
)α > 0, we have b+ a′

2 = c on I and 1
2 a

′−b = c on Ic. Thus, if β = b+c− a′|I
2 = α

2(x2−x1)
= 2b,

then

J ≤ −c
∫ 1

0

(|ψ|2 + |φx|2) + βα |ψ|2|φx|2 + bβ |ψ|2|φx|2.

Hence we can select 0 < α < 1 such that

J ≤ − c

2

∫ 1

0

(|ψ|2 + |φx|2) dx. (4.11)

Further α > 0 can be chosen such that

k1(|φx|2 + |ψ|2) ≤ G(φ, ψ) ≤ k2(|φx|2 + |ψ|2),
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for positive constants k1, k2 independent of (φ, ψ) ∈ X . From these estimates Theorem 4.2 is applicable and we
have:

Proposition 4.1. If α, β, b, γ are sufficiently small positive constants and 1
2 < x2−x1, then G defined in (4.9) is

a control Lyapunov function for the linear system (4.7) with cost given by (4.8) and feedback law
u = −βytχI . Moreover (4.4) holds with ω < 0 and c = 0.

We now turn to the nonlinear equation (4.6).

Proposition 4.2. Assume 1
2 < x2 − x1 and |Ψ(ψ)| ≤ d |ψ| with d ≥ 0 sufficiently small. Then there exists

positive constants α, b such that G defined by

G(z) =
1
2

∫ 1

0

(|ψ|2 + |φx|2) dx+
1
4

∫ 1

0

|φ|4 dx+
∫ 1

0

a(x)φxψ dx+ b

∫ 1

0

φψ dx

is a control Lyapunov function for the nonlinear system (4.6) with cost given by (4.8) and feedback law u =
−βytχI .

Proof. We show that (4.4) holds with ω = 0 and c = 0. If J is defined as in (4.10), then

(G′(z), Ax+ F (z) − β (0, ψ χI))X =

≤ J +
∫ 1

0

a(x)φx(−φ3 − Ψ(ψ)) dx+ b

∫ 1

0

φ(−φ3 − Ψ(ψ)) dx.
(4.12)

where J is defined as in (4.10). Here

−
∫ 1

0

(a(x)φx φ
3 + b φ4) dx =

∫ 1

0

(
1
4
a′ − b

)
φ4 dx ≤ 0,

for b ≥ α

4
since a′ ≤ α. Thus, the proposition follows from (4.11, 4.12). �

5. Local control Lyapunov function

In this section we describe a method for construction of local control Lyapunov functions based on the
Lyapunov equation. Consider the semi-linear control system

d
dt
x(t) = Ax(t) + F (x(t)) +Bu(t), x(0) = x0 ∈ X, (5.1)

with F locally Lipschitz continuous. Assume that A − β BB∗, β > 0, generates an exponentially stable C0-
semigroup S(t) on X . Let Q denote a nonnegative, self-adjoint operator on X , and let Σ be the bounded,
nonnegative self-adjoint solution to the Lyapunov

2((A− β BB∗)x,Σx)X + (Qx, x) = 0 for all x ∈ dom(A), (5.2)

that is, Σx =
∫ ∞
0
S∗(t)QS(t)xdt, for x ∈ X .

We define

G(x) =
1
2

(|x|2 + (Σx, x)), for x ∈ X,
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and set u = −β B∗x. For this choice of u there exists a unique local solution x(·) of (5.1) on [0, τ ], τ > 0.
Assume that there exists a continuous function γ : X → R such that

(Ax, x) − β |B∗x|2 + (x, F (x)) − 1
2

(Qx, x) + (F (x),Σx) ≤ γ(x), (5.3)

for all x ∈ dom(A). Then

G(x(t)) ≤ G(x0) +
∫ t

0

γ(x(s))ds for s ∈ [0, τ ].

Assume further that there exists α > 0 such that

γ(x) + f0(x,−β B∗x) ≤ 0, for all x ∈ Sα. (5.4)

Then (5.1) with u = −β B∗x admits a global solution for x0 ∈ Sα and G is a local control Lyapunov function
for (1.1) subject to (5.1).

5.1. Example

As an example consider the controlled reaction-diffusion system

yt(t, x) = Dyxx(t, x) + f(y) +
m∑

i=1

bi(x)ui(t), for t > 0, x ∈ (0, 1) (5.5)

with boundary conditions y(t, 0) = y(t, 1) = 0, where y : R+ × [0, 1] → Rd, D is a positive diagonal matrix,
f : Rd → Rd is the reaction rate and bi ∈ L∞((0, 1);Rd) is the i-th control distribution function.

Let X = L2((0, 1);Rd), U = Rm and set

Ay = Dyxx with dom (A) = {y ∈ X : yx, yxx ∈ X : y(0) = y(1) = 0},
[F (y)](x) = f(y(x)),

[Bu](x) =
m∑

i=1

bi(x)ui, for x ∈ (0, 1).

If F is locally Lipschitz in the sense of Section 4, with F (0) = 0, and, for example, Q = δI, with δ > 0, and f0

is quadratic, then it is straightforward to check condition (4.4) with c = 0.
Alternatively one can utilize the Gelfand triple formulation of (5.3) with V = H1

0 ((0, 1);Rd). The left hand
side of (5.3) becomes

−(Dyx, yx) − β |B∗y|2 − 1
2
(Qy, y) + (F (y), y + Σy),

which suggests to introduce an equivalent norm ‖y‖ on V defined by

||y||2 = (Dyx, yx) + β |B∗y|2 +
1
2
(Qy, y).

Suppose that F satisfies

|(F (y), y + Σy)X | ≤ ‖y‖2q(|y|), for all y ∈ X,



758 K. ITO AND K. KUNISCH

for some q : R+ → R. Then, if there exists α > 0 such that

(q(|y|) − 1) ||y||2 + f0(y,−B∗y) ≤ 0 for all y ∈ Sα,

equation (5.4) is satisfied with γ(y) = (q(|y|) − 1)‖y‖2, (5.5) admits a global solution for all y(0) ∈ Sα, and G
is a local control Lyapunov function.

5.2. Approximation

Let Xn be finite dimensional subspaces of X with
⋃∞

n=1Xn = X , and denote by Pnthe orthogonal projections
from X onto Xn. Let {An} be a sequence of approximations of A on Xn satisfying

(AnPnx, x)X ≤ 0, for all x ∈ X,

and

|(I −An)−1Pnx− (I −A)−1x|X → 0, as n→ ∞

for all x ∈ X . By the Trotter–Kato theorem

∣∣eAntPnx− S(t)x
∣∣
X

→ 0, as n→ ∞

for all x ∈ X , uniformly on bounded t-intervals. Let Bn = PnB and Qn = PnQPn. We further assume that∣∣∣e(An−β BnB∗
n)tPnx

∣∣∣ ≤Me−ωt |x| (5.6)

for constants M ≥ 1 and ω > 0 independent of x ∈ X . Let Σn : Xn → Xn satisfy the Lyapunov equation on
Xn

(An − β BnB
∗
n)∗Σn + Σn(An − β BnB

∗
n) +Qn = 0.

That is,

Σn =
∫ ∞

0

e(An−β BnB∗
n)∗tQne(An−β BnB∗

n)t dt.

From our assumptions it follows that, ΣnPnx → Σx as n → ∞ for all x ∈ X . We construct a sequence of
functions Gn(x) on X by

Gn(x) =
1
2

(|x|2 + (ΣnPnx, Pnx)).

Note that

(Ax− β BB∗x,ΣnPnx) = −1
2

(Qnx, x) + (Ax−AnPnx,ΣnPnx) − β (BB∗x−BnB
∗
nx,ΣnPnx).

Suppose condition (5.3) holds. Then we have

Gn(x(t)) ≤ Gn(x0) +
∫ t

0

(γ(x(t)) + en(x(t))) dt,
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where

en(x) =
1
2
((Q−Qn)x, x) + (Ax(t) −AnPnx,ΣnPnx) − β (BB∗x−BnB

∗
nx,ΣnPnx) − (F (x),Σx − ΣnPnx).

Here, we note that

(Ax −AnPnx,ΣnPnx) = 0,

if Xn and X⊥
n are invariant subspaces of A. Hence, if for some αn > 0

γ(x) + en(x) + f0(x,−β B∗x) ≤ 0, (5.7)

for all x ∈ Sn
αn

= {x : Gn(x) ≤ αn} then Gn is a local control Lyapunov function for the infinite dimensional
control problem (1.1), (5.1).

Remark. Alternatively to the semi-linear formulation used above, the approximation procedure can be cast in
the Gelfand triple formulation.

Example. Consider the controlled reaction-diffusion system as in Section 5.1. Assume thatD is nonsingular, Q
is compact and (5.4) holds. Let Xn = span {φi}n

i=1 where φi is the i-th eigen function of A. Since ‖Σn−Σ‖ → 0
and

en(x) =
1
2
((Q−Qn)x, x) − β (BB∗ −BnB

∗
nx, x) + (F (x),Σx − Σnx),

there exists an αn > 0 such that (5.7) is satisfied. Moreover, {φi} being eigenfunctions can be replaced by any
complete basis in (H1

0 )d since in general we can show

(Ax −AnPnx,ΣnPnx) ≤ εn
√

(Ax, x)|x|

with εn → 0 as n→ ∞ for x ∈ dom(A).
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