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Abstract
The last few years have witnessed an upsurge in the number of studies using 
Machine and Deep learning models to predict vital academic outcomes based on 
different kinds and sources of student-related data, with the goal of improving the 
learning process from all perspectives. This has led to the emergence of predictive 
modelling as a core practice in Learning Analytics and Educational Data Mining. 
The aim of this study is to review the most recent research body related to Predictive 
Analytics in Higher Education. Articles published during the last decade between 
2012 and 2022 were systematically reviewed following PRISMA guidelines. We 
identified the outcomes frequently predicted in the literature as well as the learn-
ing features employed in the prediction and investigated their relationship. We 
also deeply analyzed the process of predictive modelling, including data collection 
sources and types, data preprocessing methods, Machine Learning models and their 
categorization, and key performance metrics. Lastly, we discussed the relevant gaps 
in the current literature and the future research directions in this area. This study 
is expected to serve as a comprehensive and up-to-date reference for interested 
researchers intended to quickly grasp the current progress in the Predictive Learn-
ing Analytics field. The review results can also inform educational stakeholders and 
decision-makers about future prospects and potential opportunities.
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1  Introduction

Over the last years, the growth in the use of Artificial Intelligence (AI) acceler-
ated the development of the capacity of capturing and gaining insight into data 
on various aspects of the learning experience. This has resulted in the emergence 
of fields that study learners’ data, such as Learning Analytics (Nunn et al., 2016) 
and Educational Data Mining (Dutt et  al., 2017). Recent developments in these 
fields have attracted much attention from researchers and practitioners, as well 
as diverse stakeholders, who are interested in exploring these data-driven tech-
nologies to enhance learning, increase and improve students’ performance, and 
address potential issues in higher education such as students’ retention and drop-
out. One of the prominent techniques to achieve these goals is predictive mod-
elling (Brooks & Thompson, 2017). With predictive analytics, it is possible to 
create forecasts for the future by analyzing past trends in learning experiences. 
During the last ten years, efficient and sophisticated predictive models devel-
oped with machine and deep learning have allowed us to discover complex hid-
den characteristics in data. It also permitted us to substantially push forward the 
achievable prediction accuracy. Predictive models have thus gained popularity in 
education as a competitive strategy that goes beyond simple monitoring of stu-
dent performance, it allows anticipatory management of student success and early 
design of preventive intervention measures for students at risk. This popularity 
is illustrated by a growing body of research addressing learning issues by using 
predictive models.

This study aims to perform a comprehensive systematic review of this body of 
research to evaluate the current progress, trends, arising challenges, and future 
research avenues related to Predictive Learning Analytics (PLA). Specifically, we 
intend to identify, discuss, compare, and contrast the most recent and relevant 
research papers on the topic of PLA in higher education in order to determine 
the relevance of this technique and its effect on the learning process, as well as 
how predicting students’ outcomes can positively contribute to students’ success. 
Furthermore, we want to know what kinds of features are relevant for predict-
ing student outcomes, as well as what features work for what outcomes. From a 
technical standpoint, we want to define the characteristics to consider in order to 
build high-performing predictive models, identify the type and size of data to use, 
choose the algorithm or group of algorithms to employ, and finally specify the 
metrics used to evaluate the predicting models. These findings would be useful 
for future researchers or practitioners that intend to implement Learning Analyt-
ics systems that use prediction to improve teaching and learning.

The study was developed under the systematic review approach and considered 
the period 2012—2022 to highlight the progression from traditional predictive 
models toward modern machine and deep learning models. This period will also 
allow us to investigate the mutual impact of the COVID-19 pandemic and PLA.

This paper is structured as follows: in Sect. 2 we provide a narrative descrip-
tion of the main concepts addressed in this study and a comparative analysis of 
related reviews. Section  3 describes the methodology used in this review and 
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gives a detailed overview of the process followed to select relevant papers. The 
findings and the results of this review are presented in Sect. 4. Section 5 provides 
a discussion of the challenges and future research directions; it also highlights the 
limitations of this study. Finally, the “Conclusion” section concludes this review.

2 � Background

This section presents a narrative description of the main concepts addressed in this 
review, including (i) Learning analytics, (ii) Educational Data Mining, and (iii) Pre-
dictive Modelling. We also present an analysis of the main related works.

2.1 � Artificial intelligence in education

AI is set to revolutionize key industries and vital sectors. Indeed, rapidly increas-
ing computing power and connectedness have made it possible to compile, analyze 
and share large volumes of valuable data, which is now more accessible than ever 
before. In education, although the application of AI in education (AIEd) has been 
the subject of research for about 30 years (Zawacki-Richter et al., 2019). On a practi-
cal scale, AI research in the field is still considered in its infancy. It is only in the last 
decade that educators have started to implement AI-based solutions to support stu-
dents’ learning experiences and teachers’ practices (Zawacki-Richter et  al., 2019), 
with a notable digital divide between developed and developing countries (Pedró 
et al., 2019). AIED is best represented by two data-driven fields that have emerged in 
the last few years, namely (i) Learning Analytics and (ii) Educational Data Mining.

Learning Analytics (LA)  LA is generally defined as “the measurement, collection, 
analysis and reporting of data about learners and their contexts, for purposes of 
understanding and optimizing learning and the environments in which it occurs” 
(Siemens & Long, 2011), in a nutshell, LA is a tool to enhance learning by analyz-
ing data. Based on logs and trace data collected from student and teacher activi-
ties, LA can produce support for: (i) learners, by receiving more meaningful and 
timely feedback or even self-monitoring their progress through LA data, (ii) educa-
tors by allowing them to evaluate the efficacy of their instructions and make nec-
essary enhancement to meet the needs of their students, and (iii) decision-makers 
by offering them useful suggestions to enhance their productivity and competitivity. 
LA is a multi-disciplinary field that involves techniques of data collection, analysis, 
visualization, and interpretation (El Alfy et  al., 2019). As a data-driven field, the 
emergence and success of LA in recent years can be attributed to the rise of digital 
learning environments which increased the quality and access to educational data. 
Other technological innovations have also enabled LA, including the rapid develop-
ment of the Internet, mobile technologies, and the democratization of the use of big 
data tools.
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Educational Data Mining (EDM)  EDM can be considered as the sister research 
field of LA. The International Educational Data Mining Society defines EDM as 
(Dutt et al., 2017) “an emerging discipline, concerned with developing methods for 
exploring the unique types of data that come from educational settings, and using 
those methods to better understand students, and the settings which they learn in”. 
EDM is mainly concerned with applying machine learning, statistics, and data min-
ing algorithms to educational attributes (Dutt et al., 2017). Its goal is to process raw 
educational data and extract valuable information to automate learning processes or 
intervention implementations (Du et al., 2020).

EDM and LA share similar goals and yet each draws its own unique research 
spectrum. In the literature, many scholars call for the need of defining a clear bound-
ary between the two fields of LA and EDM (Rienties et al., 2020). Generally, EDM 
is identified as a technical-focused field whereas LA focuses on learning and educa-
tional issues (Baek & Doleck, 2021). Arguably, because it puts forth pedagogy/edu-
cation matters, LA is attracting more interest compared to EDM. Figure 1 illustrates 
the recent interest in the two fields using google trends.

In this study, we do not intend to shed light on differences between LA and EDM, 
rather we aim to study the intersections and overlaps between the two fields. We 
admit that they have different focuses, but we believe that a synergetic approach will 
lead us to address the issue from both technical and educational perspectives. In this 
sense, we are interested in investigating how EDM methods, more precisely relation-
ship-mining and prediction methods, are used in LA to understand learning dimen-
sions including pedagogical, social, psychological, and organizational dimensions.

2.2 � Predictive modelling in education

In both EDM and LA, predictive modelling has become a core research practice. It 
provides foresight and vision for the future that can help enhance learning effective-
ness and prompt remedial, timely, and appropriate actions. Practically, predictions 
are produced by analyzing historical data and projecting it on a model generated 
to forecast likely outcomes with a certain accuracy. To create a predictive model, 
Brooks and Thompson (2017) described the main steps to follow, beginning with (i) 
identifying the problem, (ii) collecting the data required for analysis, and defining 
the predicted outcome, (iii) selecting the predictor variables that perfectly correlate 

Fig. 1   “Learning analytics” (in blue) and “Educational Data Mining” (in red) search trends, 2012–2022. 
Data source: Google Trends (https://​www.​google.​com/​trends)

https://www.google.com/trends
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with the chosen output, and finally (vi) building the predictive model using one or 
more algorithms.

Several algorithms are used to develop predictive models (Kumar et al., 2018), 
the most popular are: Decision Tree, Bayesian Classifier, Neural Networks, Support 
Vector Machine, K-Nearest Neighbor, and Logistic and Linear Regression. Algo-
rithms are chosen based on the problem type, the nature of the outcome to be pre-
dicted, and the variables employed in the prediction. A common practice used by 
researchers is to test multiple algorithms and compare their performance to deter-
mine which one provides the most accurate prediction.

2.3 � Related reviews

Data analytics in the educational field for the purpose of making predictions or other 
tasks holds a significant record of active research. Indeed, with the emergence of 
EDM and LA, several reviews were conducted in order to provide a broader over-
view of the results of analyzing data to deal with educational issues. In this subsec-
tion, we present an overview of the related reviews proposed in the literature and 
emphasize the significant differences between this work and the existing reviews.

The existing reviews differed largely in terms of the scope and the perception of 
the subject. For instance, Nunn et  al. (2016) described the methods, benefits, and 
challenges of LA to apply it more effectively to improve teaching and learning in 
higher education. Other reviews focused on both EDM and LA. For example, Baek 
and Doleck (2021) showed the similarities and differences in research across the two 
fields by examining data analysis tools, common keywords, theories, and definitions.

Aside from reviews that discussed LA and EDM generally, some reviews focused 
on specific learning issue. An example is mentioned by de Oliveira et al. (2021), the 
authors focused on retention and dropout of higher education students and how LA 
can be used to help prevent these cases. Meanwhile, Namoun and Alshanqiti (2021) 
explored the prediction of student academic performance and presented the intel-
ligent techniques used in performance prediction. Since deploying the right inter-
ventions to help students at risk of underperformance or discontinuation is impor-
tant, some reviews focused on the effectiveness of interventions based on predictive 
models to help institutions implement the right interventions (Larrabee Sønderlund 
et al., 2019).

The identified literature reviews suffer from some notable limitations, some works 
examined LA and EDM in a broader context, whilst others had a tight focus on spe-
cific learning issue. Other reviews discussed the field from an educational point of 
view without addressing the technical aspect. Table 1 provides an overview of the 
limitations of the existing reviews related to LA, EDM, and predictive modelling.

Since the advent of deep learning methods and the outbreak of the COVID-19 
pandemic, PLA has attained new interest and several advances have been made in 
the field that justify a new and updated review. Our aim is to overcome the limita-
tions spotted in the existing body of reviews; hence, the primary contribution of this 
review is to organize and categorize the growing literature on PLA holistically and 
comprehensively, without focusing on a specific educational issue. In addition, we 
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included recent research works to explore the brand-new methods and algorithms 
that emerged in predictive modelling. In that way, we hope to cover the subject from 
both a technical and educational perspectives. Investigating whether and how PLA 
was employed to assist the educational ecosystem during the pandemic’s outbreak is 
also a contribution of this work. The detailed research methodology followed in this 
review as well as the findings are explained in the following sections.

3 � Method

3.1 � Search process and research questions

This systematic review was conducted with the aim of obtaining sufficient data to 
identify clusters of research in the literature related to the use of PLA to support 
students’ learning process in higher education. We followed the Preferred Report-
ing Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines (Moher 
et al., 2009) to analyze, evaluate and interpret relevant studies to answer our research 
questions.

In this review, we considered these main steps: (i) frame the research questions, 
(ii) define search terms, (iii) identify relevant studies based on inclusion and exclu-
sion criteria, (iv) review publications in three rounds (title and keywords, abstract, 
and full-text screening), (v) extract relevant information, (vi) synthesize and inter-
pret the findings. In order to guide this systematic review, the following research 
questions were formulated:

RQ1: What are the research trends of the PLA field in the last years?
RQ2: How does PLA contribute to supporting students’ learning process?
RQ3: What are the ML methods used in conducting PLA?

By exploring these three research questions, we would like also to verify two 
main facts:

(1)	 PLA has been considered and applied effectively during the pandemic.
(2)	 Earlier related works (Baker & Inventado, 2014; Coelho & Silveira, 2017) 

claimed that deep neural networks (DNN) are not a typical method of choice in 
EDM and LA. Arguably the two communities prefer the use of traditional ML. 
To what extent this fact is still true in light of the recent advancement in neural 
network models?

3.2 � Search strategy

A query-based search was carried out to select relevant papers in accordance with 
our research questions. To acquire the best possible results, a granular search query 
was formed by the union of (i) the “Predictive Learning analytics” keyword and a set 
of related terms, and (ii) a variation of keywords associated with “Higher education” 
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environment. Table 2 describes the keywords used to build the search query. The 
identified search terms were then compiled into a unified query using the “OR” and 
“AND” operators, to link, respectively, terms variation of the same group and terms 
of the two keyword clusters namely PLA and Higher Education.

To conduct our electronic searches, two main academic databases were selected: 
Scopus and Web of Science. Both are generally recognized as the most reliable sci-
entific databases with a large use worldwide, in addition, most publication avenues 
led by the Society of Learning Analytics Research – SoLAR,1 the International Edu-
cational Data Mining Society – IEDMS2, and the International Artificial Intelligence 
in Education Society –IAIED,3 three renowned references in respectively LA, EDM, 
and AIEd research, are available in these two databases. Google Scholar was also 
used as a secondary source to find additional research resources.

The search was performed on March 1st, 2022. Since our goal is to review the 
recent PLA literature related to the use of machine and deep learning specifically, 
we limited our search to the last decade (from 2012 to 2022). This time window will 
allow us to analyze both the impact of the upsurge of DNN and the impact of the 
COVID-19 pandemic.

3.3 � Inclusion Criteria

The following inclusion criteria were applied to select relevant studies:

	 (i)	 The paper is written in English
	 (ii)	 Full text is available
	 (iii)	 The paper is peer-reviewed
	 (iv)	 Review, meta-analysis, survey, or commentary articles were excluded from 

the results
	 (v)	 The study is conducted in a higher education context
	 (vi)	 At least one ML method is used
	(vii)	 The learning outcomes to be predicted are clearly stated
	(viii)	 Data collection and preparation are clearly described

Table 2   Search query keywords

PLA related keywords Higher education related keywords

Learning analytics, Predictive analytics, Predictive 
modelling, Predict, Forecast, Educational Data 
Mining, EDM, Artificial Intelligence in Education, 
AIED, Artificial Intelligence, Machine Learning, 
Data Mining

Higher Education, University, College, Learning 
outcomes, Learning results, Student outcomes, 
Student results, Student success, at risk, drop-
out, grade, performance, enrollment, retention, 
fail, satisfaction, motivation, engagement

1  https://​www.​solar​esear​ch.​org
2  https://​educa​tiona​ldata​mining.​org/
3  https://​iaied.​org/​about/

https://www.solaresearch.org
https://educationaldatamining.org/
https://iaied.org/about/
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	 (ix)	 The research results are properly validated, and the evaluation measures are 
clearly defined

Data from 1107 publications were retrieved and imported to Zotero,4 a free ref-
erence management tool to collect and organize research. The search results were 
examined in three rounds against the inclusion criteria. Firstly, after screening the 
title and keywords, the publications that were clearly unrelated to the topic were 

Fig. 2   Search and selection of papers flow chart

4  https://​www.​zotero.​org/

https://www.zotero.org/
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removed. The remaining studies were then evaluated based on their abstracts. 
Finally, the full text of publications that were retained after the first two rounds 
were downloaded and thoroughly reviewed. In the end, papers that solely developed 
prediction models for learning outcomes and evaluated their predictability were 
retained. We obtained 74 studies that are analyzed in the remainder of this paper; the 
details of the study selection process considered in this work are presented in Fig. 2.

3.4 � Data extraction

To answer the three research questions, we extract the following features to 
obtain relevant information for our review: (1) bibliometric data, (2) the learning 
outcome(s) being predicted, (3) the features extracted for use in the prediction (pre-
dictor variables), (4) the ML methods used in prediction, and (5) the evaluation 
measures of the prediction. We examined each individual paper that was kept fol-
lowing the filtering process and then identified data related to each of the aforemen-
tioned aspects. The data was aggregated and analyzed, and the findings are shown in 
the next section.

4 � Result

In this section, we present the results of the thorough review of selected publications 
according to the three research questions.

4.1 � Bibliometric analysis

Temporal and geographical trends  As shown in Fig. 3, the 74 publications collected 
were published after 2015. All the literature published between 2012–2014 was 

Fig. 3   Evolution of publications per year
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excluded, since it does not meet our inclusion criteria that require the use of at least 
one ML method and impose an explicit description of predictive modelling process. 
This shows that it took some time for ML and DNN to have a broad impact on the 
PLA research domain. Furthermore, we noted an upward trend for publications in 
the last three years. 85% of the reviewed studies have been published since 2019. 
2021 is marked by the highest number of publications in the field with 28 papers – 
38% of the total publications-. This shows the growing interest in PLA over the last 
years. Only publications made in early 2022 were included, therefore a decrease in 
the number of publications can be observed in 2022. However, given the extent of 
work and scientific endeavor in the field so far, it is expected that the upward trend 
will continue this year and, for the years to come.

There are 23 countries that participated fully in 63% of the total number of pub-
lications while the remaining 37% was a result of collaborations across countries.

Figure 4 represents the contribution of the different countries. Although research-
ers worldwide have been studying ML and predictive models in LA, the leading-
edge work is mainly performed in the United States, India, Spain, and The United 
Kingdom. The rest of the studies are distributed between Europe (8 studies) and 
other Asian countries (14 studies) and the Arab world (7 studies).

In terms of collaborations, Fig. 5 illustrates the countries’ co-authorship network 
graph. The countries with the highest total links, represented with the biggest nodes 

Fig. 4   Breakdown of the included studies by country

Fig. 5   Countries’ collaborations
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in the graph, are the United Arab Emirates and Greece with seven collaborations, 
followed by Spain, Pakistan, Oman, Turkey, and Portugal each with six.

Publications’ profiling  The majority of the 74 retrieved publications are articles in 
journals with a percentage of 93.24% while the remaining 6.76% are papers in con-
ference proceedings. This shows the maturity of the studied field. Table 3 gives the 
distribution of publications by their type.

Regarding the subject area of the publications, we found that “Education” and 
“Computer Science” are the prevalent areas representing 58% of the publications. 
23% of the studies were published in the category of “Education and Computer Sci-
ence Applications”, 15% in “Computer Science” area, followed by 8% and 5% in 
the categories of “Education and Technology” and “Education” respectively. A total 
of 7% were found in sources combining “Education” or “Computer Science” with 
“Engineering”. An important percentage of 18% were issued in “Multidisciplinary” 
sources. The remaining percentage of studies were published in other areas. Figure 6 
details the distribution of publications by subject area.

Authorship analysis  As follows from Fig. 7, we can observe that there is a lot of 
co-authorship in this field. The average number of authors is four, more than half of 
the publications (63%) had two to four authors. The highest number of authors per 

Table 3   Types of the literature

*The number of citations as of March 8th, 2022

Type of publication No. of publications No. of citations*

Conference Proceeding 5 (7%) 70
Journal Article 69 (93%) 2028
Total 74 2098

Fig. 6   Subject areas of the publications
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publication is nine authors in one publication, while there are only three publica-
tions with one author.

The included studies have more than 200 different authors. Most authors have 
only made one scientific contribution. While nine authors have contributed to this 
field with two or more publications.

Keywords analysis  There are 172 different keywords provided by the authors, the 
most frequently used terms are “machine learning”, “learning analytics”, and “edu-
cational data mining”, with 17 occurrences, 15 occurrences, and 12 occurrences, 
respectively. Meanwhile, the term “prediction” appears 5 times on its own and 
17 other times in conjunction with words such as success, performance, dropout, 
achievement, and at risk. Figure 8 presents the network graph of the keywords. As 
can be observed, the most used terms are placed in the center of the graph and have 
the strongest connections with the other keywords.

Fig. 7   Frequency of publications by number of authors

Fig. 8   Keywords network of publications
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Seven different clusters can be identified from the keywords graph. Each cluster 
indicates a set of keywords that were frequently mentioned together. We noticed that 
the biggest nodes in the graph are linked to nodes from all of the different clusters 
implying that there is a significant overlap between predictive analysis and the fields 
of LA, EDM, and ML. The keywords related to Learning Analytics and ML are 
naturally located in the center of the word map, and three sub-domains are found to 
be clustered around these two terms. The cluster of ML includes methods that are 
mainly used in prediction such as: deep learning, random forest, etc. The cluster of 
learning analytics contains keywords related to EDM, e-learning, and collaborative 
learning. And the last sub-domain represents keywords related to learning outcomes 
such as dropout, performance, at risk and so on.

4.2 � Outcomes and inputs analysis

The studies analyzed in this review vary mostly in terms of the issue being addressed 
or predicted (the outcome variable) and the factors or measures that exert a signifi-
cant effect on this issue (predictor variables). In this section, we review the most fre-
quent issues that PLA is used to address and the main features that are proven to be 
correlated with. To begin with, we discuss the learning outcomes and compile them 
into a taxonomy. Then, we go through the main features that were used. Finally, we 
draw links between outcomes and features to map the relationships built by predic-
tive models in the current literature.

Detailed examination of the scanned body of literature showed how PLA can be 
used to tackle diverse learning problems; it can be exploited throughout students’ 
whole academic careers starting from their enrollment to graduation. Specifically, 
current contributions in the literature can be categorized into five main classes, 
namely (i) Enrollment, (ii) Performance, (iii) At risk students, (iv) Engagement, and 
(v) Satisfaction. Figure 9 shows a visual representation of the different classes of the 
predicted outcomes in the literature.

(a)	 Enrollment: predictive models can improve the process of enrolling by analyz-
ing students’ data to assist them in their orientation thus improving their chances 

Fig. 9   Taxonomy of outcomes addressed using PLA
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of acceptance. Studies addressing enrollment focus either on the admission test, 
the submission application, or both.

(b)	 Performance: the overall success of an education system can be measured by 
the academic success of its students. Predictive models play an important role 
in the early evaluation of students’ learning outcomes and the assessments of 
their performance. Indeed, reviewed literature tackles performance from dif-
ferent points of view. Specifically, the performance analysis can target (i) the 
continual academic progress at the level of the course, assignments, or annual 
final examination. It can also target (ii) the overall achievement at the individual 
level or collective level. Individual performance analysis is further investigated 
based on traditional learning elements which include curricular-based analysis 
(e.g., grades) and cumulative-based analysis (e.g., diploma), or online learning 
aspects including e-certifications and material completion.

(c)	 At risk students: by the use of predictive modelling methods, it is possible to 
identify at-risk students early and implement preventive and corrective measures 
to increase the students’ commitment to their educational goals and boost the 
rate of retention. The scanned literature identifies at risk students through (i) low 
achievement, (ii) failure, and (iii) risk of dropout.

(d)	 Engagement: another use of PLA is surveying the learning behavior of students 
and their level of engagement to adapt curriculum, ameliorate their contents, and 
change the style of teaching to support their success. The works that fall in this 
class analyze mainly behaviors related to (i) involvement, (ii) deployed efforts 
and (iv) interaction.

(e)	 Satisfaction: the last class of studies investigates how students perceive the 
services they are offered and how satisfied they are with them. The satisfaction 
is measured at (i) the content level and (ii) the instructor level.

It is important to note that the classes described in the proposed taxonomy are not 
meant to be mutually exclusive. Indeed, overlaps can be observed between the iden-
tified classes. Some works can belong to both engagement and performance studies 
for example. The proposed categorization should be considered as an abstraction of 
the present state of thinking that can be useful for interested researchers to learn 
about the main issues shaping the landscape around PLA.

Naturally, the identified outcomes have not been equally addressed in the litera-
ture. As depicted in Table 4, there is a variation in the frequency of the outcomes 

Table 4   Frequency and impact 
of the predicted outcomes by 
the number of publications and 
citations

*The number of citations as of March 8th, 2022

Nb of publica-
tions

Nb of citations*

Performance 57 1518
At risk 20 714
Students’ Engagement 5 254
Satisfaction 4 169
Enrollment 3 22
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in the studied papers. The most frequent aim of using PLA in higher education is 
the student performance assessments, thus enhancing their learning outcomes. Next 
comes identifying students at risk, which also received considerable attention from 
researchers. Providing insights on patterns that increase the success rate and reduce 
the failure of students is profoundly helpful to educational institutions, this can 
explain the focus on these two outcomes. On the other hand, the little regard that 
has been given to the other outcomes may be explained by the fact that the study of 
engagement and satisfaction involves complex behavioral analysis. Moreover, these 
types of outcomes are often viewed as implicit (indirect) influencers on student 
success.

In the context of performance, several authors (Afzaal et  al., 2021; Albalooshi 
et  al., 2019; Chen & Cui, 2020; Gitinabard et  al., 2019; Jensen et  al., 2021; Mai 
et  al., 2022) predicted learner’s performance in a course level by targeting their 
scores in quizzes, assignments, or exams. Other publications focused on the degree 
level (Adekitan & Salau, 2020; El Aouifi et al., 2021; Tuononen & Parpala, 2021; 
Villagrá-Arnedo et al., 2016), while Zeineddine et al. (2021) predicted performance 
of new-start students based on first semester results. They evaluated students’ grad-
uation using cumulative indicators to forecast their final grades. Aside from indi-
vidual achievement, Ekuban et al. (2021) and Spikol et al. (2018) projected perfor-
mance from a cohort viewpoint based on group projects and team success.

In addition to performance prediction, efforts were made to identify at-risk 
students to assist them and implement intervention programs to match those stu-
dents. For instance, works described in (Albreiki et al., 2021; Karalar et al., 2021; 
Macarini et al., 2019; Rafique et al., 2021; Zacharis, 2018) predicted which students 
are most likely to fail in the early stages. Another research described by Gray and 
Perkins (2019) and Chui et al. (2020) identified marginal students who are at-risk of 
low achievement. Authors in (Adnan et al., 2021; Dass et al., 2021; Goel & Goyal, 
2020; Kabathova & Drlik, 2021) identified dropout students based on their academic 
results.

Aside from educational outcomes, only a few studies analyzed other types of 
outcomes related to learners’ behavior and emotion. Studies detailed in (Ayouni 
et al., 2021; Dias et al., 2020; Hsu Wang, 2019; Hussain et al., 2018) predicted stu-
dents’ engagement based on their involvement and interaction with course materi-
als, another research mentioned by Sharma et al. (2019) targeted their effort. Heilala 
et al. (2020) and Hew et al. (2020) on the other hand, predicted students’ satisfac-
tion with the course content and the instructor. Furthermore, predictive analytics 
was employed by Moreno-Marcos et al. (2019) to forecast admission test outcomes 
while Iatrellis et al. (2021) and Sghir et al. (2022) predicted the likelihood stream of 
enrollment.

In LA, predictive models use many predictor variables as inputs depending on 
the type of prediction insight. Similarly, to outcome variables, we also classified the 
common features in the extracted works into three main categories that cover the 
whole educational ecosystem, namely: (i) student-related, (ii) teacher-related, and 
(iii) institutional features.

Starting with the student-related category, we distinguished between five types of 
data which are:
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•	 Prior academic data containing students’ historical records in previous studies, 
and their admission information,

•	 Demographic features covering personal and socio-economic characteristics,
•	 Academic data represented by students’ achievements during their higher educa-

tion,
•	 Behavioral features extracted from learners’ actions and activities,
•	 Psychological data compromising students’ motivation, interest in the course, or 

trust in the instructor.

In the teacher-related class, only behavioral data was employed in the predic-
tion. However, in the institutional-related category, we differentiated between two 
types of variables, the first type was related to the institutions’ infrastructure and the 
other one covered the course content. A detailed classification of the input features 
is described in Fig. 10.

In addition to identifying the main outcomes and input features that are used in 
the existing predictive learning models, it is more crucial to get insights into the 
relationship between inputs and outcomes. Based on the extensive review of the 
findings of the selected studies, we elaborate a correlation map that is described in 
Fig. 11 and detailed further in the following sub-section.

Most of the recent studies employed students’ online behavioral data in the pre-
diction since most of the experiments were conducted in an online learning environ-
ment or a blended setting. Some of the examples are presented in (Abdullah et al., 
2021; Cerezo et  al., 2017; Lu et  al., 2018; Mansouri et  al., 2021; Shayan & van 
Zaanen, 2019), authors used students’ behaviors logs containing their interactions 
with the online content to assess their performance, while Ayouni et al. (2021) and 
Hussain et  al. (2018) used it to measure students’ levels of engagement. (Chen & 
Cui, 2020; Chen et al., 2020; Dass et al., 2021; Macarini et al., 2019) utilized fea-
tures related to time spent on online materials to identify at-risk of failing students 
or the ones who are most likely to dropout. However, other authors (Adnan et al., 
2021; Goel & Goyal, 2020; Karalar et  al., 2021; Waheed et  al., 2020; Yu et  al., 
2019) utilized behavioral data compromised in students’ clickstreams data. Another 

Fig. 10   Classification of features used in the literature using predictive modelling
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example may be seen in Joksimović et  al. (2015) and Zacharis (2018), where the 
authors focused on characteristics associated with learners’ social participation in 
online communities to predict students’ achievement and classify the low achiev-
ers. Meanwhile, Gitinabard et al. (2019) employed features extracted from learners’ 
study habits and their social interactions to assess their performance. In traditional 
learning settings, the in-class type, (Gray & Perkins, 2019; Khan et al., 2021; Par-
vathi, 2021) employed students’ attendance behavior as an indicator to predict their 
learning outcomes.

In addition to behavioral data, students’ academic data is the second most com-
monly used type of features. Several studies used learners’ grades in a course, 
exam, year, or degree level as an academic indicator to predict different outcomes. 
An example is demonstrated by Mai et al. (2022) where the authors used students’ 
assessment scores in an online learning system to predict the overall mark in the 
terminal exam. Whereas Albreiki et al. (2021) employed academic data containing 
homework assignments, quizzes, mid-term exams, and final exam marks to identify 
students at-risk of failing. A different use of academic data was to measure students’ 
level of engagement (Ayouni et al., 2021).

Next comes students’ demographic data as predictor variables which were mostly 
used for academic outcomes. Prada et al. (2020) used students’ gender, age of access 
to studies, nationality, parents’ education level, and residence as part of the inputs to 
measure students’ performance on a degree level. Another example was described by 
Rafique et al. (2021) where the authors employed students’ age, gender, residence, 
location, and father’s qualification and financial status to highlight at-risk students 
during the early weeks of a course and to uplift the performance of low-performing 

Fig. 11   Correlation between the predictor variables and the predicted outcomes
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students. Different usage of demographic data was to determine students’ level of 
engagement in an e-learning system (Hussain et al., 2018).

In most cases, prior academic type of data was employed in the performance 
prediction. Almasri et  al. (2019) used attributes collected from students’ histori-
cal educational records, while Adekitan and Salau (2020) used students’ preadmis-
sion scores to predict their graduation grades. In a few other cases, as reported by 
Rafique et al. (2021), prior academic data was used to identify at-risk of dropping 
out utilizing features extracted from previous studies and access scores. It may also 
be employed in enrollment prediction (Iatrellis et al., 2021; Sghir et al., 2022).

Students’ psychological data is not commonly employed in predictive model-
ling, only a few publications have documented its usage. An example is mentioned 
by Heilala et  al. (2020) where authors relied on questionnaire responses to col-
lect psychological features such as their trust and interest to measure their course 
satisfaction.

Aside from the student-related category, there has been relatively little literature 
published on the use of features related to the teacher or institution. Regarding the 
teacher-related category, Lu et al. (2021) used features associated with the teacher 
grading style as inputs to predict students at-risk of failing, whereas Herodotou et al. 
(2019) employed data compromised in the instructor’s interactions with an online 
learning environment to identify students with a high probability of not submitting 
or failing the next assignment. Ayouni et al. (2021) on the other hand, utilized teach-
ers’ appreciation as a predictor variable to assess students’ levels of engagement.

As for the institutional factors, Hew et al. (2020) utilized features related to the 
course content to predict students’ level of contentment. However, Mansouri et al. 
(2021) used the quality of the institution’s infrastructure as a part of the inputs to 
evaluate students’ performance and measure their satisfaction.

In the extracted studies, a combination of multiple types of features was employed 
simultaneously depending on the outcome. Figure 11 gives a graphical representa-
tion of the relation between the predictor variables and the predicted outcomes.

As can be seen from Fig.  11, most of the studies used behavioral data related 
to students to measure their performance primarily and identify the ones with a 
probability of failing or dropping out. Students’ academic data comes second, with 
the majority of it being used to predict students’ performance and the ones at-risk, 
while the remainder was used to measure students’ levels of engagement and satis-
faction. In the prediction of enrollment, students’ prior academic data were used as 
predictors for the stream of enrollment. Meanwhile, students’ behavioral data was 
employed to forecast the results of the admission test.

Aside from the correlation displayed in the figure above between the categories 
of the inputs and the predicted outputs, we observed that certain predictors have a 
greater impact on students’ outcomes than others. In the behavioral data, for exam-
ple, features related to time management influence students’ achievement positively. 
Students who devote enough time to their academic work and complete it on time 
or early demonstrate satisfactory performance. Prior academic and academic data; 
including admission score, previous grades, and early performance, affect students’ 
graduation positively and can help predict those at risk. Psychological data, such 
as students’ motivation, can also have an impact on their overall performance. 
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However, the impact of predictor variables on student outcomes varies from one 
context to another.

4.3 � PLA in response to COVID‑19 pandemic

PLA has a pivotal role to play in informing stakeholders of the higher education 
system about the impact of disruptive events such as the pandemic. Indeed, the 
move to online learning during the prevalence of COVID-19 has yielded access to 
a large amount of educational data, on one hand. On the other hand, the loss of 
direct student contact has caused frustration among educators not knowing whether 
or how students were learning and engaging. This situation provided an unprece-
dented opportunity for PLA to show how AI and ML can help in gaining insights 
into student progress, needs, potential, and risk during a crisis or major changes. 
In the analyzed literature, the studies of (Abdullah et  al., 2021; Dias et  al., 2020) 
were found to specifically mention or address the role of PLA in the COVID-19 con-
text. For instance, Dias et al. (2020) assessed students online learning interactions 
to predict the quality of their engagement during the pandemic. This modest extent 
of literature illustrating the response of PLA to the pandemic is expected to expand. 
It is likely that further findings and more detailed studies of the changes in PLA 
practice in the post pandemic era will emerge over time. Technically, the potential 
of PLA to manage situations caused by the pandemic is hindered by the so-called 
data drift (Adadi et al., 2021). In order to deliver prediction, models analyze histori-
cal data. However, pre-COVID data are no longer relevant since they do not include 
new student and teacher behaviors and interactions. For example, most of the predic-
tions of the 2020–2021 admissions cycle were probably inaccurate, since the models 
based their prediction on historical data that does not reflect the impact of a global 
pandemic on student admissions and retention. ML models degrade gradually when 
the data they were trained on no longer reflect the present state of the world (Adadi 
et al., 2021) (i.e., data drift). However, opening up to online learning environments 
accelerated by the pandemic can help in collecting new data that accurately reflect 
the new learning behaviors.

4.4 � Predictive modelling analysis

In this segment, we will go over the methods utilized to predict student outcomes 
presented in Table 5. We will discuss the predictive analytics process and the most 
often employed approaches at each step.

To forecast a learning outcome, the first step is to identify the type of prediction. 
In the reviewed studies, the prediction problem was approached from two different 
angles using:

1.	 Classification: predicting whether the desired output belongs to a category or 
another.

2.	 Regression: predicting the continuous value of the target outcome.
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In order to build a predictive model capable of accurately predicting the desired 
outcome. Researchers followed the steps described below.

4.4.1 � Data collection

In predictive analytics, models initially learn from learners’ past data to anticipate 
their future behaviors. It is of the utmost importance to obtain reliable data to cre-
ate accurate predictions. The collected data varies in terms of volume and sources. 
Researchers followed several strategies to collect data in the studied literature, such 
as:

a)	 Learning platforms; as mentioned by Dass et al. (2021) where data from 3172 
students was derived from a self-paced math course College Algebra and Prob-
lem Solving offered on the MOOC platform Open edX by EdPlus at Arizona 
State University (ASU). Lincke et al. (2021) extracted logs of 300 medical stu-
dents through an adaptive web-based learning platform used in Sweden named 
Hypocampus. Another example is mentioned by Cerezo et al. (2017), the inter-
actions of 140 undergraduate psychology students were gathered from a Moo-
dle program named eTraining for Autonomous Learning in a state university in 
Northern Spain. Meanwhile, Emerson et al. (2020) obtained data from 61 College 
students from three large North American universities through Crystal Island, a 
game-based learning environment for microbiology education.

b)	 A second source of data was Student Information Systems; as stated by Hasan 
et al. (2020), 772 students’ academic information were collected from a private 
institution’s system in Oman. Meanwhile, Cutad and Gerardo (2019) used a data-
set including 343 students records from the Enrollment Information System of 
the Information Technology Students at Davao Del Norte State College in the 
Philippines.

c)	 Questionnaires are another data source; as an example, Tuononen and Parpala 
(2021) employed an electronic questionnaire to gather responses for analysis from 
1019 students who had completed their bachelor’s or master’s degrees from the 

Table 5   The main used learning 
algorithms

Task Learning algorithm Nb of articles

Classification ANN 10
RF 7
GB 5
DT 4
NB 3
Ensemble ML 3
KNN 2

Regression MLR 4
Linear R 2

Clustering K means 7
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Faculty of Arts and the Faculty of Social Sciences in Finland. While Rafique et al. 
(2021) obtained data from 164 first-year undergraduate students at COMSATS 
University’s Computer Science Department using a questionnaire that included 
questions about their personal, socioeconomic, psychological, and academic 
information.

d)	 Public data sources are a simple way to acquire data for analysis. For 
instance, (Adnan et al., 2021; Chui et al., 2020; Waheed et al., 2020) uti-
lized the Open University Learning Analytics Dataset (OULAD), a freely 
available dataset of 32,593 students provided by the Open University in the 
United Kingdom.

e)	 A residual percentage of studies employed multi-modal data; for example, Sharma 
et al. (2019) used 32 undergraduate students from a European University for the 
experiment and collected their sensor data from four different sources: eye-track-
ing, EEG, facial video, and arousal data from the wristband. Another example is 
described by Spikol et al. (2018), in which the extracted data from 18 engineering 
students included the capture of objects, the positions of people, hand movements, 
faces, and audio levels and video, as well as interactions of plugged components 
from the Arduino-based physical computing platform and the interaction with the 
sentiment buttons.

Regardless of the various data collection techniques mentioned above, we dis-
covered that learning platforms are the most widely used data sources due to the 
increased adoption of blended learning settings and fully online environments by 
institutions.

4.4.2 � Data pre‑processing

This step is critical to ensure that raw data is consistent, clean, and can be useful. 
Real-world data is usually inconsistent, incomplete, or may contain inaccuracies. 
To address such problems, different techniques are used for pre-processing data to 
improve the predictive power of models.

•	 Data cleaning: is the process of eliminating, altering, or formatting data 
that is incorrect, irrelevant, or duplicated because it can offer misleading 
or incorrect insights. In the reviewed literature, missing variables instances 
were removed (Afzaal et  al., 2021), replaced by global constants like zero 
values (Hussain et al., 2018), substituted by their mean values (Adnan et al., 
2021), or estimated using the k-nearest neighbor imputation (Al-Shabandar 
et al., 2017).

•	 Feature engineering: it entails either transforming existing features or generat-
ing new features using the original ones. Feature encoding is used to convert 
categorical data types into numeric vectors that can be interpreted by a learn-
ing algorithm. Researchers employed techniques such as label encoding (Goel 
& Goyal, 2020) and one hot encoding (Rafique et  al., 2021). Another step is 
feature scaling, which involves bringing all the features to a common scale, it 
ensures that a feature with relatively larger values will not control the model. In 
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the extracted studies, normalization (Iatrellis et  al., 2021), and standardization 
(Chen & Cui, 2020) were the most utilized techniques for scaling.

•	 Feature selection: consists of reducing the input data by identifying the best set 
of independent features to help improve the prediction model’s performance. 
Various techniques are used including the Correlation matrix to understand 
the dependency between the features and the targeted learning outcome (Kaba-
thova & Drlik, 2021), the Information Gain (Khan et  al., 2021), and the Gini 
coefficient. Recursive Feature Elimination (RFE) to remove the weakest features 
(Chen & Cui, 2020), the Genetic Algorithm (GA) (Hussain & Khan, 2021), and 
finally the Sequential Forward Selection (SFS) by selecting the strongest features 
(Gray & Perkins, 2019).

•	 In the case of an imbalanced dataset where the frequency of some classes is very 
high in comparison to others. Researchers used different sampling techniques to 
overcome the problem. The most used one was over sampling by augmenting 
the minority class. Macarini et al. (2019) applied Synthetic Minority Oversam-
pling Technique (SMOTE). While Rafique et  al. (2021) employed an adaptive 
synthetic (ADASYN) over-sampling approach to resolve the dataset imbalance 
problem.

4.4.3 � Learning algorithms

The main aim of this step is to choose suitable algorithms for predictive analysis 
based on several characteristics such as the type of the problem, the size of the data-
set, the nature of the input data, and the outcome to predict. In the analyzed litera-
ture, researchers tended to utilize more than one algorithm to select the best model 
for prediction depending on its performance. Examination of the studies showed 
that Artificial Neural Networks (ANN) attained the best performance and are thus 
the most used in prediction, followed by Random Forest (RF) and Gradient Boost-
ing (GB) algorithm. Table 5 shows the distribution of learning algorithms based on 
the number of articles. We considered algorithms that appeared in more than one 
publication.

ANN have played an essential role in predicting learning outcomes, they can 
solve a variety of issues and predict whatever targets are required. As an example, 
Neha et  al. (2021) proposed a deep neural network for evaluating student perfor-
mance assessments, meanwhile Ayouni et  al. (2021) used an ANN to predict stu-
dents’ engagement in an online environment. In (Chen et  al., 2020), researchers 
employed a hybridized deep neural network to identify students at risk early in the 
exams. (Chen & Cui, 2020; Dias et  al., 2020; Mubarak et  al., 2021) utilized the 
recurrent neural network named long short-term memory (LSTM) to predict course 
performance, evaluate the quality of interactions and students’ involvement, and pre-
dict students’ weekly performance, respectively. A different approach was presented 
by Abdullah et al. (2021), where a feed forward neural network was trained to assess 
students’ academic performance.

The second most used algorithm in prediction was RF. Dass et  al., (2021) 
and Kabathova and Drlik (2021) utilized the algorithm to identify students at 
risk of dropping out of an online course. Al-Shabandar et al. (2017) and Hasan 
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et  al. (2020) employed the model to predict students’ performance. However, 
Heilala et  al. (2020) utilized it to measure course satisfaction, while Ekuban 
et al. (2021) applied the model to predict students’ group success. Iatrellis et al. 
(2021) developed tow RF models to predict graduation and students’ enrollment 
in postgraduate studies.

Tree-based models, including algorithms such as Decision Tree (DT) and 
GB, are other well-known prediction methods. For instance, Lincke et al. (2021) 
compared seven algorithms including linear and logistic regressions, gradient-
boosted tree, XGBoost, deep neural network, Bayesian neural network, and rich 
context model (RCM). The models were applied to a medical student dataset for 
quiz performance prediction. The authors found XGBoost as the model with the 
highest performance. However, RCM was found to be more transparent, and the 
reasoning behind its result is easy to explain. Other examples were presented 
in (Hussain & Khan, 2021; Mai et al., 2022), the studies selected GB, and DT, 
respectively, to forecast students’ overall performance. Kostopoulos et al. (2021) 
employed GB algorithm to predict certification in an online course, mean-
while Hew et al. (2020) used the same algorithm to measure students’ level of 
satisfaction.

In terms of regression problems, Single and Multiple Linear Regression 
(MLR) were used for prediction. Hsu Wang (2019) employed the multiple lin-
ear regression model to predict students’ online behavior and their achievement. 
Meanwhile, it was used by Albalooshi et  al. (2019) and Yang et  al. (2018) to 
assess learners’ academic performance. Single linear regression was utilized by 
Omer et  al. (2020) to evaluate the performance and by Tuononen and Parpala 
(2021) to predict students’ thesis grades.

Naive Bayes (NB) followed closely. The algorithm based on the Bayes theo-
rem was employed to predict at risk students (Bañeres et al., 2020), assess stu-
dents’ academic performance (Alturki et  al., 2021), and estimate success in a 
project-based learning setting (Spikol et al., 2018).

To predict learners’ performance, K Nearest Neighbor (K-NN) algorithm 
was employed (El Aouifi et al., 2021), while it was used by Cutad and Gerardo 
(2019) for curriculum analysis.

In other cases, researchers combined different base models to make a more 
accurate prediction. An ensemble-based model combining Extra Trees, Random 
Forest, and Logistic Regression was employed by Karalar et al. (2021) to predict 
at risk of failing students. Meanwhile, the ensemble model (Rafique et al., 2021) 
combined Support Vector Machine (SVM), RF, and K-NN to evaluate academic 
performance. Zeineddine et  al. (2021) presented another approach in which an 
automated ML (AutoML) process was used to improve the accuracy of predict-
ing student performance at the start of their first year.

After choosing the learning algorithms, designing a good training and testing 
procedure is crucial to determine whether a predictive model is accurate when 
exposed to new data in a real-world environment. Cross Validation was used by 
researchers as a way of measuring the generalization of the model. The most 
used techniques in the studied publications were K-fold cross validation, fol-
lowed by the Leave-One-Out cross validation method.
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4.5 � Evaluation metrics analysis

Considering that the output of predictive modelling is probabilistic, evaluating 
the obtained results is a crucial step. There are a lot of ways to judge how well the 
model performs to make appropriate changes and, as a result, produce more accu-
rate predictions. The evaluation metrics are determined by the type of the problem. 
In classification problems, the authors of the selected studies used the confusion 
matrix and the measurements drawn from it. Meanwhile, for the regression cases, 
they used metrics like Root Mean Squared Error (RMSE), Mean Absolute Error, 
and R-Squared. Different evaluation metrics were used in the same study to further 
calculate the models’ performance, Table 6 describes the distribution of the metrics 
used by the type of prediction problem.

Concerning the evaluation of classification problems, an example is mentioned 
by Kabathova and Drlik (2021), where the Random Forest model obtained the high-
est precision, F1 scores, and accuracy. The precision of the model reached 86%, the 
recall was 96%, while the F1 score was 91% and with an overall accuracy of 93% to 
predict students’ dropout in course level. Meanwhile, the same model predicted the 
dropping out or continuation of students on any given day in a MOOC course with 
an accuracy of 87.5% (Dass et al., 2021). In a separate study (Lincke et al., 2021), 
the best models in predicting the probability that a student will answer correctly in a 
quiz were gradient-boosted tree and XGBoost with around 88% accuracy with AUC 
values of 0.903, and 0.94 respectively. Since the ROC curve is more applicable for 
balanced datasets, the authors used another metric called Precision-Recall to judge 
their models due to the unequal distribution of classes in their dataset. However, to 
assess students’ performance, Khan et al. (2021) employed the metrics of accuracy, 
precision, recall, and F-Measure were not enough to select the best model. The deci-
sion tree model achieved the highest F-Measure of 0.91 and an accuracy of over 
85% but it scored a lower recall value in comparison to the other models. To check 

Table 6   The main used 
performance metrics

Task Metric Nb of articles

Classification Accuracy 43 85%
F Measure 22
Recall 19
Precision 18
AUC—ROC 16
Kappa 6
Sensitivity 4
Specificity 4
MCC 2

Regression Pearson R 5 15%
RMSE 4
pMSE 2
pMAPC 2
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the ability of the models, the authors used another metric called Mathew Correla-
tion Coefficient (MCC), the metric corroborates the decision tree pre-eminence with 
an MCC of 0.63. Prada et  al. (2020) developed a tool called SPEET, the evalua-
tion of its performance was determined by the accuracy, sensitivity, and specificity. 
The proposed model predicted dropping out with an accuracy that reached 90.9%, a 
sensitivity of 97%, and a specificity of 75.4%. To predict at-risk students, Waheed 
et al. (2020) noted that the deep artificial neural network model outperforms the tra-
ditional algorithms with an accuracy of 84%-93%. Another deep learning approach 
was employed by Chen and Cui (2020) for the early prediction of course perfor-
mance, the study used a recurrent neural network named LSTM that achieved an 
AUC above 70% in comparison to other methods. Meanwhile, Abdullah et al. (2021) 
employed a feed forward neural network classifier that achieved an accuracy of 
88.18%. A different approach was mentioned by Rafique et al. (2021), the authors 
used ensemble-based model to predict at risk students, the model combines different 
base models such as SVM, RF, and K-NN as sub-estimators, it showed better perfor-
mance than individual models with an accuracy of 82.98%.

To evaluate prediction performance in regression problems, different metrics 
were used. As an example, Jensen et  al. (2021) trained a RF regression model to 
predict a student’s quiz score, the model obtained a high accuracy with Pear-
son r = 0.53. R-squared was utilized by Hsu Wang (2019) to evaluate the predic-
tive model, the multiple linear regression algorithm achieved an R-squared value 
of 0.511. Another metric is presented by Mansouri et al. (2021), where researchers 
employed mean squared error (MSE) and Standard deviation to assess the perfor-
mance of a new approach based on the Learning Fuzzy Cognitive Map (LFCM). 
However, Yang et al. (2018) applied the predictive mean squared error (pMSE) and 
predictive mean absolute percentage correction (pMAPC) as measures. The MLR 
used to forecast students’ academic performance achieved an optimal pMSE of 
198.62 and a pMAPC value of 0.81, it accurately predicted the academic scores of 
8 out of 10 students. Meanwhile, Lu et  al. (2018) employed principal component 
regression that obtained pMSE and pMAPC values of 159.17 and 0.82, respectively.

5 � Discussion

Examining the reviewed literature provided a comprehensive overview of the adop-
tion of PLA in higher education over the last decade. The selected studies con-
tained qualitative and quantitative information about the predictive modelling and 
the key elements to implement it, as well as the benefits regarding its use in higher 
education.

To answer the first research question (RQ1), we conducted a bibliometric analysis 
of the scanned body of literature, the results showed that PLA is a very dynamic 
research area, worth following in the coming years. As shown in the greater number 
of publications and citations over time with a higher proportion of journal articles. 
The more countries/regions implication in the related research, and the study of var-
ious educational problems/outcomes.
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In general, PLA focused on the discovery of aspects related to learning processes 
and, as a result, learning outcomes. It could bring major educational benefits such as 
enhancing learning results, early detection of students with a high probability of fail-
ing or dropping out, increasing learners’ level of engagement, and raising their sat-
isfaction with the learning process. Concerning the second research question (RQ2), 
our study revealed that predictive modelling was mostly used in assessing students’ 
performance and detecting those at risk to intervene and help them to ensure their 
success and boost the rate of retention. While satisfaction and enrollment related 
outcomes have been addressed less frequently in the studied literature. The lack of 
attention paid to these outcomes may be attributed to the fact that they do not have 
a direct influence on student success in comparison to other outcomes, or maybe it 
is still difficult to measure and quantify a complex, emotional, and subjective phe-
nomenon such as satisfaction. During the pandemic and beyond, PLA was mainly 
deployed for supporting online learning to assess students’ interactions and evaluate 
their e-mental health to help them overcome psychological distress. Data drift is an 
issue to overcome in future research in order to produce accurate predictions that 
consider new learning behaviors.

Furthermore, to predict a learning outcome, researchers employed a variety of 
predictor variables, we grouped the extracted variables into three main classes: stu-
dent-related, teacher-related, and institutional features. Due to the rising usage of 
online learning settings especially after the outbreak of the COVID-19 pandemic, 
students’ behavioral data, particularly their online interactions, were the most com-
monly employed as inputs for prediction. These data logs offer the possibility of 
predicting different learning outcomes through the patterns extracted from students’ 
behavior. Based on our correlation analysis, the relation between behavioral data 
and student performance is the most studied in the reviewed literature.

The predictive modelling process involves several steps that include determining 
the best combination of tools and methods to obtain the optimal result in the predic-
tion process. One critical step is the selection of a learning algorithm to achieve 
accurate predictions, the choice depends on different aspects starting from the type 
of the problem to the nature of the outcome to predict. To answer the third question 
(RQ3), we conducted a thorough examination of the predictive models used by the 
reviewed studies. Back in 2014, Baker and Inventado (2014) noted that although 
prominent in other data mining domains, neural networks are somewhat less com-
mon in EDM. They believe that the complexity of the educational domains leads 
the community to choose more conservative algorithms. Some previous works 
even advised educational researchers to favor the explanation provided by classi-
cal ML over the accuracy provided by DNN as criteria for selecting computational 
techniques for LA/EDM research (Doleck et al., 2020). However, a few years after 
facts have changed. Now, neural networks especially their current incarnation, Deep 
Learning, are the method of choice for predictive tasks in LA and EDM. Indeed, 
our review showed that predictive analysis based on Artificial Neural Networks is 
predominant and achieved high accuracy in comparison to other models. However, it 
also has higher computational complexity and hardware performance needs as well 
as being black box models. Traditional ML algorithms, namely Random Forest and 
Gradient Boosting came in second and third, respectively, in terms of performance 
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and usage frequency. To select an algorithm, researchers tended to use multiple 
models to determine the best one for prediction based on its performance. In the 
scanned studies, the performance of algorithms was evaluated using different met-
rics and the most employed ones were the confusion matrix and the measurements 
derived from it, the Mean Squared Error, and R-Squared coefficient.

While this review demonstrated the benefits of PLA and how it assists students 
through their learning process, it also noted some limitations and shortcomings that 
should be addressed by the research community in future works. One frequent limi-
tation lay in the limited size of the datasets, researchers faced challenges dealing 
with small sample sizes, restricting their practical applications in real-world settings. 
Indeed, ML particularly deep neural networks are data-hungry models, they need 
large amounts of training data to generate accurate predictive models. However, 
number of publications reporting on using datasets of a small number of student 
groups impacts the overall performance. Another concern relates to the generaliz-
ability of the findings since the majority of the studies were conducted in a limited 
context. It will be necessary to delve more deeply into the predictive models’ gener-
alizability by analyzing diverse learning environments using various combinations 
of modalities and with varied student populations. Exploring data-efficient methods 
(Adadi, 2021) including Data Augmentation and Transfer Learning as well as shar-
ing more and more public datasets will surely accelerate the research on PLA.

Another issue that should be addressed is privacy. PLA involves collecting sensi-
tive data from students. The protection mechanisms of such data are not systema-
tized in this LA pipeline, which leads to a negative perception of the use of LA in 
general. Hence, it is important to address the question of how privacy and security 
can be preserved when collecting and using educational data. A future step could 
consist of enhancing techniques for data anonymization to secure learners’ sensitive 
data and ensure the protection of their information. In the context of a collaborative 
or decentralized LA process involving different institutions, it could be promising to 
instigate technologies such as Federated Learning (Guo et al., 2020) for privacy-pre-
serving. Emergent technology Blockchain (Raimundo & Rosário, 2021) could also 
be promising for preserving the identity of students and securing their data.

One of the intrinsic drawbacks of ML models especially deep learning is the lack 
of interpretability, as it is difficult to determine what process has been used to deter-
mine the output. In certain cases, it is extremely difficult to understand why cer-
tain prediction was made. In consequence, educational managers may not trust such 
models to support their decision-making, especially if the future of a student is at 
stake. Explainable AI (Adadi & Berrada, 2018) is seen as a promising mechanism 
to increase algorithmic transparency and trustworthiness, which holds the potential 
to make LA outcomes more understandable and thus more acceptable. Incorporat-
ing visualization tools based on the prediction results to highlight students’ learn-
ing progress, will also help the learner comprehend his or her learning advancement 
more easily, and it will provide information for the teacher to understand each stu-
dent’s capability in the best way possible.

The COVID-19 pandemic, considered as the largest global crisis in a generation, 
has changed the norms of higher education and opened the door for new ways of 
learning, schooling, and socializing. Accordingly, it is normal to see new factors 
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starting to influence academic engagement and performance. Hence, in the future, 
more focus is expected on predictor variables related to student physical health and 
psychological state as well as student internet (virtual) behavior (Flanagan et  al., 
2022; Qiu et al., 2022). Specific real-time data types will be more used, such as face 
recognition, hand and eye tracking, movement detection, clickstream data, and bio-
medical signals analysis. While static data such as students’ demographics and aca-
demic status will take the back seat. Outcomes variables, on the other hand, would 
shift towards emotional engagement and enhancement of students’ satisfaction, crea-
tivity, and soft skills. Furthermore, as predictive learning will be more democratized 
in educational institutions, analysis of data related to other actors in the educational 
ecosystem including teachers, supervisors, and social workers will rise. Finally, Pre-
cision Learning as a way of adapting learning systems to meet the needs of an indi-
vidual student is a big subject of interest for PLA that needs more attention from the 
researchers in the field. Personalized Recommender Systems and Chatbot Assistants 
can play an important role in this regard to supply learners and teachers with per-
sonalized suggestions, information, and eventual warning in accordance with their 
prediction outcomes.

Finally, it should be noted that this review has some limitations. First of all, only 
articles in English with full papers available were included. This could result in 
review bias, however, we found it difficult and infeasible to review studies in all 
languages. Second, we only focused on works that “explicitly” limited the scope of 
their study to the Higher Education context and predictive modelling field. Thus, 
some relevant findings included in papers studying education in general might be 
not analyzed in this review. Last, smart predictive modelling is undergoing continu-
ous development. On the other hand, a systematic review follows a rigorous and 
long selection process. The review process began in March 2022, and since then 
the amount of literature on the subject had to be increased. However, given the type 
and diversity of the database sources used in this review and the selection process 
adopted, we are confident that a large part of the literature was covered and that the 
findings describe well the current state of research.

6 � Conclusion

This paper provided a systematic review of recent studies in PLA to determine cur-
rent trends and advancements in the field. Findings reveal that most of the existing 
publications utilized predictive modelling to assess students’ performance and pre-
dict those at risk of failing or dropping out. Meanwhile, other learning outcomes 
related to learners’ engagement, satisfaction, and enrollment have been addressed 
less frequently. Due to the increased use of blended/online learning settings, particu-
larly following the outbreak of the COVID-19 pandemic, most of the students’ data 
used for analysis came from electronic sources. This explanation also holds true for 
the types of features considered in publications; students’ behavioral data extracted 
from their logs were the most employed as predictors. As for the techniques used 
in the prediction, Artificial Neural Networks, Random Forest, and Gradient Boost-
ing placed first, second, and third, respectively, in terms of prediction accuracy 
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and usage frequency in comparison to other algorithms. The performance of algo-
rithms was commonly evaluated using the confusion matrix and the measurements 
obtained from it, the Mean Squared Error, and R-Squared coefficient. Spotted Limi-
tations open up the research horizon for more innovative, data-efficient, explainable, 
and privacy preserving models of prediction.
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