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Abstract

Empirical force fields commonly used to describe the condensed phase properties of complex
systems such as biological macromolecules are continuously being updated. Improvements in
quantum mechanical (QM) methods used to generate target data, availability of new experimental
target data, incorporation of new classes of compounds and new theoretical developments (eg.
polarizable methods) make force-field development a dynamic domain of research. Accordingly, a
number of improvements and extensions of the CHARMM force fields have occurred over the
years. The objective of the present review is to provide an up-to-date overview of the CHARMM
force fields. A limited presentation on the historical aspects of force fields will be given, including
underlying methodologies and principles, along with a brief description of the strategies used for
parameter development. This is followed by information on the CHARMM additive and
polarizable force fields, including examples of recent applications of those force fields.

Introduction

Empirical force fields (FF) have become integral tools in the study of complex phenomena
in numerous fields such as materials science and biomolecular simulations. The first protein
molecular dynamics (MD) simulation was performed in 1970 on a system of 458 atoms over
a length of 9.2 ps on an IBM 370, a top-of-the-line computer at the time, using precursor
versions of the program CHARMM and CHARMM force field.(1) From its initial
conception in the late 1970s to the present time, CHARMM and the associated force field
have evolved to allow for MD simulation studies to be performed on a host of systems of
different sizes, functions, and complexity. The current version of the CHARMM program,
which has been extensively reviewed by Brooks et al (2), is compatible with and has been
optimized for multiple types of computer platforms capable of running either in serial or in
parallel ranging from single processors PCs to clusters of multi-core processor machines to
shared-memory supercomputer installations.

The CHARMM additive force field, one of the most successful force fields in the study of
biomolecules, was first described in the seminal paper by Karplus and co-workers in
1983(3). Despite being an integral part of the CHARMM program, it can also be used with a
number of MD programs such as AMBER (4), NAMD (5) and GROMACS (6). It has been
the force field of choice in many landmark MD simulations, having been used, for example,
by Shulten and co-workers in 2006 for the first MD simulation that broke the one million
atom MD simulation barrier. Their work on the satellite tobacco mosaic virus, which marked
the first all-atom computational model of a full life form, was published two years later.(7)
The CHARMM force field was also used in MD simulations performed with ANTON, a
specialized supercomputer that executes MD simulations orders of magnitude faster than
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was previously possible.(8) These advances put additional demands on the force field with
respect to accuracy requiring continuous evolution of the parameters comprising the force
fields. Indeed, the ongoing evolution of the additive CHARMM force field is what allows it
to continue to be of utility for the study of molecular systems of more complex nature and
under a longer simulation time frame.

The purpose of the current review is to highlight recent developments in the CHARMM
force fields and with emphasis on work originating from our laboratory. Topics covered
include strategies employed in parameter optimization, limitations of the force field, and
their potential application in the discovery of new therapeutic agents. While the earliest
additive CHARMM force field focused on proteins and nucleic acids it has been since
extended to lipids (9, 10), carbohydrates (11–15), and to small, typically drug-like,
molecules (16) as well as more specialized chemicals, such as quartz (17). In addition,
recent enhancements in the protein (18, 19), lipid (9) and nucleic acid (20) force fields have
been presented. Current progress in the treatment of induced polarization in the context of
the Drude-based polarizable CHARMM force field will also be discussed.

Molecular Mechanics and the CHARMM potential energy function

The molecular mechanics approach was originally pioneered by Alder and Wainwright in
the late 1950’s(21). It consists of using a “balls-on-springs” scheme to represent molecules
where each ball corresponds to an atom and each spring a covalent bond. This representation
allows molecules to be modeled through Newtonian mechanics. Calculation of the forces
and integration of the Newton’s equation of motion allows the time evolution of a given
system to be calculated, thus giving birth to the field of MD simulations. In molecular
mechanics (MM) the potential energy of a system of particles is determined using a defined
functional form and associated parameter set, the combination of which is called a force
field. In MM force fields the properties of a system of particles are defined by the elasticity
of the covalent bonds, the suppleness of two or three adjacent bonds (valence and dihedral
angles), as well as the interactions that arise between non-bonded atoms (van der Waals
“vdW” and electrostatic interactions). These elements represent the individual contributions
to the energy of the system, which are ultimately combined allowing for the energy and
forces of a system to be calculated as a function of geometry.

The potential energy function comprising the CHARMM additive force field is

(1)

where R⃗ is the ensemble of coordinates of atoms in a system. Internal or intramolecular
parameters include bonds (b), angles (θ), Urey-Bradley (UB, S), dihedrals (χ), and
impropers (□) where K corresponds to their associated force constants and the symbols
having subscript “0” corresponding to the equilibrium values. Non-bonded terms include
Lennard-Jones (LJ) parameters εij (well-depth) and Rmin (distance of minimum interaction
energy), which are used to define the vdW interactions, and partial charges q, used in
Coloumb’s law to describe electrostatic contributions. Force fields based on this type of
energy function are referred to as “additive” as they don’t allow the electrostatic parameters
to change as a function of environment, such that the total electrostatic energy is simply a
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sum of all the individual atom-atom terms. Though a large number of force fields have been
developed based on the additive model and successfully applied to the study of biomolecular
systems, this representation does not account for the phenomenon of electronic polarization
and may be considered a significant approximation in these types of force fields.

Explicit inclusion of electronic polarization is expected to represent an important
improvement in empirical force fields. For example, in proteins, it was shown that non-
polarizable force fields share a systematic error in the calculated electrostatic potential due
to a lack of treatment of electronic polarizability.(22) To compensate for the lack of
polarizability the additive CHARMM FF, as well as most other macromolecular force fields,
deliberately overestimates molecular dipoles of compounds in the gas phase in order to be
able to reproduce electrostatic interactions that occur in condensed phase environments. In
other words, the parameters are optimized to better reproduce condensed-phase properties at
the expense of agreement with gas-phase data. As a basic illustration of the importance of
polarization, a water molecule has a gas-phase dipole moment of 1.85 D (23) but an average
dipole moment of 2.1 D in a dimer and even higher value in large water clusters (24). The
value for the dipole moment in condensed or liquid phase is indicated to be as high as 2.9 D
in X-ray and neutron diffraction experiments (25) and ab initio MD simulations have
predicted values around 3.0 D (26). Although systematic overestimation of molecular
dipoles has worked well in calculating structure and energetics of molecules in the
condensed phase, it fundamentally lacks the ability to describe locally induced polarization
events, an essential element in intermolecular interactions.

Several of the major energy functions for biological macromolecules, including CHARMM,
have been extended to include polarization effects with varying degrees of success. The
efforts have been centered around using three methods including induced dipoles,
fluctuating point charges, and classical Drude oscillators to describe polarizability.(27)
Details on the various implementations have been previously discussed in other reviews,
(27, 28) an issue of the Journal of Chemical Theory and Computation that specially
addressed polarization (29) and in a more recently published review (30). The classical
Drude oscillator is currently being implemented in the context of CHARMM by the
MacKerell and Roux groups.(31).

The implementation of molecular polarizability in CHARMM, based on the classical Drude
oscillator formalism, involves a massless point charge (ie. the Drude oscillator) being
attached to each non-hydrogen atom via a harmonic spring (32)(Figure 1). To model
polarization, the position of the additional point charge reacts to the surrounding
electrostatic environment, thereby effectively shifting the electron density of the system
leading to a change in the atomic and molecular dipoles. To include this effect the
electrostatic part of the potential energy function (Eq. 1) is extended by the following
equation

(2)

for a molecule of N non-hydrogen atoms, where qD and qC are the charges on the Drude
particle and its parent atom, respectively; rD and rC are their respective positions, and kD is
the force constant of the harmonic spring between the Drude oscillator and its parent atom.
In this model, the atomic polarizability (α) of an atom A is related to the charge of the
attached Drude particle and the associated harmonic spring through the following equation:
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(3)

Electrostatic interactions between the Drudes and other charged centers for the 1,4 atom
pairs (i.e. atoms separated by 3 covalent bonds) and beyond are treated through Coulomb’s
Law the same way as in the additive force field (33). However, 1,2 and 1,3 electrostatic
interactions (i.e. atoms separated by 1 or 2 covalent bonds, respectively), which are ignored
in the CHARMM additive force field, are reintroduced for Drude particles. These
interactions, corresponding to the 1,2 qD(A)-qC(A), or “Drude-parent”, and the 1,3 qD(A)-
qC(B), or Drude-adjacent parent, interactions described in Equation 2, are required to create
the correct dipole response in a molecule. However, since these electrostatic interactions
occur at close proximities, the point charge approximation is unsuitable. To circumvent this
issue, the CHARMM Drude force field introduces a damping function initially developed by
Thole (34). The Thole screening function

(4)

is applied to interactions between two atom centers with charges qi and qj, where rij is the
distance between the atom centers and the normalized distance is defined as

(5)

such that αi and αj are the polarizabilities of respective charge centers and α, the Thole
parameter.

In addition to the Drude model two other polarizable models have been introduced into
CHARMM. The polarizable fluctuating charge model has been implemented by Patel,
Brooks and co-workers.(35, 36) This method allows the values of the partial charges to
respond to the electric field of their environment effectively altering the molecular dipole
using an electronegativity or chemical potential equalization scheme. The CHARMM
implementation of the fluctuating charge model has been applied to study small-molecule
liquid-vapor interfaces, solvated proteins/peptides, and physiological membrane systems, in
which calculation of free energies of solvation was made possible.(37) In addition, Gao and
coworkers have introduced the induced dipole model into CHARMM (38). In this model a
tensor is applied to each atom in the system to define polarization. Implementation of
multiple methods to treat electronic polarization in CHARMM is a feature that will facilitate
future force field development.

Parameter Optimization: Strategies and Considerations

Independent of the form of the potential energy function, a force field is only as good as the
quality of the associated parameters. To obtain parameters of sufficient accuracy a procedure
is followed in which the parameters in Equation 1 are optimized to reproduce a variety of
target properties such as molecular geometries and vibrations, pure solvent properties, and
free energies of solvation, among others. The general outline of the parametrization process
has been described for the CHARMM additive force field in earlier publications (33, 39) and
is depicted in Figure 2. Note that parameter optimization is an iterative approach and several
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rounds of parametrization are typically required until convergence is achieved. A common
strategy in parameter optimization of biological macromolecules is decomposition of the
large molecules into smaller model compounds. The advantages are twofold. First, it breaks
complex systems into smaller models that are easier to treat using both MM and QM
methods. Second, for smaller systems more experimental data are available for smaller
systems, including thermodynamic properties of condensed phases, such as heats of
vaporization or free energies of aqueous solvation, much of which is essential for accurate
optimization of the nonbond portion of the force field. This approach assumes that
parameters from the smaller models are transferable to the macromolecules, an assumption
that is valid to a limited extent. Figure 3 illustrates how proteins can be decomposed into
smaller model compounds; N-methyl acetamide describes the peptide bond, the alanine
dipeptide models the protein backbone, and each sidechain is modeled by a corresponding
valence-saturated model compound. Similar decompositions are employed for nucleic acids,
carbohydrate, lipids, as well as in the construction of larger drug-like molecules from
fragments. A well-thought optimization strategy is not only the key to obtain accurate
reproduction of QM and experimental target data but also to reduce the labor required to
parametrize a molecule.

Selection of Target Data

A very important step in parameter optimization is the selection of target data. Force field
parameter determination is an under-determined and nontrivial problem difficult to automate
and very much dependent on human intervention. For the CHARMM force fields a
combination of QM data and experimentally determined properties are considered. Although
increases in computer power have allowed bigger systems to be studied with more accurate
methods, sole reliance on QM methods is inappropriate. This is particularly important for
optimization of the nonbond parameters, where dispersion interactions play an important
role. However, it should be emphasized that the availability of high quality experimentally
determined structural properties (e.g. geometries, vibrations, and conformations) is limited
to small molecules, including constituents of nucleic acids and proteins, leading to a reliance
on QM data. Macroscopic condensed phase properties such as heats of vaporization or
sublimation and free energies of hydration are available for many of the building blocks
from which the force field is hierarchically constructed. Although many of these data do not
provide an atomic level picture of molecular interactions, when combined with the atomic
details provided by QM and structure-based experimental methods (ex. X-ray
crystallography and neutron diffraction) they are ideally able to produce a balanced force
field, i.e. one that performs well at the atomic level but is also able to reproduce condensed
phase experimental properties. The difficulty of attaining this was noted in a 1995 review
paper by Halgren (40) in which he commented on the future of force fields:

“The past two years have seen a veritable beehive of activity in force field
development. Remarkably, this period has seen the (…) completion of significant
re-parameterizations of two currently widely applied force fields - CHARMM and
AMBER. That these force fields differ substantially in form and in manner of
derivation serves to emphasize that force field development is still as much a matter
of art as of science. Someday, consensus on the form and manner of
parameterization of molecular force fields may exist, but for now much remains to
be learned. This is as it should be, for the problem being addressed is a hard one: to
capture faithfully in a computationally tractable model enough of the real,
quantum-mechanical physics to insure that a bio-molecular simulation, properly
carried out, will yield a correct answer to useful precision.”

Fifteen years later the vision of Halgren has yet to materialize. Force field development is
still as much of an art as it is a science. Improvements in QM methods alone have yet to
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solve the problem and human intervention continues to be extremely important to properly
weight the various QM and experimental data being considered during parameters
optimization. Finally, problems associated with parameter correlation continue to be a
problem.

Optimization procedure

Parametrization of the CHARMM force field consists of obtaining appropriate
intramolecular (bond, angle, dihedral, Urey-Bradley and improper, or “out-of-plane”, terms),
vdW, and electrostatic parameters that adequately reproduce the selected target data.
Determination of the electrostatic parameters differs between the additive and the Drude
polarizable force fields in that the polarizabilities (Eq. 3) and Thole factors (Eq. 4) need to
be optimized in addition to the point charges in the additive force field. Here, we describe
the strategies behind the various steps depicted in Figure 2 that are involved in parameter
optimization for the additive and Drude polarizable force fields. As was suggested earlier,
parametrization is a tedious process that directly affects the outcome of subsequent usage. It
is therefore a requirement that this task be performed in a careful and consistent fashion.

The development of an accurate electrostatic model is one of the more tedious steps in the
parametrization workflow, laying the foundation for the model to reproduce the proper
electronic response as a function of environment. In the additive CHARMM force field
optimization of point charges is based on a supramolecular approach where the charges are
adjusted to reproduce QM HF/6-31G(d) interaction energies and geometries of the model
compound with, typically, individual water molecules as illustrated in Figure 4. Placement
of water molecules at different orientations around the molecule has the distinct advantage
of implicitly accounting for local electronic polarization, a desirable feature for accurate
reproduction of condensed phase properties. In addition, interactions with water are often
supplemented with dimers of the model compounds and with dipole moments of the models,
with the dipole moments overestimated to account for condensed phase effects.(39, 41). For
a number of biomolecular force fields the most common optimization methods are based on
QM electrostatic potential (ESP) approaches. ESP methods consist of determining atomic
charges based on reproduction of QM ESP evaluated on a grid surrounding the model
compound.(42–44) The advantage of these methods is of convenience since charges can be
determined quickly for any compound for which the QM ESP can be determined. An
extension of ESP methods is the inclusion of restraints during fitting, referred to as the
restrained ESP (RESP) approach,(45) which overcomes limitations on the determination of
charges on buried atoms.(46) It is important to take note that solutions from both
supramolecular and ESP approaches are conformation dependent, requiring care in selecting
the appropriate conformation or conformations when performing the charge optimization.

Electrostatic parameters in the Drude polarizable force field are obtained from restrained
fitting to perturbed QM ESP maps calculated on grid points located on concentric Connolly
surfaces around the molecule. In some cases fitting is supplemented with reproduction of the
molecular dipole moment and diagonal elements of the polarization tensor.(31) The
determination of the atomic polarizabilities and Thole factors (34) requires multiple
perturbed ESPs, typically calculated at the B3LYP/aug-cc-pVDZ level, each giving the
electronic response of the molecule to a point charge. Perturbing ions are placed mainly
along chemical bonds and lone pairs. To more accurately reproduce hydrogen-bond
interactions as a function of orientation lone pairs (LPs) are added to hydrogen bond
acceptors. LPs typically carry the charge of the atom to which they are attached (N, O or S)
while the associated polarizability and Thole factor are assigned to the parent atom. In
addition, anisotropic polarizability of hydrogen bond acceptors was found to be required to
reproduce interactions with ions as a function of orientation (see reference (47) for an
example on sulfurs and Figure 5 for an illustration). Although gas-phase dipoles are readily
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reproducible with full atomic polarizabilities, scaling of the polarizabilities was shown to be
necessary to reproduce condensed-phase properties as seen in the SWM4-DP and SWM4-
NDP water models.(48) A scaling factor of approximately 0.7 was found appropriate for the
water models but for other classes of molecules scaling factors ranging from 0.6 to 1.0 were
shown to be appropriate with 1.0 being full polarizability. For instance, a scaling factor of
0.7 was used in thiols and a factor of 0.85 was needed for dimethyl disulfide and 0.6 for
ethylmethyl sulfide (47). Other scaling factors are 0.7 for primary and secondary alcohols
(49), 0.85 for aromatics (50), N-containing heterocycles (51), nucleic acid bases and ethers
(52) and 1.0 for alkanes (53). A value of 0.724, identical to the water model, was recently
used in ion parameters(54). Final optimization of the polarizabilities consists of testing the
model for reproduction of the pure solvent dielectric and adjusting the polarizability scaling
if necessary. A generalization can be made here such that, although scaling factors will
differ from one class of model compounds to another, they will remain in the
aforementioned range.

Determination of the vdW terms is one of the most important aspects in the development of
a force field for condensed phase simulations and is indeed the most tedious step in the
process. Jorgensen pioneered the use of condensed phase simulations, usually pure liquids,
as the basis for optimization of the LJ parameters.(55, 56) Typically, once partial atomic
charges are assigned via the supramolecular approach, the LJ parameters for a model
compound can be adjusted to reproduce the experimentally determined pure solvent heat of
vaporization and density, as well as isothermal compressibility and heat capacity, crystal
heat of sublimation and lattice geometry and/or free energy of aqueous solvation, as
available. Although this is an effective method for the fine-tuning of the parameters, the
solution is by far trivial. A major issue is the parameter correlation paradigm, such that LJ
parameters for different atoms in a molecule (e.g., H and C in ethane) as well as between the
εij and Rmin terms on an individual atom can compensate for changes in each other, making
it difficult to pinpoint the “correct” LJ parameters of a molecule based on reproduction of
condensed phase properties alone.(57) To overcome this problem a method has been
developed to determine the relative value of the LJ parameters based on high level QM data
(58) and the absolute values based on localized εij and Rmin scans for the reproduction of
experimental data.(59, 60) This approach requires supramolecular interactions between rare
gases and the model compound. However, once satisfactory LJ parameters are optimized for
atoms in a class of functional groups they can often be directly transferred to other
molecules with those functional groups without further optimization.

Reproduction of experimental hydration free energies reflects how well the electrostatic and
vdW parameters reproduce interactions with bulk water. This property is especially
important in the determination of the free energy of ligand binding, where the solvation free
energy of the ligand plays a major role in the overall binding affinity. Recently, in the
context of the polarizable Drude force field, it has been shown that atom-pair specific LJ
parameters need to be used in order to minimize discrepancies between calculated and
experimental hydration free energies while simultaneously reproducing pure solvent heats of
vaporization and molecular volumes. This can be achieved through the NBFIX facility in
CHARMM, and consists of overwriting well-depths and vdW radii based on the standard
combination rules with atom-pair specific Lennard-Jones parameters (e.g. atom-Ow) that are
optimized to reproduce the aqueous free energies (19). As shown in Table I this has led to
considerably better agreement with experimental values for free energies of hydration
calculated with the Drude polarizable force field versus those calculated with the additive
force field. The need for atom-pair specific LJ parameters is due to limitations in the
combining rules currently use; (19) efforts are ongoing in our laboratory to identify new LJ
combining rules such that atom-pair specific parameters will not be required.
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Optimization of the internal parameters in the CHARMM force field relies heavily on QM
calculations and data from the Cambridge Crystallographic Database (61). The
parametrization effort consists of determining appropriate force constants and equilibrium
values for the bond, angle, improper and Urey-Bradley terms and force constants,
multiplicities and phase angles for the dihedral term. Target data includes geometrical
information, supplemented by vibrational spectra, including assignments of the normal
mode contributions in terms of primitive modes.(62, 63) In compounds with rotatable bonds,
conformational energies as a function of rotation around those bonds are used as additional
target data for the optimization of the associated dihedral parameters (64, 65). Examples
include the peptide bond and the glycosidic linkage (11, 12). An automated fitting program
is currently available (66) and is especially useful for large multidimensional target data sets
such as those generated for glycosidic linkages between monosaccharides (11).

It should again be noted that the parameter optimization process follows an iterative
approach (Figure 2). Thus, if changes are made to one aspect of the parameters for a model
compound, other parameters have to be re-evaluated with respect to reproduction of the
target data and optimized as required. While this may be considered tedious, given the now
extensive nature of the CHARMM force fields, this procedure typically only requires two or
three cycles to reach an adequate level of convergence.

Recent developments and applications of the CHARMM additive force field

While a range of parameters in the context of the additive force field are available,
continuous optimization and development efforts have improved the accuracy and expanded
the coverage of the CHARMM additive force field allowing more accurate simulations on
heterogeneous molecular systems. Current versions of the additive force field include
CHARMM22/CMAP (39, 67) for proteins, CHARMM27(68) for nucleic acids,
CHARMM36(9, 10) for lipids, CHARMM37(11–15) for carbohydrates, and CGenFF(16)
for small molecules. As discussed below, updates of the CHARMM22/CMAP protein and
CHARMM27 nucleic acid parameters are nearing completion as of the writing of this
article. The parameters are available at the MacKerell group web page at (http://
mackerell.umaryland.edu/CHARMM_ff_params.html) as well as being included with the
CHARMM package. It should be emphasized that these different parameter sets are
subgroups of the unified CHARMM additive force field as all the contained parameters are
compatible, a prerequisite for calculations of complex heterogeneous systems. Recent
adjustments to the organization of the individual files will facilitate the application of the
CHARMM force field to such systems. This section will provide information
complementary to previous published reviews (33, 39) on recent improvements and
extension in the additive force field in CHARMM. Discussions about the current progress in
the CHARMM polarizable force field will ensue.

Polypeptides and Proteins (CMAP)

The protein φ/ψ parameters are crucial for accurate simulation and sampling of the
conformational properties of polypeptides and protein. Studies from around the turn of the
millennium indicated that the intrinsic form of the dihedral term in the potential energy
function limits the ability of force fields in reproducing QM data and experimental structures
of proteins (69) as well as the ability to fold small peptides. To address this issue,
improvements in the backbone energetics of the CHARMM22 force field were undertaken
in the form of a 2D dihedral energy correction map (CMAP) that could be applied to the φ/ψ
surface.(67) Since alanine is the common denominator for all natural amino acids with the
exception of glycine and proline, CMAP was calculated based on QM φ/ψ energy surfaces
of the alanine dipeptide. The correction grid applies to all residues in the CHARMM22 force
field except glycine and proline for which separate CMAPs were implemented. This alanine
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dipeptide-based CMAP was further adjusted empirically through MD simulations of protein
crystals and small peptides, with the latter using an implicit solvent model, bringing
significant improvements in reproducing crystallographic φ/ψ distributions.(70)
Furthermore, a study on hen lysozyme has shown that CMAP corrections significantly
reduce the discrepancies in the backbone dynamics between CHARMM22 and NMR
observations.(71) The force field containing this grid-based energy correction scheme is
referred to as CHARMM22/CMAP.

The CHARMM22/CMAP force field has been used to study the dynamics of various
systems in contexts ranging from structure-function analysis of proteins as well as drug
development. Guvench et al (72) performed MD simulations to elucidated the structural
basis for substrate binding in SHP-2, a non-receptor tyrosine phosphatase. It was shown that
substrate pY-peptide binding is modulated by Tyr66, which, through conformational
flexibilities in its backbone, acts as a gate for the binding cleft. CHARMM was also used to
derive the mechanisms for binding of the anticancer drug imatinib to its receptor.(73) In this
study, a combination of CHARMM22/CMAP and newly developed parameters for imatinib
were used to conduct free energy calculations yielding good agreement with experimental
binding affinities and allowed the researchers to suggest imatinib modifications with
improved binding. Long MD simulations on the order of hundreds of nanoseconds are often
required to trace subtle structural changes in proteins that could play pivotal roles in activity.
Such is the case for the recent structure-activity relationship (SAR) assessment of the
naturally occurring small protein PcFK1 that displays antimalarial properties.(74) Correlated
movements of the loop, turns, and sheet regions on the protein were identified through 150
ns simulations of wild-type and mutant forms of PcFK1 using the CHARMM22/CMAP
force field, from which a SAR model was developed. This diverse set of examples
demonstrates the breadth of applications possible with and the fidelity of simulation results
offered by the CHARMM22/CMAP force field.

The ability to accurately reproduce experimental structures and energies is essential for
successful applications of force fields in MD simulations. One major issue with
CHARMM22/CMAP is that although CMAP corrections gave better agreement with NMR
measurements for folded proteins, simulations of unstructured peptides such as Ala5 is
biased towards α-helical conformations.(75) Efforts to address the problem including
revisions of the CMAP and amino acid side-chain torsions are ongoing (R. Best, M. Feig, X.
Zhu and A. MacKerell, Personal communication). Tests of the new parameters are currently
pending completion and release of these parameters is anticipated by the time this article is
published. Improvements of secondary structure and sidechain torsion sampling brought to
the CHARMM protein force field will likely improve the quality of MD simulations for the
study of both the structural and dynamical properties of proteins.

Nucleic Acids

The CHARMM27 nucleic acid force field(68) was developed to fully support computational
analysis of DNA and RNA. It consists of a full reoptimization of an earlier version of the
CHARMM additive force field for nucleic acids that was shown to favor the A form of
DNA.(76) CHARMM27 has been used in a study by Priyakumar and MacKerell (77) to
investigate DNA base-flipping, which has provided a detailed understanding of the
mechanisms and free energy profile for the breaking of Watson-Crick base-pairing and base
stacking interactions associated with a C:G base flip. In another study, DNA:RNA hybrid
systems were simulated and shown to yield good agreement with experimental observations
(78). A separate study examined the structural basis of DNA triplex formation (79) and the
impact of base modification on triplex sequence specificity. Results from the simulation will
aid the design of efficient triple helix-forming oligonucleotides useful for gene targeting.
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One issue that remains to be addressed is the overestimation of BI/BII ratio for DNA
duplexes such that unrestrained simulations fail to reproduce the sequence-dependent BII
populations, a problem also seen in other force fields.(80) This offers room for further
improvements to the CHARMM27 force field so to expand its utility in the study of the
conformation, energy, and sequence-dependent behavior of nucleic acids; efforts to address
the BI/BII issue are ongoing (L. Nilsson and A. MacKerell, Personal communication)

CHARMM27 has also been shown to be of utility in the context of RNA. One recent
example is a study of the adenine riboswitch (81) as well as the DNA:RNA hybrid study
mentioned above. Another study noted the presence of local opening of WC base pairs in
duplex RNA, an phenomena indicated to be consistent with experimental data for GC base
pairs but not for AU pairs (82). Other studies include MD simulations of a protein-RNA
complex (83), structural characterization of the locked nucleic acid-RNA duplexes (84), and
free energy profile of base-flipping in dsRNA (85). Two recent studies in which both the
CHARMM27 and AMBER (param99) force fields were used are of particular interest. In a
study investigating folding of two RNA hairpins based on potential of mean force
calculations (86) it was observed that the AMBER force field significantly overestimated the
experimental folding energy while CHARMM27 was in significantly better agreement with
experiment, though one of the hairpins was indicated to be slightly unstable at room
temperature. A second study involved a RNA 18-mer duplex (87) that showed the RMS
fluctuations in MD simulations using AMBER to be significantly lower than that of
CHARMM27, with the AMBER model staying closer to the canonical starting structure. To
understand these phenomena, as well as local base opening seen in these CHARMM27 RNA
simulations, systematic analysis was undertaken from which the sampling of the 2′OH
moiety was identified as a possible cause of the local opening. Adjustments to the
corresponding parameters were made and a number of models were obtained in which base
opening was decreased (20). Notably, the new models lead to significantly improved
reproduction of a range of experimental data, including better agreement with crystal and
NMR structures, while still yielding free energies of folding of the RNA hairpins studied by
Deng and Cieplak (86) similar to those calculated with CHARMM27, indicating the
adjustments to not over stabilize the folded state. It is anticipated that the optimized
parameter set will be referred to as CHARMM36.

Lipids

The CHARMM27r(88) lipid force field has been used for the study of biological systems
involving the lipid bilayer. Recent publications include, for example, elucidation of the free
energy profile and barriers for cholesterol flip-flops in three different types of lipid
environments(89), simulation of a peptide in lipid bilayers(90) to better understand the
dynamics of peptides as a function of membrane type and thickness, and exploration of the
mechanism behind which a serine protease is anchored to a bilayer(91). Success of these
studies is associated, in part, with revisions of the original CHARMM27 force field. In the
revision parameters for the aliphatic tails were optimized using high level QM calculations
as target data to yield better agreements with NMR order parameters for the aliphatic tails.
However, one major flaw exists in the CHARMM27r version where positive surface tension
of the bilayer results in shrinking of the membrane to a gel-phase state well above the
transition temperature.(92) This flaw has been recently addressed by Klauda et al. (92)
where headgroup torsions parameters and LJ and partial atomic charges of the ester linkage
were re-optimized to yield the CHARMM36 lipid force field. This version reproduces
experimental surface areas for saturated and unsaturated lipid bilayers, which prevents
unwarranted shrinking of the lipid bilayer. One issue that remains to be addressed is that of
the treatment of long-range LJ interactions, which, as discussed by the authors of the
CHARMM36 article, is different for monolayers than with bilayers, with the latter being
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correctly treated with standard truncation methods common to all simulation programs.
Accordingly, the CHARMM36 version of the lipid force field is suitable for the majority of
the current research interests involving lipids including heterogeneous systems involving
bilayers.

Carbohydrates

The additive CHARMM force field has historically contained a limited number of
parameters for carbohydrates(93). It has recently been extended to include a range of
carbohydrates, an omnipresent entity in cells that is essential in many cellular processes.
Modeling of carbohydrates is further driven by scientific interest in understanding their
biological and physiological functions in complex systems involving glycoconjugates and
carbohydrate-protein complexes. In contrast to proteins, carbohydrates lack clear structural
classifications.(94) While some polysaccharides have a regular repeating unit that favors
structural periodicities, many are widely diverse, varying in the context of multiple factors
such as the types of constituent monosaccharides and the type of the glycosidic linkages,
variations that effect their ability to form regular structures and repeating networks of
hydrogen bonds formed by the constituent hydroxyl groups.(95–97) Such structural diversity
presents a challenge for the development of reliable parameters.

In the past few years, development of a carbohydrate force field compatible with the
additive CHARMM force field has taken place in our group. The work has been systematic,
covering major classes of mono- and disaccharides. As a result parameters are currently
available for hexopyranose (15), aldopentofuranose (14), and fructofuranose (14)
monosaccharides and as well as an extensive set of glycosidic linkage types (11, 12) as
required to study di- and polysaccharides. In addition, optimization of parameters for non-
hydroxyl moieties present in eukaryotic carbohydrates is nearing completion.

Development of CHARMM force field parameters for cyclic hexopyranoses and furanoses
(Figure 6) and acyclic polyalcohols, acyclic carbohydrates, and inositol followed a common
approach, including the usual array of target data: QM optimized molecular geometries,
experimental geometries derived from small crystals, vibrational frequencies, solute-water
interaction energies, molecular volumes, and heats of vaporization or sublimation. One of
the more time consuming stages is the extensive QM sampling of conformational space of
the furanose monosaccharides was for the two-dimensional ring pucker energy surfaces.
Parametrization of acyclic polyalcohols, acyclic carbohydrates, and inositol had been
complicated by the intramolecular hydrogen bonds and by the increased flexibility of the
compounds versus their cyclic counterparts. The strategy employed to solve this problem
was to perform constrained optimizations, with a total of ~1,500 conformations considered.
In all cases, simultaneous consideration of a vast amount of QM data presents a challenge.
To deal with that an automated scheme(66), based on Monte Carlo simulated annealing
(MCSA), was used to accommodate the large amount of data. The performance of the newly
developed force field parameters was evaluated by comparing experimental and calculated
condensed-phase properties from MD simulations. Good agreement was found for crystal
lattice parameters and densities, diffusion coefficients as well as NMR proton-proton
couplings in aqueous solution in a subsequent study(98) and is indicative of the quality of
the CHARMM force field parameters for carbohydrates.

Parameters for Small Molecules: Applications in Drug Design

An important utility of empirical force fields is to aid in the design and development of new
therapeutic agents.(99, 100) Because of the extent of structural and chemical diversity in
drug molecules, parameters geared towards transferability across a wide range of
compounds is required and sought after by many force field development communities.
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Fulfilling this purpose are specialized force field parameters including MMFF (101),
AMBER GAFF (102), CVFF (103), COMPASS (104) and the commercial version of
CHARMm (105). These force fields are appropriate, for example, for methods that identify
biologically active or “lead” compounds from a large database of small molecules as well as
computer-based de novo molecular design of drug-like molecules. Using the aforementioned
force fields new drug entities can be readily assembled, analyzed, and subjected to
computational predictions of activity. However, it should be emphasized that reliable
calculations such as those required for target-based structure optimization of lead
compounds require the use of a well-balanced force field that properly treats both the drug
and target (e.g. protein) molecules. In addition, to accurately capture the subtle differences
across a series of test compounds it is generally necessary that at least some level of
parameter optimization of the molecules of interest be performed, due to the inherent limited
transferability of parameters within a force field. With sufficient optimization, a force field
can provide superior accuracy in conformational sampling and energy evaluations, leading
to improved results from a variety of techniques such as 4D-QSAR(106), conformationally-
sampled pharmacophore (CSP) (107) and related methods, as well as free energy
perturbation calculations (108).

The increasing need for computational analysis of drug-like molecules was the driving force
behind the development of the CHARMM General Force field (CGenFF) (16). Over 100
common and medicinally useful molecular scaffolds and linkers have been formally added
to the existing collection of model compounds in the CHARMM force field. From this pool
of model compounds, researchers can intuitively assemble compounds of interest, followed
by evaluation of the quality of the resulting model and optimization of selected parameters
to improve the accuracy of the treatment of the molecule of interest. Typically, one would
only need to optimize the linker regions between ring systems. A summary of the steps
involved in creating a new molecule is shown in Figure 7. CGenFF was conceived using a
methodology consistent with the parametrization philosophy behind the biological
CHARMM additive force field. As a result, CGenFF is fully compatible with the biological
portions of the force field, which makes possible simulations of heterogeneous systems such
as protein-ligand interactions. This concept is similar to the philosophy used in OPLS (109,
110). For complex systems or cases where a large number of molecules need to be studied,
scripts that generate initial guesses of the atom type and parameters are available on the
MacKerell group web page (http://mackerell.umaryland.edu/) and efforts are ongoing with
respect to the development of a web server that automatically assigns atom types, charges
and parameters (https://www.paramchem.org/). The ultimate goal of that server will be the
ability to validate and optimize selected parameters, a capability that is anticipated to
facilitate the expansion of CGenFF to cover a larger range of chemical space. The
availability of CGenFF will likely spur additional interest in computer-aided drug design
using the CHARMM force field.

Recent advances in the CHARMM polarizable force field

The initial step in developing the polarizable force field based on the Drude oscillator was
the parametrization of water. A four-site polarizable water model SWM4-NDP was
developed(48). In this model, Drude particles have negative charges rather than positive, as
was in the previous SWM4-DP model (111). Such representation more accurately reflects
the shifting of electron distributions associated with changes in the environment. The
convention of using negatively charged Drude particles has been maintained in subsequent
development efforts. SWM4-NDP yields a clear improvement over the additive TIP3P (112)
model in that both gas-phase dipole moments and condensed-phase dielectric constant are
simultaneously reproduced with high accuracy. The ability of reproducing the orientation
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and extent of quadrupoles is also a clear indication of the superiority of the polarizable water
model over that of the additive.

From the time the 4-point polarizable water model SWM4-NDP was published (48) until
now, significant progress has been made in the development of CHARMM polarizable force
fields for proteins, lipids and nucleic acids. Current available model compounds for proteins
include the backbone N-methylacetamide (113) and amino acid sidechain models such as
alkanes (53), alcohols (49), aromatics (50, 51), amides (113), and sulfur-containing
compounds (47). Compared to the additive force field, polarizable models display increased
accuracy in gas-phase dipole moments, dielectric constants of bulk solvents, and free
energies of solvation. Finalization of both the peptide backbone and sidechain parameters is
ongoing and preliminary simulations of small polypeptides as well as full proteins have been
performed. A full polarizable model of DPPC lipids has been created and successfully
applied to simulate a bilayer (114); additional optimization of that model is ongoing. In
addition, parameters for nucleic acid bases have recently been reported (115) and
preliminary simulations of DNA and RNA have been performed. Finally, optimization of
Drude parameters for carbohydrates has been initiated, such that the availability of a
comprehensive Drude polarizable force field for biological molecules in the next several
years is anticipated.

Development efforts have also extended to ions, which are not only an integral part of the
cellular environment but also an important component of metalloproteins (54, 116). One
major issue encountered during this optimization was that of polarization catastrophe, as
seen in other polarizable models (38, 117, 118). This primarily results from strong
Coulombic interactions that overcome LJ repulsion and lead to uncontrolled drifting of the
Drude particle away from the atomic center when atoms approach to closely, a problem
enhanced most notably in the case of dications. To address this issue the Drude energy
function was extended to include an anharmonic hyperpolarizability damping term

(6)

where a force constant Khyp is applied once the Drude displacement, Δr, is a distance greater
than Δrcut. This term limits the maximum displacement of Drude particles with negligible
effects on the overall electrostatic properties. The force constant of 40,000 kcal/mol/Å4 was
selected based on QM-estimated maximum induced dipole of halide anions such as Br− and
I− (54). A Δrcut of 0.2 Å is currently used for simulations of biomolecules using the Drude
polarizable force field in CHARMM. Implementation of the damping function provides an
effective way to minimize the polarizability catastrophe issue commonly seen in polarizable
force fields.

Conclusion and Perspectives

Molecular mechanics as a tool to investigate experimentally difficult to access properties of
molecular systems has gained wide acceptance within the scientific community. After years
of effort, the CHARMM additive force field has evolved into a full featured force field
capable of treating biologically relevant macromolecules: proteins, lipids nucleic acids and
carbohydrates as well as a range of small drug-like molecules. Improvements in this force
field, which relies on fine-tuning of parameters to reproduce an ever increasing collection of
QM and experimental data, are ongoing.

Aside from fundamental algorithmic changes and advances in computer power,
improvements in empirical force field can be made in three tiers. These include
modifications to the underlying form of the potential energy function on which the force
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field is based, expansion of the number of explicitly parametrized model compounds, and
additional refinements of available force fields. In this review all three of the issues have
been addressed in the context of the CHARMM force field development efforts. Moreover,
as computational power continues to increase and conformational sampling methodologies
improves, it will be possible to both improve present force fields as well as extend empirical
force fields to more complex energy functions, as evidenced by ongoing efforts in the
development of polarizable force fields. It is anticipated that the inherent advantage of
polarizable force fields over current additive models will allow them to be of significant
utility in the application of molecular mechanics approaches to solving biological questions.

As a final word, we must bear in mind that even the most accurate force field is only as good
as the computational design with which it is applied. Carefully crafted calculations require
an understanding of the strengths and weaknesses of the applied force field. These
considerations are also important for interpreting results from the calculations. With this
review we hope to provide a basis towards an expanded understanding of force fields with
the purpose of facilitating proper implementation of the CHARMM force fields.
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Figure 1.
Schematic representation of how atomic polarizability is treated in the CHARMM
polarizable force field using methanol as an example. Drude oscillators (or particles)(blue,
“D”) are attached to non-hydrogen parent atoms through harmonic bonds (dashed lines).
Oxygen lone-pairs (green, “LP”) are connected with constrained bonds, angles, and
dihedrals relative to the C-O-H plane. Hydrogens are not considered as polarizable entities
in this model.
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Figure 2.
A simplified parametrization flow chart.
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Figure 3.
Illustration of model compounds used in the parametrization of the CHARMM additive
protein force field. (a) N-methyl acetamide is used to model the peptide bond; (b)
sidechains, such as in PHE, are modeled by analogous compounds that include terminating
methyl or ethyl groups; (c) alanine dipeptide is the model compound for optimization of the
ϕ/ψ torsional parameters including CMAP corrections.
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Figure 4.
Orientation of test water molecules around the polarizable atom of interest exemplified
through ethanethiol. Carbon is in cyan, sulfur in yellow and LP in blue. “120” is probing for
interactions along the S-LP axis. “180” is oriented towards the C–S bond. “BIS” water
points at the bisection of the C-S-H valence angle. “PR” is pointed directly at the sulfur
proton and along the S–H bond.
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Figure 5.
The anisotropic nature of polarizability for a sulfur atom in ethylmethylsulfide is probed
using +0.5e point charges placed on two perpendicular arcs (inset). Differences between QM
perturbed and unperturbed electrostatic potentials are used to determine polarization
response as a function of orientation. Polarizability anisotropy parameters are fitted to
reproduce relative response curves obtained through quantum mechanical calculations.
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Figure 6.
Cyclic hexopyranose and furanose compounds parametrized for the CHARMM
carbohydrate force field.
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Figure 7.
Flowchart for the determination of parameters for drug-like molecules as described in
reference 16. 3-phenoxymethylpyrrolidine is assembled from two of its constituents,
ethoxybenzene and 3-hydroxymethyltetrahydrofuran, available from the CGenFF.
Parameters were identified for the pyrrolidine group by analogy. Optimization of the
dihedrals I, II, and III is required to produce an accurate computational model for this
molecule.
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