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Abstract 

 

Computer vision and its application is promising in several areas of health and well-being. Re-

search within computer vision has made substantial progress during the past several decades, and 

will likely bring forward rapid advancements, especially when it comes to fast, real-time detection 

and recognition of different patterns or objects within health and well-being. This kind of real-time 

monitoring within computer vision has expanded rapidly during the last decades. The aim of this 

article is to present some of these advancements. Focus lies on current gesture recognition for real-

time detection of human emotions and alertness, sign language translation, detection of safety criti-

cal incidents such as fall incident detection, functional vision aids for partially and fully blind per-

sons, tele-surgery, computer vision based diagnostic health examination methods (endoscopy, pho-

toplethysmography, and digital mammography), and computer vision based aids within rehabilita-

tion. Recent research shows that computer vision based real-time monitoring is a valuable aid 

within many fields of health and well-being that enables and aids people. Computer vision is also 

an emerging research field and direction that requires multi-disciplinary collaboration and deploy-

ment of advanced machine learning methods. 
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1 INTRODUCTION 

The field of computer vision is the science and technology that focuses on the develop-

ment and implementation of algorithms, which allow computers to “see” or “understand” 
and extract data from an image or video that is necessary to solve a task [1] [2]. Computer 

vision can be seen as a process where input of images, either still or video, produces an 

output with different characteristics or parameters related to the images in a rapid, accu-

rate and comprehensive way [3] [4]. This kind of image or object detection, interpretation, 

recognition, understanding or tracking is highly relevant in modern intelligent control, 

and has been applied in many different parts of modern society, like robotics, surveil-

lance, monitoring and security systems [3] [5]. Computer vision also includes methods 

for acquiring, processing and under-standing complex constructions to model, replicate 

and even exceed human vision to perform useful tasks [4] [6]. Technologies that rely on 

computer vision are already, and will most likely be, used in a myriad of services and 

devices in the future, including smartphones, cameras, wearable technology and monitor-

ing equipment [6]. 

 

Computer vision and its application is promising in several areas of health care and will 

likely bring rapid advancements, especially when it comes to fast detection and recogni-

tion of different objects or patterns [2] [6]. Research with-in computer vision has made 

substantial progress during the past several decades. According to [7], there are four ma-

jor healthcare research domains, where computer vision has, or likely will have, a bigger 

impact: 

1. analysis of medical images, 

2. computer vision techniques for predictive analytics and therapy, 

3. fundamental algorithms for medical images, and 

4. machine learning techniques for medical images.  

Research on this type of task-oriented image analysis or understanding has the potential 

to offer assistance to human perception, cognition and decision-making, by developing 

computer vision aided diagnosis systems [1]. From a more practical perspective, com-

puter vision techniques have been gaining more importance within assisted living sys-

tems, and more specifically within patient monitoring [8]. Within this area, computer vi-

sion can offer a complementary, non-invasive, monitoring system to the direct monitoring 

of physiological parameters. This is in relation to the rapid advances in technology with 

decreasing costs, increasing miniaturization pervasiveness of technologies such as 

smartphones and tablets with high-resolution cameras as well as high speed computing 

systems that allow for continuous or real-time monitoring [8]. The area of computer vi-

sion based real-time monitoring, especially for the betterment of human life, or within 

healthcare applications, has expanded rapidly during the last decades, with an increasing 

demand for new technological solutions [9] [10]. This calls for an exploration of recent 

advances. 

 

The aim of this paper is to present recent developments where eHealth and welfare appli-

cations utilize computer vision based real-time monitoring. Section 2 presents current 

gesture recognition for real-time detection of human mental states and sign language 

translation. Section 3 describes a computer vision based safety service in the living envi-

ronment of a person. In Section 4 is described how computer vision can restore functional 

vision to partially and fully blind persons. Section 5 describes tele-surgery. Section 6 



4 

 

presents computer vision based diagnostic health examination methods. Section 7 dis-

cusses computer vision based aids for rehabilitation. Finally, Section 8 presents conclu-

sions and outlines potential directions for future research. 

2 GESTURE RECOGNITION APPLICATIONS 

Gesture recognition is interpretation of a person’s gestures using mathematical algo-
rithms. Most gestures originate from hand movements and facial expressions. Gesture 

recognition is a real time application with images recorded with a camera as input. Cur-

rent health and welfare applications of gesture recognition are emotion recognition, alert-

ness detection, and sign language translation. 

2.1 Emotion Detection 

Autistics and people with communication disabilities have difficulties in reading other 

persons’ emotions. If an affected person could read emotion, then interaction with other 
persons and their feelings would be much easier. Therefore, a useful aid would be a real-

time computer vision system for detection of the emotion of another person. An example 

of an application to detect the emotion of a person is SHORE (Sophisticated High-speed 

Object Recognition Engine) [11], which applies Google Glasses [12] to detect emotions 

through a built-in camera. Image analysis occurs in real-time using face and emotion 

recognition algorithms. Facial features such the state (open or closed) of eyes and mouth 

are detectable in real time. Emotions, such as being angry, happy, sad, or surprised are 

detectable. 

2.2 Alertness Detection 

Autistics and people with communication disabilities have difficulties in reading other 

persons’ emotions. Monitoring and ensuring the alertness of a human being is important 

within many domains, both in professional and daily life. One domain is car safety as 

various studies have shown that around 20% of all road accidents are due to driver drows-

iness [13].  Drowsiness is detectable with high accuracy by measuring and monitoring 

physiological signals like brain waves, pulse rate, respiration, and heart rate but these 

methods are not practical, since they require various sensors connected to the body. 

  

Computer vision is applicable for driver drowsiness detection as a low cost and real-time 

monitoring solution. Furthermore, it is implementable without any built-in system re-

quirements on the car.  All it takes is a camera pointed at the driver’s face in combination 
with drowsiness detection software. Computer vision for driver drowsiness detection has 

been an intensive research topic already for many years [14]. 

 

Research in this area is still highly topical. In recent proposals for computer vision based 

drowsiness detection both face monitoring and pressure management reveal driver drows-

iness [15] [16]. The drowsiness detection technique consists of two steps. In the first step, 

a force sensitive resistor measures pressure to check the physiological performance of the 
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driver.  In the second step, facial images captured utilizing the viola-jones object detection 

algorithm [17] analyse the driver’s eye and yawn state. Finally, the drowsiness detection 

algorithm combines the results from both the facial feature analysis and the pressure 

measurement. 

2.3 Sign Language Translation 

Autistics and people with communication disabilities have difficulties in reading other 

persons’ emotions. A sign language, which is used in communication with seriously hear-

ing impaired persons, consists of hand and face gestures. There is no universal sign lan-

guage, since a sign language is specific for a natural language. For example, even British 

English and American English have their own sign languages [18] [19].  A basic sign 

language consists of specific gestures for each character in the alphabet and for decimal 

numbers. Figure 1 shows the hand gestures representing the 7 last characters of the alpha-

bet in the American Sign Language (ASL). Figure 2 shows the hand gestures representing 

the decimal digits 0 … 9.  A real sign language has also signs for common words and 

phrases such as ‘Merry Christmas’, ‘thank you’, and ‘excuse me’, where a sign may con-

sist of gestures with both hands in combination with some facial expressions. For exam-

ple, the ASL dictionary consists of signs for about 2000 common words and phrases [19]. 

 

Figure 1. Hand gestures representing 7 characters of the alphabet in ASL 

 

Figure 2. Hand gestures representing decimal digits in ASL 

 

Recent computer vision based real time sign language recognition implementations use 

before operation supervised machine learning requiring training with a given gesture da-

taset. The real time sign language recognition implementation presented in [20] classifies 

camera-captured gestures with a multi-layered random forest (MLRF) [21] after a training 

session. Implementations in [22] [23] [24] use a neural network for gesture recognition 

after a training session. 
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In [25] is described the use of a smartphone for computer vision based real time sign 

language translation. The sampling rate of gesture images with the smartphone camera is 

five frames per second. The LABVIEW software Vision Assistant [26] processes cap-

tured images to recognize unique sign features. The smartphone loudspeaker provides 

audio output after sign recognition. The described sign language translator can translate 

the ALS alphabet and decimal digit signs. 

 

Commercial computer vision based real time sign language translator solutions are also 

available [27] [28] [29]. 

3 FALL INCIDENT DETECTION 

The Intelligent video surveillance of monitoring elderly and disabled persons in their 

home environment ensures safer living, since the surveillance system can trigger alerts to 

family members and health professionals by detection of safe-ty critical incidents such as 

vision based fall detection and suspiciously long permanence in the same laying down or 

sitting static state. A real time surveillance system called Ghost, described in [30], detects 

persons’ postures from constructed silhouette based body models. Four main postures - 

standing, sitting, crawling-bending, and laying down - are considered. Each main posture 

can have three view-based appearances: front view, left side, and right side. The silhou-

ette-based body model locates six primary body parts - head, two hands, two feet, and 

torso. On the silhouette boundary, 10 secondary body parts can support localization of 

primary parts. The Ghost algorithm computes similarities of horizontal and vertical his-

tograms for the detected silhouette and the main postures. The estimated posture is the 

most similar one. Possible body parts are localised with a recursive convex-hull algorithm 

in the estimated posture.  Repeated evaluations of the Ghost algorithm on monitored im-

ages reveals suspiciously long permanence in the same laying down or sitting static state 

for a person, but it is not possible to distinguish a fall incident from an event when a 

person lays down for rest or sleep. 

 

More recent real-time surveillance systems [31] [32] detect also fall incidents with the 

use of falling time registration. The method used in [31] is classification of persons’ pos-
tures with machine learning based on the k-NN algorithm [33]. Representations of per-

sons are segmented moving foreground objects extracted from the background using the 

approach proposed in [34]. A horizontal and a vertical projection histogram is extracted 

from the segmented foreground object using calculation of pixels row wise and column 

wise. The object is rescaled first to a fixed vertical length of 128 pixels and after this to a 

fixed horizontal length of 128 pixels. Both histograms constitute a feature vector of 256 

elements for input to the k-NN classifier. Offline training sessions require set consisting 

of 256 pre-computed element tem-plates.  Each pre-computed element template is stored 

in video sessions for each one of five different postures: standing, sitting, bending, lying 

on a side, and lying forward. Classification of detected postures is possible after training. 

The k-NN algorithm can then find the highest similarity with the templates stored in the 

training. The classification result in combination with an evidence accumulation proce-

dure determines the choice of posture type. When the time difference between an esti-

mated lying posture and the last estimated standing posture is less than a threshold value 

setting, then a real fall incident has apparently occurred. More than 90 % of 743 detected 
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postures have been experimentally correctly classified [31]. The fall incident detection 

method reported in [32] is simpler than the method reported in [31] and fall indent detec-

tion rate was 80% or less in experiments. A time interval of 0.4 to 0.8 seconds between 

the lying feature and the last standing feature indicated a fall incident. 

4 BIONIC EYE 

A bionic eye is a visual prosthesis, a device for restoring functional vision to partially or 

fully blind persons by electrical stimulation of an eye globe layer, the optic nerve, or the 

brain with signals created by processing images received by a digital camera. A visual 

prosthesis system consists of an external module and an implantable module as is depicted 

in Fig 3. The external module consists of a camera, a unit for pre-processing camera im-

ages, and a unit for wireless transmission of energy and pre-processed image information 

to the implantable module. The implantable module has an embedded processing unit 

connected to a wireless interface for reception of energy and pre-processed image infor-

mation. Energy and data from the external module to the implantable module is wireless 

transferred as induction be-tween closely coupled coils or by a capacitive link [35]. The 

embedded processing unit controls stimulation circuitry, which stimulates a microelec-

trode array to issue electrical signals to the target interface. [36] 

 

 A bionic eye is a visual prosthesis, a device for restoring functional vision to partially or 

fully blind persons by electrical stimulation of an eye globe layer, the optic nerve, or the 

brain with signals created by processing images received by a digital camera. A visual 

prosthesis system consists of an external module and an implantable module as is depicted 

in figure 3. The external module consists of a camera, a unit for pre-processing camera 

images, and a unit for wireless transmission of energy and pre-processed image infor-

mation to the implantable module. The implantable module has an embedded processing 

unit connected to a wireless interface for reception of energy and pre-processed image 

information. Energy and data from the external module to the implantable module is wire-

less transferred as induction between closely coupled coils or by a capacitive link [35]. 

The embedded processing unit controls stimulation circuitry, which stimulates a microe-

lectrode array to issue electrical signals to the target interface. [36] 

 

 

Fig. 3. General architecture of a visual prosthesis system (adapted from [36]) 
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In the retinal approach to a bionic eye, an implant stimulates electrically retinal cells. The 

stimulation is epi-retinal for an implant attached to the inner surface of the retina as shown 

in figure 4 and sub-retinal for an implant with a microelectrode array implanted between 

layers inside the retina. Microelectrode array implants in eye globe layers behind the ret-

ina is also a considered approach to bionic vision. These layers are the choroid and the 

sclera as is shown in figure 4.  The microelectrode array implant would then be behind 

the choroid or within the sclera. An implanted cuff electrode, which encircles the optic 

nerve and receives stimulation signals from a processing implant as shown in figure 5, 

implements electrical stimulation of the optic nerve. A microelectrode implant at the vis-

ual cortex as shown in figure 4 or within the relay center of the thalamus could implement 

electrical stimulation of the brain. [36] [37] [38] 

 

There are several on-going bionic vision research projects around the world [36]. 

Commercial visual prosthesis products are currently also available [39] [40]. The first 

reported implantation of the retinal approach to a bionic eye in 2012 enabled the patient 

to see light but gave no aid for orientation in the environment. Mose recently implanted 

more developed prostheses have enabled recognition of abstract images in patients’ 
environments. [41] 

 

 

Figure 4. Retinal and cortical approach to a bionic eye (adapted from [36] and modified). 

 

 

Figure 5. Electrical stimulation of the optic nerve (adapted from [36]). 
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5 TELE-SURGERY 

In tele-surgery, surgeons operate on distantly located patients by steering remote robotic 

devices in an operation environment provided by networking and real-time computer vi-

sion [42]. A surgical team in New York, USA conducted the first tele-surgery in the world 

using the Zeus tele-surgery technology, which consists of the patient’s and the surgeon’s 
subsystems [43]. The patient’s subsystem consists of a camera, two robotic arms, and an 

automated endoscope system. The surgeon’s subsystem has handles to control the robotic 
arms and the endoscope system as well as a con-sole showing in real-time the actions of 

the robotic arms and the input to the endoscope system. Virtual Interactive Presence (VIP) 

is a novel computer vision based technology for tele-surgery [44]. VIP enables collabo-

ration between remote and local surgeons by a shared 3-Dimensional display showing a 

merged surgical field view of all surgeons’ hand motion. Figure 6 shows a VIP based 

tele-surgery setup. 

 

Figure. 6. A Virtual Interactive Presence (VIP) based tele-surgery setup (adapted from [44]) 

6 HEALTH EXAMINATION METHODS BASED ON COMPUTER 

VISION 

Several computer vision based method for diagnostic health examination are currently 

available. Endoscopy makes examinations inside a person’s body, photoplethysmography 
examines infrared light reflected or transmitted from a person’s skin, and digital mam-
mography examines a person’s breasts with x-rays. 

6.1 Endoscopy 

Endoscopy can carry out diagnostic examinations and small-scale surgery inside a per-

son’s body using an instrument, which is a long and thin tube with a frontend consisting 
of a high-intensity light source, a high-resolution camera, and some surgery tools. As an 

endoscope moves inside a person’s body, a video monitor receives real time images from 
the camera. There are several endoscopy types:  
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• Laparoscopy is endoscopy on abdominal organs with an instrument called a lapa-

roscope. Insertion of a laparoscope requires only a small incision in the abdominal 

wall. Laparoscopy allows a doctor to make real time diagnostic examinations and 

surgery inside a patient’s abdomen.  
• Colonoscopy is endoscopic examination of a person’s bowel.  
• Gastroscopy is endoscopic examination of a person’s gullet, stomach or first part 

of the small intestine. 

• Hysteroscopy is endoscopic examination inside of a woman’s womb. 
• Cystoscopy is endoscopic examination inside of a person’s bladder 

• A special endoscopy type is wireless capsule endoscopy where a person swallows 

a camera capsule, which transmits wirelessly images to a video monitor from in-

side of the person’s stomach and digestive system. The capsule size is as a large 
pill and the capsule leaves the person’s body when the person is on the toilet. 

[45] [46] 

6.2 Photoplethysmography (PPG) 

In PPG the skin of a person is illuminated with an infrared light source and the amount of 

either transmitted or reflected light is measured. The infrared light penetrates the skin 

whereby bones, skin pigments, and blood in veins and arteries absorb light. Measurements 

of transmitted or reflected light register absorption level. The measured and processed 

light input is a photoplethysmogram. An IoT device with an infrared LED actuator and a 

photodiode sensor could therefore implement a PPG device. A photoplethysmogram con-

sists of signals with an AC component and a DC component obtained by amplifying and 

filtering the photodetector input. The AC component shows blood volume changes with 

each heartbeat in veins just under the skin. The slowly varying DC component relates to 

respiration, activity of the sympathetic nervous system, and thermoregulation. [47] [48] 

6.3 Digital Mammography 

Standard mammography uses x-rays to create detailed images of the breasts on a film 

cassette. Digital mammography, also called computerized mammography, captures breast 

images with an electronic x-ray detector converting the images to digital pictures, which 

a computer displays on a connected monitor. Advantages of digital mammography in 

comparison with standard film mammography are faster image acquisition time with a 

smaller radiation dose and the possibility to process the magnification, brightness, and 

contrast of captured images for better image examination results. Advantages of standard 

film mammography in comparison with digital mammography are higher image detail 

resolution and lower image acquisition costs. [49] 

7 AIDS FOR REHABILITATION 

A new practice in computer vision supported rehabilitation in motion analysis is the 

marker-less approach that is totally self-going and non-invasive. This implementation 

would be a big step forward in rehabilitation to analyse the motion. Marker-based analysis 
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in rehabilitation that is in use today needs long preparation time or laboratory facilities 

with several cameras and markers. With a well working marker-less approach the motion 

analysis could take place for ex-ample at the client’s home [50].  In normal face-to-face 

clinical cases the cost, travel that is necessary for the session or the chance for therapy 

can be the main barriers for a client to get help [51].  Several computer vision based real 

time monitoring aids for rehabilitation have been proposed and implemented. This section 

presents some recent examples. Balance is a central task for people and especially for 

elderly. It is important to be able to identify fallers, because the injuries that becomes 

when a person fall can be severe. Most of the injuries are mild but five to ten percent of 

the injuries are severe for people that are older than 65 years [52]. To be able to identify 

possible fallers Nalci et al. [53] analysed with help of marker-less computer vision stand-

ing on one foot with eyes open and closed and compared the results with a golden standard 

balance board that analysed the sway. The results had a high correlation and shows that 

computer vision can in the future be a possible equipment used in balance measuring in 

rehabilitation to identify possible fallers. 

 

 Homebased exercises supervised by a therapist are one of the most important treatment 

in the recovery phase in several diagnosis and especially in osteoarthritis (OA). The goal 

of home based exercises in OA is to decrease pain in the joint and get better functionality 

[54]. Computer vision aided system that can capture exercise and give feedback can be a 

key to effective and successful rehabilitation process. Without feedback, the therapeutic 

pro-gram are difficult to personalized and motivate the client to do the exercise [55]. 

There is also a possibility that if the clients do not get feedback they do the exercises 

wrong. Especially, after surgery this can be harmful and slow down the recovery process 

[56]. Dorado et al. [57] present a developed easy to use computer vision system called 

ArthriKin, which offers a possibility to interact directly with a therapist to effective the 

homebased exercise program.  

 

In [58] is demonstrated real-time measurements of a patient’s vestibular exercises with a 
smartphone camera. During Vojta therapy [59] body movements of patients having motor 

disabilities have been monitored and analysed in real-time with computer vision based 

experimental methods [60]. A computer vision based action identification system for up-

per extremity rehabilitation in patients  ́home environments has been proposed [61]. The 

proposed system captures sequences of colour images with colour and depth of a patient’s 
upper extremity actions for identification of movements. The image sequence with a rate 

up to 125 images/s is processed and analysed to distinguish between correct and wrong 

rehabilitation actions in action training. Neuro-rehabilitation of stroke patients has also 

used computer vision [62]. Computer vision models and tracks objects to assist patients, 

which try to reach for and grasp these objects with the aid of a robotic device. Rehabili-

tation of patients with an injured arm or wrist has likewise used computer vision [63]. A 

web camera records a cuboid object and software calculates the object’s position of in 
real-time when the patient tries to move the object to match the position of an already 

present virtual object in a virtual 3D space. 
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8 CONCLUSIONS 

Computer vision based real-time monitoring is currently a key component in two highly 

significant aids for persons suffering from serious sensual impairments. Blind people and 

individuals with other serious vision disabilities can have some functional vision restored 

by bionic eye. Real time sign language translation provides a significant extension of 

serious hearing impaired persons’ capabilities to communicate with other persons. Real 

time sign language translation is a real time gesture recognition application, where hand 

movements and facial expressions implement gestures. Other real time gesture recogni-

tion applications are detection of a person’s emotions and alertness. Autistic persons and 

persons living with similar/other communication disabilities cannot clearly recognize 

other persons/individuals/people’s feelings. Real time detection of other persons’ emo-
tional states is therefore a valuable interaction aid. Emotion detection therefore extends 

the disabled persons’ capabilities to interact with other persons. Real time alertness de-
tection is an important safety issue for example for a car driver alone in the car. Tracking 

and surveillance implementations in rehabilitation therapies are usually computer vision 

based real-time monitoring. A new practice today is the marker-less approach that is to-

tally self-going and non-invasive.  

 

Extension of the current bionic vision capabilities is an important research direction. 

Close cooperation with neuro-logical research on the signalling from the retina in the eye 

glove to the visual cortex in the brain is a necessity. A tough research challenge in sign 

language translation research is recognition of all words and phrases is sign language 

dictionaries for different natural languages. Responses to this research challenge require 

very big training databases for different sign languages and deployment of advanced ma-

chine learning methods 
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