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Abstract—Remote sensing data have become very widespread
in recent years, and the exploitation of this technology has gone
from developments mainly conducted by government intelligence
agencies to those carried out by general users and companies. There
is a great deal more to remote sensing data than meets the eye, and
extracting that information turns out to be a major computational
challenge. For this purpose, high performance computing (HPC)
infrastructure such as clusters, distributed networks or specialized
hardware devices provide important architectural developments
to accelerate the computations related with information extraction
in remote sensing. In this paper, we review recent advances in HPC
applied to remote sensing problems; in particular, the HPC-based
paradigms included in this review comprise multiprocessor sys-
tems, large-scale and heterogeneous networks of computers, grid
and cloud computing environments, and hardware systems such
as field programmable gate arrays (FPGAs) and graphics pro-
cessing units (GPUs). Combined, these parts deliver a snapshot of
the state-of-the-art and most recent developments in those areas,
and offer a thoughtful perspective of the potential and emerging
challenges of applying HPC paradigms to remote sensing problems.

Index Terms—Cloud, distributed computing infrastructures
(DCIs), field programmable gate arrays (FPGAs), graphics pro-
cessing units (GPUs), grids, high performance computing (HPC),
multiprocessor systems, remote sensing applications, service
architectures, specialized hardware architectures.

I. INTRODUCTION

A
DVANCES in sensor and computer technology are rev-
olutionizing the way remotely sensed data is collected,

managed and analyzed [1]–[4]. In particular, the incorporation
of latest-generation sensors to different platforms for Earth
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and planetary observation is currently producing a nearly
continual stream of high-dimensional data, and this explosion
in the amount of collected information has rapidly created new
processing challenges [5]. The development of computationally
efficient techniques for transforming the massive amount of
remote sensing data into scientific understanding is critical
for Earth science [6]. The rate of increase in the volume of
remote sensing data continues to grow, as the number of orga-
nizations and users of these data which conform a world-wide
community now demanding efficient mechanisms to share
these data and resources. To address the aforementioned needs,
several research efforts have been recently directed towards
the incorporation of high-performance computing (HPC) tech-
niques and practices into remote sensing missions [7]. HPC
comprises a set of integrated computing environments and
programming techniques which can greatly assist in the task of
solving large-scale problems such as those involved in many
remote sensing studies. For instance, many current and future
applications of remote sensing in Earth science, space science,
and soon in exploration science require real- or near real-time
processing capabilities [8]. Relevant examples include environ-
mental studies, military applications, tracking and monitoring
of hazards such as wild land and forest fires, oil spills and other
types of chemical/biological contamination [9].

The utilization of HPC systems in remote sensing applica-
tions has become more and more widespread in recent years.
The idea (originally developed by the computer science com-
munity) of using commercial off-the-shelf (COTS) computer
equipment [10], [11], clustered together to work as a compu-
tational “team,” has inspired many developments based on ex-
ploiting multi-processor systems [12]–[15]. Although most par-
allel techniques and systems for image information during the
last decade have chiefly been homogeneous in nature (i.e., they
are made up of identical processing units, thus largely simpli-
fying the design of parallel solutions adapted to those systems),
a recent trend in the design of HPC systems for data-inten-
sive problems is to utilize highly heterogeneous computing re-
sources [16], [17]. This heterogeneity is seldom planned, arising
mainly as a result of technology evolution over time and com-
puter market sales and trends. In this regard, distributed net-
works of heterogeneous COTS resources can realize a very high
level of aggregate performance in remote sensing applications
[18], and the pervasive availability of these resources has re-
sulted in the current notion of grid computing [19], [20] and its
evolution, cloud computing, which both endeavor to make such
heterogeneous and distributed computing platforms easy to use.
Such systems currently represent a tool of choice for efficient

1939-1404/$26.00 © 2011 IEEE



LEE et al.: RECENT DEVELOPMENTS IN HIGH PERFORMANCE COMPUTING FOR REMOTE SENSING: A REVIEW 509

distribution and management of very high-dimensional data sets
in remote sensing and other fields.

Finally, although remote sensing data processing algorithms
generally map quite nicely to multi-processor systems made up
of clusters or networks of CPUs, these systems are generally
expensive and difficult to adapt to onboard remote sensing data
processing scenarios, in which low-weight and low-power inte-
grated components are essential to reduce mission payload and
obtain analysis results in real-time, i.e., at the same time as the
data is collected by the sensor. In this regard, the emergence
of specialized hardware devices such as field programmable
gate arrays (FPGAs) [21] or graphic processing units (GPUs)
[22] exhibit the potential to bridge the gap towards onboard and
real-time analysis of remote sensing data. The increasing com-
putational demands of remote sensing applications can now ben-
efit from these compact hardware components, taking advantage
of the small size and relatively low cost of these units as com-
pared to clusters or networks of computers. These aspects are of
great importance in the definition of remote sensing missions, in
which the payload is an important parameter.

In this review paper, we specifically focus on describing re-
cent advances in the field of HPC applied to remote sensing
problems, covering developments using different architectures
such as clusters, grids, clouds and specialized hardware com-
ponents. The remainder of the paper is organized following the
general order of increasing system building block size in HPC.
Specifically, Section II first describes systems and architectures
for onboard processing of remote sensing data using specialized
hardware such as FPGAs and GPUs. Section III includes a com-
pendium of algorithms and techniques for HPC-based remote
sensing data processing using clusters, from traditional systems
such as Beowulf clusters to modern systems based on multi-
core processors and GPUs. Section IV focuses on parallel tech-
niques for remote sensing data interpretation using large-scale
distributed platforms, with special emphasis on grid and cloud
computing environments. Section V provides a summary and
general discussion, and further anticipates future directions and
challenges in the application of HPC-based systems to remote
sensing problems. Section VI concludes the paper with some
remarks.

II. SPECIALIZED HARDWARE ARCHITECTURES

In this section we describe several recent research efforts
which have been directed towards the incorporation of spe-
cialized hardware for accelerating remote sensing-related
calculations on-board airborne and satellite sensor platforms.
Enabling on-board data processing introduces many advan-
tages, such as the possibility to reduce the data down-link
bandwidth requirements at the sensor by both preprocessing
data and selecting data to be transmitted based upon prede-
termined content-based criteria. On-board processing, as a
solution, allows for a good reutilization of expensive hardware
resources. Furthermore, it allows making autonomous deci-
sions on-board that can potentially reduce the delay between the
image capture, analysis and the related action. Implementations
of on-board processing algorithms to perform data reduction
can dramatically reduce data transmission rates. On-board

processing also reduces the cost and the complexity of ground
processing systems so that they can be affordable to a larger
community. Among the remote sensing applications that will
most greatly benefit from this kind of processing developments
are not only Earth observation missions which are now con-
sidering the inclusion of specialized hardware components,
but also future web sensors missions and planetary exploration
missions, for which hardware developments would enable
autonomous decisions to be taken on-board. Specifically, in
this section we focus on recent advances based on two types
of platforms: GPUs and FPGAs. An exhaustive comparison
of both types of platforms has been recently presented in the
framework of remotely sensed hyperspectral image processing
in [23].

A. Application of GPUs to Remote Sensing Problems

In recent years GPUs have evolved into a highly parallel,
multithreaded, many-core processors with tremendous compu-
tational speed and very high memory bandwidth [24]. The com-
bined features of general-purpose supercomputing, high paral-
lelism, high memory bandwidth, low cost, and compact size are
what make a GPU-based desktop computer an appealing alter-
native to a massively parallel system made up of commodity
CPUs. The advent of NVidia CUDA, an extension to the C
programming language offering programming capabilities of
GPU’s in general-purpose fashion (GPGPU), has introduced the
possibility of including GPUs in many science and engineering
applications. The exploding GPU capability has attracted more
and more scientists and engineers to use it as a cost-effective
high-performance computing platform, including scientists in
remote sensing sensing areas.

Despite the very recent emergence of GPGPU in scien-
tific applications, several relevant efforts oriented towards
GPU-based processing of remote sensing data sets can already
be found in the literature. Among several others [7]–[9], we
outline the recent presentation of a GPU-based synthetic aper-
ture radar (SAR) simulation system in [25] or the description
of a GPU system for the computation of ray-traced troposphere
delays which can be utilized for space geodetic applications
[26]. A Fortran to CUDA compiler was used in [27] to paral-
lelize the dynamics portion of a weather model and achieved
34 speedup. A GPU implementation of a linear prediction
method using constant coefficients for hyperspectral images
was described in [28]. A GPU-based implementation of an
automated morphological algorithm for pure spectral signature
(endmember) extraction from remotely sensed hyperspectral
data sets was described in [29], [30], whereas 15 speedup
for the hyperspectral pixel purity index endmember extraction
and unmixing algorithm was reported in [31]. Several GPU
implementations have been proposed to significantly accelerate
the radiative transfer model by 2 orders of magnitude for the
Infrared Atmospheric Sounding Interferometer (IASI) onboard
the first European meteorological polar-orbiting satellite in
2006 [32], [33]. The GPU-based channel and source decoding
system for China’s Chang’e II lunar satellite launched in
October 2010 achieved 87 speedup in [34]. A GPU-accel-
erated lossless ultraspectral compression system for NASA
New Millennium Program’s Geosynchronous Imaging Fourier
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Transform Spectrometer (GIFTS) was also reported in [35]. A
GPU-based Low-density parity-check (LDPC) decoder with
271 speedup for data transmission over error-prone wire-
less links was presented in [36]. Additional efforts towards
real-time and on-board target detection in remotely sensed data
sets are also reported in [37], although radiation-tolerance and
power consumption issues for these hardware devices should
be explored in future developments in order to allow their full
incorporation to spaceborne Earth observation missions.

B. Application of FPGAs to Remote Sensing Problems

Recently, FPGA-based computing, also known as recon-
figurable computing, has become a viable target for the
implementation of algorithms suited to remote sensing applica-
tions. FPGAs represent an evolution over application-specific
integrated circuits (ASICs) [38], in the sense that ASICs are
designed specifically to solve a given problem. However, an
ASIC circuit cannot be modified after fabrication as opposed
to FPGAs. As a result, reconfigurable hardware introduces
a trade-off between traditional hardware and software by
achieving hardware-like performance with software-like flexi-
bility, which is of great interest in the context of remote sensing
applications [39]. Specifically, when the data are high-dimen-
sional, FPGAs offer the possibility of performing on-board,
real-time processing [40]–[44]. On the one hand, FPGAs are
now fully reconfigurable, which allows one to adaptively select
a data processing algorithm (out of a pool of available ones)
to be applied onboard the sensor from a control station on
Earth [39]. For instance, recently developed (hybrid) FPGAs
such as the Xilinx Virtex-4FX60 and Virtex-5 not only include
a larger hardware area to implement custom accelerators but
also embedded processors and memory resources. This option
offers versatility in running remote sensing applications on
embedded processors [43], while taking advantage of reconfig-
urable hardware resources, all on the same chip package. These
tightly coupled hardware/software co-designed systems [39]
combine the flexibility of traditional microprocessors with the
power and performance of custom hardware implementations,
leading to new architectures for remote sensing missions. With
reconfigurable hardware it is possible to apply much of the
flexibility that was formally restricted to software develop-
ments only, to highly parallel hardware resources. The idea is
that FPGAs can be reconfigured on the fly. This approach is
called temporal partitioning or run-time reconfiguration [45].
Basically the FPGA (or a region of the FPGA) executes a series
of tasks one after another by reconfiguring itself between tasks
[38]. The reconfiguration process updates the functionality im-
plemented in the FPGA, and a new task can then be executed.
This time-multiplexing approach allows for the reduction of
hardware components on-board since one single reconfigurable
module can substitute several hardware peripherals carrying
out different functions during different phases of the mission.

Moreover, satellite-based remote sensing instruments can
only include chips that have been certified for space operation.
This is because space-based systems must operate in an en-
vironment in which radiation effects have an adverse impact

on integrated circuit operation.1 Ionizing radiation can cause
soft-errors in the static cells used to hold the configuration
data. This will affect the circuit functionality and ultimately
result in system failure. This requires special FPGAs that pro-
vide on-chip reconfiguration error-detection and/or correction
circuitry. High-speed, radiation-hardened FPGA chips with
million gate densities have recently emerged to support the
high throughput requirements for remote sensing applications
[42]. In fact, radiation-hardened FPGAs are in great demand for
military and space applications. For instance, industrial partners
such as Actel Corporation2 or Xilinx3 have been producing
radiation-tolerant anti-fuse FPGAs for several years, intended
for high-reliability space-flight systems. Actel FPGAs have
been on-board more than 100 launches and Xilinx FPGAs have
been used in more than 50 missions.

III. CLUSTER COMPUTING

This section first provides an overview of the evolution of
cluster computing architectures in the context of remote sensing
applications, from initial developments in so-called Beowulf
systems at NASA centers to the current clusters regularly em-
ployed for remote sensing data processing. Then, an overview of
recent developments in architectures using multiple processing
cores (including clusters based on hardware accelerators such as
GPUs) is given. These systems are soon becoming a standard in
the application of HPC techniques to remote sensing and other
problems.

A. Cluster Computing in Remote Sensing: Evolution

Remote sensing fostered the development of cluster com-
puting [10] as a cost-effective parallel computing system able
to satisfy specific computational requirements, since the Earth
and space sciences community initially adopted this solution as
the standard for parallel processing in this particular context [2].
As sensor instruments for Earth observation incorporated more
sophisticated capabilities for improved data acquisition, it was
soon recognized that desktop computers could not provide suf-
ficient power for effectively processing this kind of data [11].

The first efforts targeted towards the exploitation of clus-
ters in the remote sensing community were carried out in the
mid-nineties, when a team was put together at NASA’s God-
dard Space Flight Center (GSFC) in Maryland to build a cluster
consisting only of commodity hardware (PCs) working in coop-
erative fashion, which resulted in the first Beowulf cluster [11].
It consisted of 16 identical PCs with central processing units
(CPUs) working at clock frequency of 100 MHz, connected with
two hub-based Ethernet networks tied together with channel
bonding software so that the two networks acted like one net-
work running at twice the speed. The next year Beowulf-II, a
16-PC cluster based on 100 MHz Pentium PCs, was built and
performed about 3 times faster, but also demonstrated a much
higher reliability. In 1996, Pentium-Pro cluster at California In-
stitute of Technology (Caltech) demonstrated a sustained per-

1http://www.xilinx.com/publications/prod_mktg/virtex5qv-product-
table.pdf

2http://www.actel.com
3http://www.xilinx.com
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Fig. 1. Thunderhead Beowulf cluster at NASA’s Goddard Space Flight Center
in Maryland.

formance of one Gigaflop on a remote sensing application. This
was the first time a commodity cluster had shown high perfor-
mance potential in this context.

Up until 1997, clusters were in essence engineering proto-
types, that is, they were built by those who were going to use
them. However, in 1997 a project was started at GSFC to build
a commodity cluster that was intended to be used by those who
had not built it, the HIVE (highly parallel virtual environment)
project [13]. The idea was to have workstations distributed
among different locations and a large number of compute nodes
(the compute core) concentrated in one area. The workstations
would share the compute core as though it was apart of each.
Although the original HIVE only had one workstation, many
users were able to access it from their own workstations over
the Internet. The HIVE was also the first commodity cluster
to exceed a sustained peak performance of 10 Gigaflops on
a remote sensing data processing. Later, an evolution of the
HIVE was used at GSFC for remote sensing applications. The
system, called Thunderhead (see Fig. 1), was a 512-processor
homogeneous cluster composed of 256 dual 2.4 GHz Intel Xeon
nodes, each with 1 Gigabyte of memory and 80 Gigabytes of
main memory.4 The total peak performance of the system was
2457.6 Gigaflops. Along with the 512-processor computer
core, Thunderhead has several nodes attached to the core with
2 GHz Myrinet network connectivity. This system has been
employed in several remote sensing studies over the last few
years [14], [40], [46], [47].

It is worth noting that NASA and the European Space
Agency (ESA) are currently supporting additional massively
parallel clusters for remote sensing applications, such as the
Columbia supercomputer5 at NASA Ames Research Center,
a 10,240-CPU SGI Altix supercluster, with Intel Itanium 2
processors, 20 terabytes total memory and heterogeneous
interconnects including InfiniBand network and 10 gigabit
Ethernet. Another massively parallel system which has been

4http://thunderhead.gsfc.nasa.gov
5http://www.nas.nasa.gov/Resources/Systems/columbia.html

actively exploited for remote sensing applications is MareNos-
trum,6 an IBM cluster with 10,240 GPUs, 2.3 GHz Myrinet
network connectivity and 20,480 GB of main memory available
at Barcelona Supercomputing Center [48]. Finally, the High
Performance Computing Collaboratory (HPC ) at Mississippi
State University7 has several supercomputing facilities that
have been used in different remote sensing studies. Resulting
from the efforts and new developments conducted in the area
of cluster computing applied to remote sensing, many remote
sensing data processing applications have increased their com-
putational performance in a significant way [6], [12]–[14], [18],
[40].

B. Recent Developments: Multi-Core Platforms and Clusters

Based on Hardware Accelerators

In the past, much of the innovation in CPUs had previously
focused on increasing the number of clock cycles in a single
core. Nowadays most computers are equipped with multi-core
CPUs, which are more power efficient than machines with mul-
tiple CPUs. These platforms have already been adopted in a
number of remote sensing applications [8], [49]. Even though
several remote sensing applications map nicely to parallel sys-
tems made up of multi-core CPUs, these systems may not cope
with extremely high computational requirements in many re-
mote sensing applications [8]. In this regard, an exciting new
development in the field of commodity computing is the emer-
gence of cluster systems with hardware accelerators. An im-
portant hardware component to consider in this context is the
GPU, which until recently, had traditionally been limited to per-
form graphical operations. GPU hardware improvements and
increased accessibility to software packages such as NVidia8

CUDA (Compute Unified Device Architecture)9 has generated
tremendous interest in using the GPU for scientific computing.
In addition, GPUs can also significantly increase the computa-
tional power of cluster-based systems (e.g., the fastest super-
computers in the world are now clusters of GPUs).10

Although clusters based on other types of accelerators such
as FPGAs also exist [41], these platforms are more intended to-
wards onboard processing due to their capacity to adaptively
select a data processing algorithm (out of a pool of available
ones) to be applied on-board the sensor from a control station on
Earth [42]. Quite opposite, the emergence of GPUs (driven by
the ever-growing demands of the video-game industry) has al-
lowed these systems to evolve from expensive application-spe-
cific units into highly parallel and programmable commodity
components that can be exploited as co-processors in the frame-
work of cluster computing [29]. For instance, the latest-gen-
eration GPU architectures from NVidia (Tesla and Fermi se-
ries) now offer cards able to deliver up to 515 Gigaflops of
double-precision peak performance,11 which is several times the
performance of the fastest quad-core processor available. The

6http://www.bsc.es/plantillaA.php?cat_id=5
7http://www.hpc.msstate.edu
8http://www.nvidia.com
9http://www.nvidia.com/cuda
10http://www.top500.org
11http://www.nvidia.com/object/product_tesla_M2050_M2070_us.html
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ever-growing computational demands of remote sensing appli-
cations are now taking advantage from the most recent devel-
opments in HPC and cluster computing, including the advent of
GPU clusters (or clusters with other special add-ons and hard-
ware accelerators) and the gradual increase in the number of
cores for each cluster node. Today, most newly installed cluster
systems have such special-purpose extensions and/or many-core
nodes (even up to 48 cores, such as AMD’s Magny-Cours).
12 In the near future, these systems may introduce significant
advances in the way remotely sensed data sets are processed,
stored and managed.

IV. DISTRIBUTED COMPUTING INFRASTRUCTURES

The field of distributed computing has been evolving over the
last forty years, ever since the advent of computer networks.
This evolution has been especially rapid since the advent of
the World Wide Web. This particular Distributed Computing
Infrastructure (DCI) transformed society’s understanding, use
and dependence on DCIs for all manner of activities, starting
in academia and science, but rapidly expanding to include com-
merce, entertainment, and government. With this rapid develop-
ment of uses and implementations, it should not be surprising
that a confusing number of names and “buzzwords” have been
used for different DCI implementations, in different application
domains, by different user groups and industries.

Hence, prior to reviewing DCIs for remote sensing, we review
the fundamental concepts and capabilities necessary to create
and manage DCIs. Besides sorting out the plethora of names
used for various distributed computing technologies, this will
also enable us to place these technologies in a spectrum—from
very simple technologies that individual researchers may be
able to deploy and use, to very large, complex systems that are
being deployed and used by international organizations. Once
we have done this, we can review existing DCIs for remote
sensing within the context of a notional reference architecture
for satellite ground systems. We then identify fundamental
challenge areas for DCIs of the future.

A. Distributed Computing Terminology

The field of distributed computing contains a rich, but some-
times confusing, vocabulary. Before we begin our review of how
this field contributes to Earth remote sensing we would like dis-
cuss this terminology, how the terms are related and what they
imply about the capabilities and benefits of distributed com-
puting systems and infrastructure. Our summary of this termi-
nology based on the top-down perspective as shown in Fig. 2.
Systems (and systems of systems) are designed using a variety
architectures (architectural types) and these designs can be im-
plemented using different frameworks and enabling technolo-

gies. We define and describe each of these concepts and how
they relate to one another. We also identify the key charac-
teristics of each of these concepts as it relates to the overall
goal of designing, building and operating a distributed com-
puting system to support Earth science applications and remote
sensing.

12http://www.amd.com/us/products/server/processors/6000-series-platform/

Fig. 2. Relationships between system, architectural, framework and enabling
technology concepts.

A system is a collection of elements that are combined in
order to achieve a goal or results not achievable by the elements
alone [50]. Systems are created based on a set of goals and ob-
jectives. By composing multiple systems, based on a new set
of goals, one can create a system of systems (SoS). Systems
are designed using architectural concepts and types and it is the
system that is deployed to provide the users with an operational
capability to support their goals.

A virtual organization (VO) is a system of systems composed
of different entities that have separate administrative domains,13

and are physical distributed from one another. The VO is a con-
struct that allows these multiple organizations to jointly manage
resources and corresponding user authorizations to these re-
sources. Individual members of a VO have a role that determines
what functions they can perform, such read/write of data and
and what services they can create and execute. Organizational
members of a VO, i.e., the owners of local data and services,
can determine the authorization privileges associated with indi-
vidual roles for those local resources. By providing authoriza-
tions through the use of roles, rather than individual users, re-
sults in a much more scalable system.

An architecture is the set of structures needed to reason
about the system, which comprises the elements that make
up the system, relationships among them, and properties of
both. The architecture must be capable of describing both
software and hardware elements, and their interfaces. The
architecture provides a logical description of what elements
comprise the system, the context for the system, and the inter-
actions between the elements necessary to achieve the goals
or purpose of the system. An architectural description is at the
logical functional level (the “what”), and does not provide any
information regarding specific implementation (the “how”). A
systems engineer must map the system architecture to a specific
implementation using frameworks and enabling technologies.

13An administrative domain is defined as a collection of resources controlled
by a service provider that controls access to, and use of, those resources and
services under their control.
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This is illustrated in Fig. 2. The logical requirements for a
desired operational capability is expressed as an architectural
design. The physical instantiation or implementation of a
logical design is realized through the use of appropriate
middleware that provides the necessary set of basic functional
capabilities. These middleware capabilities are expressed as
models or frameworks that make the enabling technologies
easy to use.

The different architectural types emphasize different high
level system objectives. For example, cloud computing is about
provisioning of computing resources (providing resources
on-demand) and grid computing is about federation (dis-
tributing the physical resources but providing a single logical
interface within the system). The service oriented architecture

(SOA) style is about providing services and the associated poli-
cies, protocols, interfaces and communication infrastructure
to allow access to, and utilization of, these services. A service
has a well defined function that is self-contained and does not
depend on the context or state of other services. One example
of a SOA is the sensor web in which the services include
raw data services provided by sensors (service provider) and
various types of data consumer users (data consumer services).
The data consumer services can utilize the raw data (NASA
Level 0 data) provided by the sensors for a variety of purposes,
including the creation of various other data products, which are
in turn made available as a data service (e.g., NASA Level 1–3
data products).

Frameworks provide the basic structure or abstraction under-
lying a system design that provides the building blocks to con-
struct the system or application. In this survey we are empha-
sizing software frameworks, but one can also reason about hard-
ware frameworks as well. Frameworks provide a set of libraries
or classes as the fundamental building blocks and a set of rules
or instructions regarding composition through well defined in-
terfaces and data. Frameworks provide flow control, default be-
havior, extensibility, an other constructs necessary to implement
the design. The frameworks are used to implement the middle-
ware and as such also provide the “glue” that binds the phys-
ical layer (specific implementation technologies and underlying
hardware) with the logical layer. Examples include the Globus
Grid toolkit and the Grid Data Farm (Gfarm) open source dis-
tributed file system. The Apache Hadoop framework enables
the execution of applications on large computer cluster systems
through the implementation of the Map/Reduce computational
paradigm [51].

Enabling technologies are the underlying components (hard-
ware and software) and protocols that allow one to implement
the frameworks and libraries that express a given architectural
type. Examples include web services (SOAP), HTTP/HTTPS,
and network protocols (TCP, IP), commodity based hardware to
build up clusters, high speed fiber optic networks, etc.

The term distributed computing infrastructure (DCI) refers
to the collection of logical, physical and organization elements
needed for the creation and operation of a distributed system.
These systems may be both logically and physically distributed
and an objective of most implementations of DCI is to make this
distinction totally transparent to the user through the concept of
virtualization (discussed below).

In the remaining sections we will use the term “data” in sev-
eral different contexts. This term can refer to the Earth obser-
vation data (spanning the range from raw sensor data to highly
processed products such a global sea surface temperature maps),
it can also refer to the information passed as part of the manage-
ment and administration of the DCI. Rather than continuously
qualify the term we hope the meaning will be clear from the
context. There is also the metadata (“data about the data”) and
when speaking about this we will explicitly use the term meta-
data.

B. Capabilities, Scaling and Benefits of DCI

1) Capabilities: Remote sensing systems must have specific
capabilities to achieve the overall system goals, e.g., presenta-
tion of calibrated and geolocated satellite imagery, but they must
also include a set of common capabilities to manage and operate
their infrastructure. The functionality defined to support both
the user and administrative capabilities must be supported by
the frameworks and underlying technologies. One of the most
important capabilities provided by DCI is the separation of the
logical organization and functionality from the physical (virtu-
alization). This separation frees the user and applications from
managing resources and infrastructure, allowing them to focus
on their specific workflow.

Examples of the types of capabilities necessary for DCI are
summarized below. This discussion considers both human users
as well as application clients (application programming inter-
faces). To simplify the discussion we will use the term client
to refer to both human and application clients. While we have
listed each of these capabilities separately there is almost always
a significant need for these capabilities to interoperate and sup-
port one another.

• Resource discovery and catalogues—Within the DCI re-
sources need to be discoverable. A resource is generally
considered to be any type of data or service. In order for
users to find these resources, they need to be cataloged
in searchable databases with well defined interfaces and
query languages. The catalogs, along with the associated
metadata and query syntax, allow clients to discover and
access resources based on a logical identity. The query can
return links or mappings from the logical identity to one or
more possible physical entities that the client can access.

• Data interoperability—This involves the addressing of
potentially different data storage, management approaches
and implementations across different administrative do-
mains (a simple example being the different data formats
used in different cloud computing infrastructure provided
by different vendors). This capability is fundamental for
data sharing and access across domains. The capability will
have to address semantic interoperability, data translations
and transformations, data provenance and security between
systems. Addressing this capability will require advances
in both tools and policies and will need to be implemented
in a manner that is transparent to the users [52], [53].

• Service/Job/Workflow Management—The orchestration
of different resources will require the capability to manage
requests for services, job execution and workflows as spec-
ified by various clients. This management capability needs
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to provide mechanisms for the allocation of resources
to handle service requests, instantiate services, prioritize
service requests, and respond to service level agreements
(these may involve specifying timeliness requirements on
execution and job completion) [54], [55].

• Resource instantiation and provisioning (alloca-

tion)—In addressing this capability the different perspec-
tives of grid and cloud computing come together. In many
cases, it may not be desirable to dedicate resources to
one application but rather provide on-demand resource
allocation and provisioning as the requests arise. This
will require the capability to balance resource supply with
demands. This type of provisioning may require models
to predict possible surges in demand and methods to
access additional resources only when they are needed.
The resource allocation problem is very complex and an
active area of research to find optimal approaches based
on different constraints and conditions [56]–[58].

• Monitoring—This capability addresses several different
dimensions of DCI operation. Basic system availability
and reliability must be maintained to provide the services
and resources to clients when they are needed. Not only
are tools needed to monitor resources within a given ad-
ministrative domain, but there must be sharing of this in-
formation across domains (federation of the DCI manage-
ment data). Resource faults and failures should be mon-
itored and reported to avoid service outages. Clients will
require a minimum quality of service for many tasks or
have in place specific service level agreements (SLA). The
capability to monitor resource and service performance is
therefore required. These administrative monitoring capa-
bilities allow the various DCI system administrators to ob-
serve the overall health and status of their local domains
and the system as a whole. Finally, the ability to monitor
overall system security is essential given the threat land-
scape that exists and continues to expand [59]–[61].

• Event Notification—This capability is essential to enable
asynchronous communications among the different ele-
ments of a DCI based system. Event notifications are dis-
seminated for various purposes in DCI applications, such
as logging, monitoring and auditing, and a variety of other
events which involve a change in state of a resource or ser-
vice. Possible events include computation results, status
updates, errors and exceptions, and progress for execution
of client workflow [62], [63].

• Security—We cannot overstate the importance of security,
or information assurance, as a foundational capability for
any DCI system. Just about every aspect of the system op-
eration will involve the security capabilities. This is nec-
essary in order to provide the clients assurance with re-
spect to their data integrity and analysis results. The basic
components include mechanisms for client and process
authentication and authorization. These capabilities must
allow complex cross domain operation, for example, single
sign-on, while maintaining system security. Information
integrity is the capability to protect against unauthorized
modification or destruction of information. Given the im-
portance of Earth observation data for many national and

global policy debates, data integrity and provenance are of
critical importance [64], [65].

• Accounting and Auditing—Given that many of the re-
sources used to construct the DCI will come from a variety
of sources, include commercial entities, it will be neces-
sary to track resource utilization for fee-based services. In-
ternal to any system, auditing tools can track usage patterns
to determine where additional resources maybe required or
where under utilized resources exist [66].

2) Performance Scaling: An important aspect of the DCI ap-
proach is the ability to scale the system in response to changing
system requirements and resource demands. To assess these
changing needs it is necessary to quantify system performance
over many different types of performance parameters or scaling
dimensions. The scaling dimensions relate to the performance
of the different services and resources provided by the system.
For example, latency is often a key performance parameter since
many systems have requirements for near-real-time support, as
in the case of disaster management. In such systems latency
requirements might be imposed on arrival time of data from
sensors, or computational results from forecast models. The
system must be capable of provisioning the network bandwidth
and compute power to support latency requirements, especially
during those times when resource demands are changing. In a
SOA, the time required to complete various service requests is
an interesting measure of performance since it can depend on
a variety of factors, such as inherent reporting and sampling
capabilities/limitations of a sensor service, resource limitations
for a particular service, utilization and bandwidth. Systems
are generally designed with specific performance requirements
that may also include possible growth in demand over time.
Number of clients is also an important consideration, which
can range from small work groups ( 10 users) to large scale
VOs ( 1000 users).

3) Benefits: There are many benefits to employing the DCI
approach for Earth observation and remote sensing applications.
The use of well defined architectural concepts and types, and
implementing these using standards-based frameworks and en-
abling technologies has several benefits. This notion of virtual-
ization of sensors underlies the concept of a sensor web men-
tioned previously.

One of the primary benefits is the concept of virtualization.
We previously mentioned the concept of a virtual organization,
but the notion of virtualization is fundamental to how the mid-
dleware shown in Fig. 2 provides the interface between the phys-
ical implementation and the logical user interface. The goal is
to free users from the management of the resources needed to
achieve their workflow needs and allow them to focus on their
scientific studies and analyses. Users are able to logically dis-
cover and access data or computing resources and combine these
as part of their workflow without concern for their physical im-
plementation. The ultimate goal, of course, is to provide these
capabilities on-demand and meet the user requirements for per-
formance and timeliness. This concept of virtualization of re-
sources can be applied to any type of resources, from computing
infrastructure (CPUs, storage, bandwidth), data sources such as
sensors and instrumentation. Sensors can be virtualized so that
both remote sensing capabilities and in-situ measurements are
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Fig. 3. A notional satellite ground system reference architecture.

made available as a service. Users can specify their data needs
using “natural” syntax and semantics that the system can then
translate into specific workflow to fulfill this data request (e.g., a
user might specify a space-time bounding box, with spatial-tem-
poral and spectral resolution and sampling requirements, and
the system then determines which sensor can best satisfy this
request).

Virtualization also allows users can search and discover mea-
surements and observational data based on the metadata charac-
teristics specific to their analysis. This might involve searching
using a spatial (geographical) and temporal bounding box, sam-
pling characteristics (spatial and temporal) and measurement or
geophysical parameter. Another benefit of virtualization is the
ability to provide upgradability with little or no impact to avail-
ability.

Another benefit of DCI is the interoperability achieved
through the use of architectural and implementation standards
for protocols and interfaces, such as those provided by a SOA.
These standards support benefits such a composability and
extensibility that provide the infrastructure to meet the perfor-
mance requirements previously described. Additional attributes
such as reuse and rapid deployment are also important benefits
of the DCI approach. As will be discussed later in this section,
many Earth observation applications are event triggered, and
do not require continuous availability of system resources. The
capability to marshall all the necessary resources on-demand
based on the trigger event, for example, a natural disaster such
as a hurricane or earthquake, is important. Such a system can
maintain readiness with limited resource utilization until the
full capability is required. Thus, these resources are not sitting
idle, but rather could be used by other applications and only
accessed in time of need, using a priority based utilization
scheme (disaster events receive higher priority than routine
scientific studies).

An additional benefit of using the service architectural con-
cepts, combined with the right frameworks and technologies
for implementation, is the ability to create what have become

known as Problem Solving Environment (PSE) [67]. A PSE is
designed to provide the framework to target a specific class of
problems within a given scientific domain. The framework pro-
vides the tools in the natural language of the specific scientific
discipline so that the user can marshal these resources with very
little learning curve. The framework can encapsulate very pow-
erful data processing and analysis capabilities coupled to the
underlying computing and data resources in a manner that is
transparent to the user [68]–[70].

C. A Notional Ground System Reference Architecture for

Remote Sensing

With this clear understanding of fundamental DCI capabilities
and terminology, we now take a systematic approach to identify
the required capabilities to manage the acquisition of data
from both on-orbit and terrestrial sensors, the production of
the resulting data products, their use by a large distributed
user community, and the management of the DCI enterprise,
as a whole. To this end, we present a notional satellite ground
system reference architecture, shown in Fig. 3, that is cast as
a services architecture where administrator and user access is
through browser-based tools. A key aspect of this reference
architecture is that services are broadly categorized into domain

services and enterprise services. Domain services include those
that are specific to the management of satellite systems (and
possibly other sensor systems), e.g., command and control,
orbital determination, tasking/planning/scheduling (for on-orbit
resources), telemetry, etc. The specifics of these services are
not the focus of this paper, so we do not discuss them any
further.

Germane to this discussion are the enterprise services, pro-
viding the capabilities to use and manage all other aspects of
the infrastructure. Clearly there are services for cataloguing and
discovering resources, i.e., for data and services. Execution and
workflow services manage the lifetime of individual service in-
stantiations and also sequences of service executions and any
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necessary data transfers. Monitoring services, event notifica-
tion, and accounting services are used to evaluate system per-
formance, monitor for faults, and to accumulate audit trails. All
of these services could be dynamically allocated from a pool of
resources, i.e., a cloud, as part of resource management.

A number of other services cut across all other aspects of the
infrastructure. These include reliable messaging, security, and
governance policies that must be enforced throughout the user
environment. We note that all of these services could, in fact,
be distributed across different sites. Reliable messaging simply
means that if message delivery fails, an error condition is guar-
anteed to be raised. That is to say, there are no silent communi-
cation failures.

The security mechanisms and infrastructure provide support
for integrity and privacy for both data at rest (on disk) and in
flight (on the network). Checksums and other methods are used
to ensure integrity. What most users must deal with directly,
however, is authentication and authorization. In distributed en-
vironments, user account management requires federated iden-

tity management and virtual organization management. Fed-
erated identity management enables different organizations to
trust one another’s users. Virtual organizations (VOs) provide a
mechanism whereby role-based authorization can be enforced
based on a user’s identity and role with the VO which may can
span multiple administrative domains. VOs can also be used
to manage common data and collaboration tools for the VO’s
members.

Enterprise governance is typically expressed through poli-
cies. These policies can be enforced either by administrators or
automatically by the system. Usage policy can be largely ad-
dressed through role-based authorization for users. There can
also be system management policies that determine how much
processing time is available for given tasks, data replication
among sites, etc.

Broken out separately here are the data virtualization ser-

vices. The data produced by on-orbit sensors must be collected,
calibrated, catalogued, archived, and made available to autho-
rized users. Databases will be used to maintain operational data,
such as mission planning, telemetry, commanding, and orbital
attitude data. Most users, however, will be focused on the data
products and their metadata. These catalogues can be massive
and distributed. Data must also be archived indefinitely. Hence,
it is far better for data to be virtualized, such that it can be ac-
cessed by their attributes, rather than requiring users to know
anything about data physical location, storage format, etc. This
requires that an information architecture be in place that de-
fines metadata schemas and ontologies. With data virtualized in
an information architecture, data provenance, the understanding
of data evolution, and long-term data preservation all become
easier to accomplish.

Furthermore, we note that virtualization of data also facil-
itates the virtualization of the sensors. Accessing data by at-
tribute can be applied to data that will be produced by a sensor
network, as well as to data that has already been collected and
archived. This approach provides a clean, logical interface for
requesting, acquiring, and using sensor data that isolates the user
from the immense technical detail of operating a remote sensor
system. Many of these issues are discussed in more detail in the
context of geospatial data in [71].

D. Survey of Key DCI Examples

This reference architecture now gives us a context in which to
discuss and evaluate a number of key DCI examples that involve
remote sensing. These examples represent different aspects of
the reference architecture, and cover the spectrum from simple,
lightweight implementation approaches typically used by small
research teams, to large, enterprise-scale systems that can only
be deployed by large institutions.

1) The Matsu Project: The goal of the Matsu Project [72]
is to provide an on-demand (cloud-based) disaster assessment
capability through satellite image comparisons. This is an
on-going research collaboration under the umbrella of the Open
Cloud Consortium (OCC) [73] whose participants include the
NASA GFSC, the University of Illinois at Chicago, the Starlight
optical network, and others. OCC operates a distributed cloud
infrastructure hosted by OCC members, and participants in
the Large Data Working Group. This infrastructure provides a
Eucalyptus-based cloud with over 300 cores, 80 TB of storage,
and 10 Gbps network connections (being upgraded to 80 Gbps)
using network equipment provided by Cisco.

The initial processing scenario for the Matsu project is a flood
prediction and assessment capability being applied to Namibia.
Fig. 4 illustrates Matsu’s general workflow and flood dashboard.
Relying on relatively simple Web 2.0 mash-ups, Matsu imple-
ments a sensor web that collects sensor data from a variety of
sources, including six Namibian river stations. Matsu also ingests
data from on-line sources, such as the Global Disaster Alert and
Coordination System [74], and the on-line daily flood masks pro-
duced by the NASA MODIS data processing center.

Most importantly, though, Matsu users can propose tasking
for the Hyperion and ALI sensors on the EO-1 satellite to
collect hyperspectral images over regions of interest. The
tasking operation is managed by the Geospatial Business
Process Management System. Once collected, the images are
radiometrically and geometrically corrected and stored on the
OCC cloud. Image comparisons can be done to assess flooding
using Hadoop. The final data is served to end-users using
the standard OGC Web Map Service and the Web Coverage
Processing Service tools.

2) GENESI-DR and GENESI-DEC: The initial goal of
the Ground European Network for Earth Science Interoper-
ations—Digital Repositories project (GENESI-DR) was to
provide a large, distributed data infrastructure for world-wide
community needs [75]. This was a Seventh European Frame-
work project funded from 2008 to 2010. Its follow-on project,
GENESI-DEC—Digital Earth Communities—runs until 2012
with the goal of enhancing support to specific user communities
and other existing data archives [76].

Through a simple web portal and web services API, users
can register their data sets and make them available to other
Earth scientists. The cataloguing of disparate data sets was a
major challenge that GENESI-DR addressed by basing their
core metadata properties on the metadata rules for INSPIRE, the
Infrastructure for Spatial Information in Europe [77]. This was
represented as a Resource Description Framework model that
reuses common vocabularies. OpenSearch [78] was integrated
enabling GENESI-DR to support both geospatial and temporal
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Fig. 4. The Project Matsu general workflow (left) and flood dashboard (right).

search queries based on either free text or specific metadata pa-
rameters. By the end of GENESI-DR, more than twelve Euro-
pean sites and more than fifty data sets (including satellite data
sets) were available.

Once this basic project infrastructure was in place, it became
clear that there was a need for an authorization model that ob-
served different intellectual property rights as specified by the
data owners. Another issue was providing single sign-on across
multiple digital repositories operated in different administrative
domains, to support cross-site workflows. The GENESI-DEC
project addressed of these issues by using OpenID14 with a vir-
tual organization approach. Besides working with multiple data
communities, such as the Ocean Observation community, and
Global Atmosphere Observation community, GENESI-DEC is
part of an alliance to promote a common data approach for the
GEOSS Common Infrastructure. (See Subsection 6.)

3) G-POD: The goal of the Grid Processing on Demand
(G-POD) project is to provide on-demand processing for Earth
observation data [79]. G-POD was started by the European
Space Agency in 2002 using a grid architecture, but has since
incorporated a cloud approach.

G-POD provides a portal whereby users can search a catalog
for available data products. Desired data sets can be accessed
through PUT, GET, LIST, and DELETE commands. These in-
clude data sets from the ERS-1 and ERS-2 satellites, and the En-
visat ASAR and MERIS sensors. The portal provides services
whereby the user can use various tools and algorithms to process
these data sets from Level 0, unprocessed sensor data with com-
munication artifacts removed, to Level 3, radiometrically and
geometrically calibrated geophysical variables mapped on to a
uniform space-time frame of reference. Once processing jobs
are started, they can be managed and monitored for progress,
e.g., queued, running, completed, etc.

G-POD was initially constructed using the Globus grid
toolkit [80]. Behind the easy-to-use portal interface, G-POD
used GridFTP to transfer data sets and GRAM to submit jobs

14OpenID is an open standard that describes how users can be authenticated
in a decentralized manner. See http://openid.net/.

on pre-configured computing resources. Despite the traditional
batch workflow management, G-POD provided an on-demand

processing utility.
Subsequently, Terradue Srl was selected by ESA to commer-

cialize and enhance G-POD [81]. As a result of their work,
G-POD now has the capability to acquire and release Amazon
EC2 computing nodes and S3 storage blocks, without requiring
any significant changes to the user interface. That is to say, the
portal will move Earth observation data in and out of S3 storage,
and run the same services as EC2 instances, while presenting the
same interface to the user. This is a prime example of the fact
that clouds are first and foremost about the provisioning of re-
sources. Fig. 5 illustrates a G-POD services page. Besides the
portal, G-POD services are available through HTTP and SOAP.
G-POD users are authenticated using PKI certificates issued by
the G-POD administrators.

4) GMSEC: The goal of the GFSC Mission Services Evolu-
tion Center (GMSEC) project is to enable the rapid prototyping
of satellite ground systems [82]. This effort has been underway
at GFSC for many years and is gaining acceptance as a viable
method to deploy ground systems. The GMSEC architecture
is based on the message bus concept, as illustrated in Fig. 6.
The critical design element for GMSEC is the carefully con-
trolled API between GMSEC-compliant components and the
underlying message bus. This allows rapid integration of new
and existing components, from a library of components, to sup-
port the rapid deployment of a satellite ground system. Besides
basic components to support plotting and other display func-
tions, there are high-level components for managing satellite
flight dynamics, planning and scheduling, telemetry, archiving,
and system monitoring. Approximately sixty components are
available and this number continues to grow.

By controlling the API between components and the mes-
sage bus, a variety of underlying message busses can actually
be supported. Hence, besides using a message bus produced
at GFSC, other commercial messaging systems can be used,
including Tibco SmartSockets, Tibco Rendezvous, Interface
Control System’s Software Bus, and the Elvin distributed
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Fig. 5. A G-POD services page.

Fig. 6. The GMSEC message bus concept (left) and the GMSEC reference architecture (right).

event routing service. By doing so, GMSEC can rely on the
capabilities provided by the commercial messaging systems,
such as publish-subscribe, guaranteed delivery, and security.

The GMSEC Reference Architecture describes how the
message bus concept can be deployed across a distributed
environment, including on-orbit platforms. Different message
bus instances are deployed in different environments, sepa-
rated by firewalls, or in the case of on-orbit instances, by the
actual ground link. All data presented to external web servers
must also go through a portal server component where data
dissemination policies are enforced. The portal server, and
the firewall, also control any traffic back into the message bus
system. The use of a GMSEC segment on-board a satellite was
demonstrated in 2006 in the ST5 micro-satellite constellation
mission that measured the Earth’s magnetic field.

5) GEO Grid: The goal of GEO Grid is to provide a disaster
assessment capability, and could be considered a prototype for
an operational disaster monitoring system. GEO Grid integrates

grid technology to securely manage federated resources with
standard geospatial tools for a variety of applications focusing
on utilization of various remote sensing data sources. GEO Grid
is an on-going project funded by the Japanese government and
built by the Grid Technology Research Center at the National
Institute of Advanced Information Science Technology, Japan
GEOGrid ingestsbothASTERandMODISdata, storing thisdata
using the Gfarm data grid middleware [83] to achieve the desired
scalability and distribution. Like many other systems, GEO Grid
can be accessed through a portal. However, GEO Grid offers both
a portal development kit (PDK) and a service development kit

(SDK). The GEO Grid PDK enables users to build customized
portals from a library of portlets that include workflow engines,
data access tools, and OGC web services. The GEO Grid SDK
enables users to create their own services that can be registered
and shared with other users and sites. Many of these services are
based on the widely adopted OGC services for serving geospatial
data, e.g., WMS, WFS, WCS, etc. [84].
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Fig. 7. The GEO grid field observation network virtual organization.

GEO Grid uses the Grid Security Infrastructure (GSI) in con-
junction with the VO concept to realize a scalable authorization
mechanism for different groups of users. GEO Grid currently
operates VOs for Geological Hazards and for “Business, IT
and GIS”. To illustrate the capabilities of GEO Grid consider
the Field Observation Network (FON) virtual organization
[85] that is design to support the calibration and validation of
on-orbit sensors, through the comparison of on-orbit data with
other data sources, e.g., ground-based observations. As illus-
trated in Fig. 7, the FON VO integrates data from a network of
ground observatories that capture digital fisheye camera data,
hemispherical spectro-radiometer data, and sunphotometer
data. FON VO manages these terrestrial sensors using the OGC
Sensor Observation Service (SOS) standard. Using GEO Grid
portal services, users can evaluate the accuracy and properties
of the on-orbit sensors.

6) GEOSS: The goal of the Global Earth Observation
System of Systems (GEOSS) is to deploy an international,
federated infrastructure for sharing of Earth observation data
products worldwide. This is in support of nine areas of societal
benefit: disaster management, health, energy, climate, water,
weather, ecosystems, agriculture, and biodiversity [86]. The
GEOSS project is managed by the Group on Earth Observations
(GEO) [87], an international collaboration of many organiza-
tions that produce and consume Earth observation data. GEO
has defined a ten-year implementation plan for GEOSS running
from 2005 to 2015.

The current 2009–2011 work plan targets building an inte-
grated GEOSS Common Infrastructure (GCI). This is being ac-
complished though the GEOSS Architecture Implementation
Pilot (Task AR-09-01b). Fig. 8 illustrates the design of the GCI
as a service-oriented architecture. A set of registries are used
for service components, user requirements, and standards for
interoperability. Here user groups from around the world can
register their data sets and services. To facilitate resource dis-

covery, the GEOSS Clearinghouse does global GEOSS searches
based on the registered metadata for any type of resource, e.g.,
systems, services, data, documents, or specific file types. All of
these system components are accessed through a portal15 using
either free text input, browsing the areas of societal benefit, or
selecting locations on an interactive globe.

As member of GEO, the Committee on Earth Observation
Satellites (CEOS) [88], is provide the space segment for this
project and thus the data catalogued in these registries. CEOS
members operate the satellite programs that are producing this
data on a regular basis.

To support GEOSS, CEOS has developed the notion of vir-

tual constellations, whereby satellites and ground segments op-
erated by one or more organizations can be managed in a co-
ordinated way to meet overall Earth observation requirements.
To accomplish this, GEO and CEOS maintain a set of joint
CEOS-GEO actions as part of the GEOSS ten-year plan and
the current 2009–2011 work plan. This includes virtual con-
stellations (Task AR-09-02a) and data sharing principles (Task
DA-06-01), in addition to support for specific societal benefit
areas, such as global agricultural monitoring (Task AG-07-03a).

These efforts are being supported by organizations around
the world. For example, Kopernikus, formerly the Global Moni-
toring for Environment and Security (GMES) project, is the Eu-
ropean contribution to GEOSS [89]. Kopernikus/GMES cata-
logues a tremendous amount of remote sensing data from satel-
lites such as EU Envisat. These data sets are being made avail-
able through the EuroGEOSS Broker, whose initial phase main-
tains 400 data sets and 26 services.

The United States Group on Earth Observations (USGEO)
[90] has the charter from the National Science and Technology
Council to establish an integrated Earth Observation system, in
conjunction with GEO. USGEO has the membership of seven-
teen federal agencies who are dedicated to the open sharing of

15http://www.geoportal.org.
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Fig. 8. The GEOSS common infrastructure.

data. USGEO hosts GEOSS registries and has made available
the entire Landsat archive consisting of 2.4 million images from
over 37 years.

The Japanese Aerospace Exploration Agency (JAXA) also
hosts GEOSS registries to make available the data from many
of its Earth Observation satellites. In addition to observing
land vegetation, etc., the Advanced Land Observing Satellite
DAICHI is also being used for disaster management, e.g.,
landslides. The Greenhouse Gases Observing Satellite IBUKI
(GOSAT) has two sensors for measuring the global distribution
of CO and CH . The Tropical Rainfall Measuring Mission
(TRMM) satellite is a joint project between JAXA and NASA
with five sensors on-board dedicated to rainfall observation.
The data from these sensors is processed in both countries and
is used, in conjunction with other remote sensing sources, to
produce a global rainfall map every hour, about four hours after
observation.

E. Survey Discussion

Using the six DCI examples above, we can easily identify
commonality and trends for supporting Earth remote sensing.
Using these insights, we examine how the various elements of
the notional satellite reference architecture have been addressed.

All these systems address security, but to varying degrees ac-
cording to their requirements. There are many aspects to secu-
rity, but for the purposes of this review, we will focus on au-

thentication and authorization—establishing who you are and
what you are allowed to do. The Matsu Project uses very simple
password authentication since it is an experimental project being
implemented as a Web 2.0 mash-up and has modest security

requirements. Several of these systems use passwords, in ad-
dition to traditional physical security means, as in GMSEC.
To ease the burden of having to authenticate to multiple web
sites, existing standards are used, such as OpenID and OAuth,16

with GENESI-DEC having adopted OpenID. These tools allow
the same credentials to be used when authenticating to var-
ious sites, thus reducing “password fatigue.” This can be fur-
ther ameliorated by single sign-on where a user authenticates
once and then has access to multiple systems. There are many
single sign-on implementations, which are commonly based on
two-factor authentication with one-time passwords. The most
advanced security infrastructures are employed in G-POD and
GEO Grid, which use the X.500 certificate-based Grid Security
Infrastructure. Here, user certificates are issued by a certificate

authority and establish identity on all transactions. GEO Grid
goes a step further by implementing virtual organizations, en-
abling the management of federated resources from different ad-
ministrative and organizational domains. To enable truly world-
wide VOs, the International Grid Trust Federation certifies the
operation of certificate authorities, thereby enabling organiza-
tions to trust certificates issues by other IGTF members.

It should not be surprising that all of these systems address
data and data access, essentially providing data virtualization
services. Most widely used are the OGC standards for cat-
aloguing and serving data. The Catalogue Service for Web
(CSW) has had an ebRIM profile defined giving it a metamodel
that can handle services, symbol libraries, coordinate reference
systems, application profiles, and schemas, as well as geospatial
data. CSW also supports catalogue federation that is critical
for distributed systems. CSW 3.0 will incorporate functionality

16http://oauth.net/.
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from OpenSearch [78] which supports both geospatial and
temporal queries. Much of this resulted from work done as
part of the GENESI-DR and GENESI-DEC projects. There
is even work being done with CSW/ebRIM to provide a data
provenance service for geospatial data [91]. Finally, work is
being done with CSW and ISO/IEC 14863 System Independent
Data Format [92] to address long-term data preservation issues,
e.g., isolation from media formats to enable 100–500-year data
retention [93].

With regards to the human-computer interface and the ac-
tual presentation of geospatial data, the web browser is widely
adopted. Besides simply serving data through web pages, web
portals that collate data from multiple sources are widely used.
In the case of GEO Grid, a portal toolkit allows further extension
and customization of portal capabilities, depending on user re-
quirements. We note that the basic data service standards of the
Open Geospatial Consortium are established and widely used,
i.e., the Web Map Service, the Web Feature Service, and the Web
Coverage Service. While none of the systems reviewed explic-
itly mention Google Earth, the use of Google Earth and the Key-
hole Markup Language (KML) have found rapid adoption given
the robust display and navigation features of Google Earth and
the ease of using KML. There are browser plug-ins for Google
Earth, along with tools, such as OpenLayers, to integrate map
data into web pages using the standard OGC tools.

Job management and workflow management are clearly crit-
ical functions for all DCIs, with the details typically hidden
from end-users behind a browser or portal. This allows the users
to focus on their scientific task rather than IT system manage-
ment. To make this as easy to manage as possible in a dis-
tributed environment, the browser or portal can present the user
with a uniform abstraction that hides the details of disparate re-
mote systems. All remote sensing data must be processed to be
useful. Besides research and development on calibration algo-
rithms and the like, data is often used in other computational
tasks, e.g., weather forecasting, oceanic/atmospheric models,
climate models, etc. In this respect, G-POD stands-out since it
allows the user to explicit initiate and manage computational
jobs.

There are a number of standards for managing remote ser-
vices. The Simple Object Access Protocol (SOAP) is widely
used for request-replies in the web services domain. In the
geospatial domain, the Web Processing Service (WPS) pro-
vides a similar request-reply protocol, and is gaining wider
acceptance since it has a look-and-feel similar to other OGC
standards. In the grid domain, the Open Grid Forum (OGF)
HPC Basic Profile [94] was defined to support a wider variety
of job management requirements beyond simple request-reply,
e.g., meta-scheduling policies, “rich clients” that need to run
sets of simulations, and also workflow engines that manage
sets of tasks chained together in a dependency graph. The HPC
Basic Profile accomplishes this through the use of the OGF Job
Submission Description Language, the OGF Basic Execution
Service, and the WS-I Basic Profile.

Workflow engines become advantageous when multiple tasks
have to be executed on a routine basis. The best known workflow
standard is the Business Process Execution Language (BPEL)
[95] used by web services. The Workflow Management Coali-

tion has also defined standard workflow tools such as the XML
Process Definition Language and the Workflow XML protocol.
There has, however, been a tremendous amount of work on
workflow engines outside of standardization efforts, primarily in
the grid community. Workflow engines such as Kepler, Pegasus,
Taverna and Triana have been used in large, operational systems
to routinely manage thousands of jobs and terabytes of data [55].
Key design features of workflow engines are whether they have
centralized or distributed control (“orchestration” vs. “choreog-
raphy”) and how intelligently they can respond to failures in
the workflow or environment [54]. Both the Matsu Project and
GEO Grid employed workflow engines. The Matsu Project is
experimenting with the Geospatial Business Process Manage-
ment System (GeoBMPS), a commercial product and service
from GeoBliki.

While all projects make use of web browsers and portals,
with their implied use of HTTP, very little was said about
the communication or networking requirements. GMSEC
does support publish-subscribe, in addition to event notifica-
tion. There are related communication paradigms for which
a number of commercial tools are available. External users
may commonly use the open Internet for accessing remote
systems. Satellite ground systems and other organizations,
however, could benefit from bandwidth on-demand. Besides
providing higher bandwidth, optical networks also support
bandwidth on-demand through dynamic wavelength allocation
and multiplexing. If the communication demands are known or
can be predicted in advance, then different wavelengths can be
allocated to provide a dedicated path with higher bandwidth, no
competing traffic and better reliability. The GÉANT2 project
and the OGF Network Service Interface Working Group are
jointly working on standard tools to manage such capabilities.

Another very important development is the use of on-de-
mand resources such as those provided by the different types
of clouds. As previously discussed the concept of virtualization
is an established concept in computing, but its successful use
for on-demand computing resources has been enabled by the
development of massive data centers to support web-based
applications and the interconnectedness of society, i.e., the easy
access to those data centers. While the vast majority of cloud
computing applications will be in the commercial sector with
primarily transactional applications, there is strong interest in
the scientific and engineering fields, including satellite ground
systems, for many of the same reasons as the commercial
field [96]. The dynamic allocation of virtual machines, storage
and communication enables a flexible response to changing
demands. Desired throughput can be maintained by adding
additional servers, but only when necessary. The use of virtual
machine images can isolate applications from changes in the
underlying hardware. The ease of server allocation can be
used to improve reliability by spinning up another server auto-
matically when a failure has been detected. From an end-user
perspective, it is also more desirable to have the appearance of
having a dedicated virtual cluster, rather than having to submit
jobs through a job scheduler and waiting for the turn-around
time.

Of course, cloud computing does present a performance issue
for HPC since virtualization of the network interface can neg-
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atively impact communication performance. For very tightly
coupled, communication-intensive codes, this performance im-
pact may be unacceptable. For many scientific codes, however,
the impact may be tolerable and worth the other benefits de-
scribed above. In fact, clouds can be designed, configured and
deployed to minimize those overheads [97]. Hence, the notion
of science clouds is rapidly gaining popularity. Here, the com-
munication overhead can be reduced by avoiding full virtualiza-
tion of the network interface and optimizing data handling be-
tween the guest and driver domains. Also, data can be accessed
through block storage that is attached directly to running vir-
tual machine instances, rather than through an HTTP interface.
In addition, GPU clouds are also being developed to make the
computational speed of these devices available, on-demand, for
cloud applications. As an example, the DOE Magellan Cloud at
Argonne National Lab includes 133 servers that host 266 nVidia
2070 GPU cards. While the GPU servers can be multi-tenant,
the virtualization of the GPUs themselves remains to be imple-
mented. The virtualization of GPUs might introduce overheads
that would negatively impact the final performance realized by
applications. Nonetheless, hosting GPUs in a cloud is a way
to integrate their performance advantages with the on-demand
flexibility of cloud computing.

The final topics we wish to discuss are those of policy and
governance. While the examples presented a range of basic
project management requirements—from research mash-ups
(Matsu) to international collaborations (GEOSS)—a key indi-
cator for the maturity of DCIs is the degree of integration and
automation of their policy and governance mechanisms. We
note that while GMSEC enables rapid prototyping for ground
system service integration by controlling the message bus API,
its deployment is largely configured statically. It relies on
manual configuration of the firewalls and deployment of the
message bus infrastructure to control user authorizations. GEO
Grid’s use of VOs, however, provides a mechanism whereby
data owners can flexibly define VO roles and manage user
authorizations. This is especially important for DCIs that cross
administrative boundaries, such as GEOSS. While simply
serving remote sensing data is a major function for satellite
DCIs, this will be increasingly integrated with the management
of computational tasks. The OGC Web Processing Service is
a first step in this direction, but ultimately the general man-
agement of federated computational resources will have to be
addressed. This has been the focus of the grid community for
many years, and continues to be highly relevant in the cloud
community. Standards like WS-Agreement and WS-Agree-
ment Negotiation [98] were developed to establish and monitor
service level agreements whereby properties—such as perfor-
mance, security and reliability—could be agreed upon by a
provider and client.

V. DISCUSSION OF CHALLENGES

While this review has shown us a number of important
systems leading the way in the development of complete,
end-to-end platforms for remote sensing, we note there are still
a large number of outstanding challenges in this field. To es-
tablish the scope and scale of these challenges, we use another
key, motivating example. In 2005, Hurricane Katrina took over

Fig. 9. Predictions of Hurricane Katrina’s track four days before landfall in
Louisiana. The black line is the actual path.

1500 lives and caused over $81B in property damage [99]. Four
days prior to landfall, multiple hurricane prediction codes gave
the results shown in Fig. 9 from [100]. The black line is the
hurricane’s actual path. Clearly these predictions were useless
four days out, and only began to converge to “truth” two days
out. To mitigate such disasters, what would be necessary to
build and deploy an HPC-based hurricane disaster mitigation

system?
When considering such a system, one realizes that this

represents both a scientific and operational grand challenge

problem. Addressing the basic scientific issues will require a
fundamentally enhanced understanding of how the atmospheric
and oceanic systems work as part of the overall Earth system,
in addition to developing corresponding computational models
that accurately represent these systems. The scale of these
models may require larger scale computational infrastructure
beyond what is currently deployed.

As an example, consider the DCI requirements for tracking a
hurricane, from birth as a tropical storm to a full fledge hurricane
that makes land fall. The DCI must be able to ingest multiple
sources of real-time data that includes satellite, airborne and
ground based observations. This data must then feed real-time
forecast model to support hurricane track prediction and then
feed this data to various organizations and decision support sys-
tems. The results of these tracking models will also feed precip-
itation models to estimate where water will be deposited, which
will have to be fed into flooding models to determine where
lives and property will be at risk. To be truly effective, this must
be done securely across federated organizations and nations, so
critical information can be immediately available to public offi-
cials to manage evacuation routes, sandbagging, and other mit-
igation efforts. To realize such a DCI will require an enormous
amount of compute power that is just not economically possible
to dedicate to this single purpose.

Hence, shared computing resources (including all types of
HPC-based platforms discussed in this review) will have to
be used in complementary fashion. Although the role of each
type of architecture depends heavily on the considered remote
sensing application, cluster-based parallel computing seems
particularly appropriate for efficient information extraction
from very large data archives comprising data sets already
transmitted to Earth, while the time-critical constraints intro-
duced by many remote sensing applications such as the one
discussed in this section call for on-board and often real-time
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processing developments. This includes specialized hardware
architectures such as GPUs and FPGAs. In all cases, these com-
puting resources must also be available on-demand, possibly
from a national cloud resource that can support coupled, HPC
codes with strict processing deadlines. Clearly such a grand
challenge system could support a wide variety of application
domains. Hence, we can distill the following fundamental
challenge areas:

• On-demand Scale and Timeliness. To date, running large
compute jobs has meant submitting a job to a batch sched-
uler and waiting through a job queue. Cloud computing,
however, is based on the notion of acquiring resources
on-demand. While commercial cloud computing primarily
targets a transactional style of computing, there is also
great interest in building science clouds that can support
more tightly coupled HPC codes on-demand. To support
a disaster mitigation DCI will require the allocation of
resources to support sets of applications in a workflow
that ingests real-world data in real-time, and provides data
products to a distributed user base. This scale is tantamount
to the allocation virtual data centers with hard real-time
deadline constraints.

• Security and Information Assurance. Such large sys-
tems may actually be distributed across multiple data
centers in different administrative domains, crossing not
only organizational but also national boundaries. Hence,
federated identity management systems are needed that
provide single sign-on. Role-based authorization can be
managed based on a user’s identity and role within a
virtual organization. The trust relationships necessary
to operate such virtual organizations will be managed
through trust federations that specify how Certificate
Authorities are being operated, thereby establishing trust
among the participating organizations. A key example is
the International Grid Trust Federation that coordinates
Certificate Authorities operating on six continents [101].
Irrespective of the security mechanisms that are in use,
however, there is a fundamental trade-off between security
and system performance and usability. Choosing the right
level of security balanced by performance and system
usability is always a challenge.

• Data and Data Access. Several of the projects reviewed
focused on data and data accessibility. With the current
exploding “data deluge” being captured or generated and
put on-line, the importance of data access cannot be over-
estimated. There are certainly a number of standards for
geospatial data, catalogs, and web-based presentation, but
this just scratches the surface [84]. There is still a wide
diversity of data and metadata formats that must be con-
tended with, and improved methods for managing this in-
formation and providing users with simple methods (and
the tools) to access this data is extremely important. When
data sets are owned by different institutions, there can also
be different authentication, authorization, and data access
methods that provide additional challenges for data acces-
sibility. Ultimately, the goal is to create digital libraries

where current and historical data sets are curated and pre-
served with their provenance, and can be accessed using a
well defined set of standards.

• Standards and Interoperability. Clearly none of these sys-
tems will be feasible without internationally recognized
and adopted standards in all of the fundamental capability
areas described earlier. The number of possible technical
standards is far beyond what we can review here. With re-
gard to managing distributed resource federation, the Open
Grid Forum [102] has developed concepts such as virtual
organizations and trust federation. There are also emerging
cloud standards, such as the Open Cloud Computing Inter-
face [103], the Open Virtualization Format [104], and the
Cloud Data Management interface [105] that together form
the basis for standard IaaS clouds. This is covered in a little
more detail in [106].

• Paths for Incremental Adoption. Finally, if we take note
of the lessons learned from previous failed attempts to de-
ploy large scale systems as a monolithic whole, and the
fact international standards are never developed or adopted
overnight, incremental approaches to development and de-
ployment should be taken. While it is possible to envi-
sion such large systems, and the standards to support them,
it is much more feasible to incrementally adopt and de-
ploy maturing technologies and develop standards around
specific functions. There are significant benefits to this
“grow-as-you-go” approach. This allows experience to be
gained and risk minimized as new capabilities are deployed
and incrementally expanded, while riding the price-perfor-
mance curve for computing technologies. Hence, we must
support all manner of prototyping and pathfinder efforts to
build user and marketplace confidence across all aspects of
the HPC-based systems discussed in this review.

VI. CONCLUSIONS

In this paper, we have reviewed the state-of-the-art in the
application of HPC techniques and practices to remote sensing
problems. Techniques discussed include specialized hardware
devices, multi-processor systems and distributed networks,
which provide important architectural developments to accel-
erate the computations related with information extraction in
remote sensing. Our study reveals that specialized hardware
systems can now satisfy the time-critical constraints introduced
by several remote sensing applications, while the computational
power offered by clusters and distributed networks is ready to
introduce substantial benefits from the viewpoint of integrating
available computing resources and exploiting large volumes
of remotely sensed data. While there are still some important
challenges in this field, the compendium of techniques and
platforms discussed in this work reflect the increasing sophis-
tication of a field that is rapidly maturing at the intersection of
many different disciplines.
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