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Abstract: The growing importance and widespread adoption of Wireless Sensor Network (WSN)
technologies have helped the enhancement of smart environments in numerous sectors such as
manufacturing, smart cities, transportation and Internet of Things by providing pervasive real-
time applications. In this survey, we analyze the existing research trends with respect to Artificial
Intelligence (AI) methods in WSN and the possible use of these methods for WSN enhancement. The
main goal of data collection, aggregation and dissemination algorithms is to gather and aggregate
data in an energy efficient manner so that network lifetime is enhanced. In this paper, we highlight
data collection, aggregation and dissemination challenges in WSN and present a comprehensive
discussion on the recent studies that utilized various AI methods to meet specific objectives of
WSN, during the span of 2010 to 2021. We compare and contrast different algorithms on the basis
of optimization criteria, simulation/real deployment, centralized/distributed kind, mobility and
performance parameters. We conclude with possible future research directions. This would guide
the reader towards an understanding of up-to-date applications of AI methods with respect to data
collection, aggregation and dissemination challenges in WSN. Then, we provide a general evaluation
and comparison of different AI methods used in WSNs, which will be a guide for the research
community in identifying the mostly adapted methods and the benefits of using various AI methods
for solving the challenges related to WSNs. Finally, we conclude the paper stating the open research
issues and new possibilities for future studies.

Keywords: artificial intelligence; data aggregation; Internet of Things; data collection; data dissemination;
challenges; wireless sensor networks

1. Introduction

The field of ad hoc network technology has experienced remarkable research attention
over recent years [1]. Ad hoc networks are broadly classified into two categories: Mobile ad
hoc Network (MANET) and Wireless Sensor Network (WSN). WSNs have limited power
consumption and are comprised of low cost devices when compared to MANETs [2,3].
MANETs are designed for mobile devices that are capable of moving freely in any direction
independently, while WSN nodes with embedded CPU and smart sensors are generally
deployed and used for data sensing and monitoring of surrounding environmental factors
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such as wind, air, humidity, pressure, vibration, detecting gases and chemicals, earthquake
and so on [2,4]. The increasing benefits of IoT applications in daily life have revolutionized
people’s lifestyle choices. For effective communication of data among nodes, many such
IoT-based applications demand exact identification of node position and location [5]. WSN
is regarded as the core component of IoT and enables a diverse set of applications [6–10].
The integration of WSN into the IoT allows the dynamic connection of sensor devices
to the internet and achieves the tasks assigned. WSN provides valuable capabilities to
applications such as in science, military, engineering, area monitoring, forest fire detection,
disaster prediction and so on, but at the same time faces different challenges due to its
constrained resources and capabilities [11].

The key purpose of this survey is to give insight into up-to-date applications of
Artificial Intelligence (AI) methods with respect to different WSN challenges. We highlight
various challenges related to Data Collection (DC), aggregation and dissemination in
WSNs and present a comprehensive discussion of the recent studies that utilize various
AI methods to meet specific objectives of WSN, during the span of 2010 to 2021. Then, we
provide a general evaluation and comparison of different AI methods used in WSNs, which
will be a guide for the research community in identifying the most adapted methods to
address the different WSN challenges, and the benefits of using various AI methods for
solving each of these challenges related to WSNs.

In this survey, we review most of the existing AI techniques and their applications
in WSNs for overcoming the DC, Aggregation and Dissemination challenges of WSNs.
We primarily present an overview of these WSN challenges and a review of various AI
techniques. Then, we present the applications of AI techniques for solving these chal-
lenges and enhancing WSN performance in terms of packet transfer rate, WSN lifetime,
energy efficiency etc. This study will provide the reader with adequate understanding
about the challenging concerns of WSN and the power of AI techniques in solving the
WSN challenges.

While survey papers exist on analyzing different challenges facing WSNs, most of
them focused on applying AI methods to solve a particular problem, such as routing
or energy usage, while others focused on solving some of the challenges faced by WSN.
There has been related work that discussed or partially surveyed the literature related
to AI based protocols and algorithms solving different WSN challenges. The work in
this survey is different from others as our intention is to provide a contemporary survey
of the more recent literature. Our focus is to compare different AI techniques which
allow to explore new strategies for resolving existing WSN problems and to enhance the
WSN performance, and we cover several optimization techniques that address different
challenges in WSNs related to DC, Aggregation and Dissemination. The core content of
this survey is AI schemes for WSN while we cover all aspects of it in addressing these WSN
challenges. Moreover, we have reviewed the papers published from 2010 to 2021 to carry
out a systematic analysis and comparison. The paper provides a comprehensive survey of
55 relevant papers across different academic disciplines such as AI and computer science
from reliable database sources.

The methodology used to conduct this survey is discussed in the following subsection.

1.1. Research Methodology

The research methodology used here is split into four parts, Articles selection, Articles
classifications, Article analysis and Discussion and future scope. The articles selection
phase (Phase 1) is comprised of two steps: database source selection and article selection &
filtering. The classification of articles is covered in Phase 2. Phase 3 involves article analysis
(discussed later in Section 4) along with some open research challenges. Finally, Phase 4
includes the discussion and future scope which is covered later in the Section 5 where we
conclude the paper.
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1.1.1. Articles Selection Phase

• Database sources selection step: Paper sources and key search parameters might have
an impact on the quality of research. To achieve this, the papers in this review are taken
from reliable databases: Web of Science (https://clarivate.com/webofsciencegroup/
solutions/web-of-science/, accessed on 1 June 2021), Scopus (https://www.scopus.
com/, accessed on 1 June 2021), IEEE Explorer (https://ieeexplore.ieee.org/, accessed
on 1 June 2021), and ACM digital library (https://dl.acm.org/, accessed on 1 June
2021). Moreover, only indexed journals are considered. The query search string
and search keywords connected to the study subject are carefully chosen in order to
conduct a good search that covers the most relevant material.

• Articles selection and filtering step: The search queries are made up of research-
related words, brief phrases, and Boolean operators (ANDs and ORs).
We carried out search by selecting one of the AI keywords with WSN keywords, along
with WSN or Wireless sensor network as a keyword. The search results are limited
to journal articles and the predefined range of years. Then all the search results are
combined and filtered.
The diagram in Figure 1 shows the whole processes of generating the query strings.
Query search strings in abstracts, keywords, and titles are run on the specified
databases to locate the core relevant publications from 2010 to 2021. Moreover, journal
articles indexed in more than one database are included and other types are excluded.
The resultant search terms are combined and filtered to choose the primary publi-
cations, excluding those that are not directly linked to our subject, duplicated, or
of insufficient quality. Moreover, in order to determine the eligibility of the filtered
articles to our targets first abstract is read and if it doesn’t contain an indicator of
its eligibility then the content of the article is investigated. Otherwise, the article is
selected. Using this, 55 relevant research articles are chosen as primary papers where
13% of articles are selected from IEEE/ACM journals and 87% of articles are selected
from other journal publishers. Figure 2 shows the number of selected journal research
articles per year, along with the number of related and review articles per year (note
that the selection criteria are not applied on the selection of related review paper).

Figure 1. Query search string formation diagram.

https://clarivate.com/webofsciencegroup/solutions/web-of-science/
https://clarivate.com/webofsciencegroup/solutions/web-of-science/
 https://www.scopus.com/
 https://www.scopus.com/
https://ieeexplore.ieee.org/
https://dl.acm.org/
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Figure 2. Number of selected research articles and review articles per year from 2010 to 2021.

1.1.2. Articles Classifications Phase

Among 55 papers evaluated, various AI methods in WSNs have been recognized and
classified from primary database sources as shown in Figure 3. These techniques include
Fuzzy Logic, Artificial Neural Network, Evolutionary Computation, Nature-inspired,
Multi-Agent Systems, Trajectory based, Physical computation, Reinforcement Learning
and Hybrid. An overview of these techniques is presented later in Section 2.2. Moreover,
this classification of AI techniques is employed during the discussion of DC, Aggregation
and Dissemination challenges in WSN to show how AI techniques handled each challenge.

Figure 3. AI methods applied to address Data Collection, Aggregation and Dissemination WSN
challenges.

1.2. Paper Contributions

Among the papers reviewed, various AI techniques in WSNs have been checked and
classified. An overview of these techniques is presented initially. This classification of AI
techniques is then employed during the discussion of each challenge in WSN to show how
AI techniques handled each challenge. Some papers may cover multiple aspects and will
be surveyed for each category. The paper analyses the research distribution and trends that
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characterize the use of AI in WSN. In addition, the paper identifies challenges, promising
research directions in applying AI-based solutions to various WSN challenges, with the
aim to promote and facilitate further research. In summary, the following are the paper’s
major contributions:

1. We review the existing AI techniques and their applications in WSNs to overcome the
challenge issues of WSNs.

2. We present an overview of the major challenges in WSNs and the various AI tech-
niques to handle DC, Aggregation and Dissemination challenges.

3. A comprehensive discussion on the recent studies that utilized various AI methods to
meet specific objectives of WSN during the span of 2010 to 2021 is given.

4. We present a solid comparison between the used AI techniques for solving each of
these challenges.

5. We identify promising research directions in applying AI-based solutions to various
WSN challenges, with the aim to promote and facilitate further research.

1.3. Paper Organization

The rest of the article is structured as follows: Background Information discussed
in Section 2. Section 3 examines related research works. In Section 4, Data collection,
aggregation and dissemination challenges are discussed and corresponding AI solutions
are presented, along with the respective open research issues that can guide the research
immunity for future innovations. Section 5 provides a discussion and concludes the paper.
Table 1 summarizes the abbreviations for the key terms used in the paper.

Table 1. Table of main Abbreviations.

Abbreviation Description

ANN Artificial Neural Network.

ACO Ant Colony Optimization.

ABC Artificial Bee Colony.

AI Artificial Intelligence.

BA Bat Algorithm.

CI Computational Intelligence.

DC Data Collection.

DL Deep Learning.

DNN Deep Neural Network.

GA Genetic Algorithm.

IoT Internet of Things.

PSO Particle Swarm Optimization.

RL Reinforcement Learning.

SI Swarm Intelligence.

WSN Wireless Sensor Network.

2. Background Information

In this section, a brief background information on the focus of our survey. Here, we
will first discuss DC, Aggregation and Dissemination challenges in WSNs, followed by
different AI techniques for WSNs.

2.1. Data Collection, Aggregation and Dissemination

In WSNs, the data gathering and dissemination process aims to gather data from
nodes and convey it to the sink/ BS in such a way that the highest data rate is accomplished
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while the total WSN lifespan is maximized. The data might be plain raw data or data
that has been processed using basic techniques like aggregation or compression. The act
of aggregating data from various nodes and sending it to the BS for further analysis is
known as data aggregation. WSN gathers data from environment for a long duration and
direct the delivery of collected data from nodes to sink (or BS), which may contain highly
redundant data and increases the communication load. Data coming from different sensors
are redundant and huge for the BS to process. Data aggregation is carried out to deal
with this problem and the BS obtains only the significant information. The key purpose of
data fusion is to reduce duplication of data from multiple sources and also decrease the
transmissions’ count and conserve resources [12]. On the other hand, data dissemination
refers to the process for distributing the data and queries for data to be routed in network.
Source node in WSN is considered as node that generates data in relation to an event, and
node that is interested in data is considered as the sink node [13]. Event is information
that needs to be reported while interest refers to the descriptors for events that node is
interested in.

2.2. Artificial Intelligence Techniques

AI refers to a computer system’s ability to accomplish activities that need human
intelligence while imitating human minds or ideas. It is considered as one of the impor-
tant area of computer science that tries to make machine “smart”. The most widely used
techniques of AI include: search methods, learning methods, fuzzy system, knowledge
based and reasoning. AI is applicable to resolve many complex concerns in various sec-
tors such as security, finance, health care, transportation and so on, through its ability in
handling deficient and noisy data, dealing with non-linear issues, and are suitable for use
in prediction and faster generalization once trained [14]. We have studied and classified
various AI techniques used in WSN as depicted in Figure 3. Different AI techniques used
in addressing WSN challenges include Fuzzy Logic, Artificial Neural Network, Evolu-
tionary Computation, Nature-inspired, Multi-Agent Systems, Trajectory based, Physical
Computation, Swarm Intelligence, Deep Learning, Reinforcement Learning and Hybrid.
An overview of these techniques is presented as follows.

1. Metaheuristics
Metaheuristics are the most common type of algorithms that use a degree of random-
ness to achieve optimal solutions to hard problems (or as optimal as possible) [15].
Metaheuristics are applied to a large number of areas. Metaheuristic algorithms can be
categorized in various ways. For example, one scheme of classification is: trajectory-
based and population-based approaches [16]. Trajectory-based schemes typically
aim to locate a single optimal solution through piecewise style movement in the
design (search) space (e.g., simulated annealing). While population-based schemes
use multiple solution through search space and cooperate with each other to reach
the final solution (e.g., evolutionary computation, physical inspired computation and
nature inspired computation). Evolutionary computation is inspired by biological
evolution and natural selection, crossover or recombination and mutation (e.g., Ge-
netic Algorithm, Differential Evolution and Memetic Algorithm). Physical inspired
computation is inspired by physical areas such as classical and quantum mechanics,
thermodynamics, electromagnetism, relativity, and optics [17] (e.g., Central Force
Optimization, Gravitational Search Algorithm, Intelligent Water Drops and so on).
Nature inspired computations imitate colonies, birds, flocks, insects in their living
method or individuals communication (e.g., harmony, bat algorithm, cuckoo search
etc.). The collective behavior that arises from a group of social insects has been called
Swarm Intelligence (SI). SI deals with the cooperation of numerous homogeneous
individuals in the environment [18]. Such techniques involve strategies and share
information among the individuals for self-organization, learning and co-evolution
during iterations to provide high efficiency. The individuals follow very simple rules
and as there is no central infrastructure available to show how individuals behave,
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interaction can take place between individuals and these individuals as a population
can exchange related data using any message-carrier [19]. Multiple interacting in-
telligent agents can solve a problem that is hard to solve by an individual agent or
monolithic system, by searching and interacting with environment. Agents search
for other neighboring agents and interact with them or with the environment to learn
new things and to make decisions. To complete their assigned mission, agents utilize
their knowledge, make decisions and conduct actions in the environment [20].

2. Learning Methods
One of the most important feature in the human (or animals) is learning. Learning is
the ability to automatically acquire new information and improve it via experience
without requiring any explicit programming. So, learning is a part of AI like Artificial
Neural Network (ANN), Reinforcement Learning (RL) and Deep Learning (DL).
With the ability to mimic biological neural network and human attributes, ANNs have
been successful in solving complex challenging problems. ANN consists of small
interconnected devices known as nodes inspired from the biological neurons in a brain.
Information is passed from these interconnected devices using links represented by an
arrow. Input and weight are the two values associated with an incoming connection,
whose summation will generate the unit’s output. After training an ANN using
training data sets, new data sets can be introduced so that the trained ANN can
be used further for prediction and classification purposes. The key advantage of
using ANNs over other methods lies in its ability to model non-linear and complex
processes without much interruption between input and output variables. It is used
to solve many problems related to prediction and validation, optimization, function
approximation, clustering, time series analysis and pattern recognition. Several
architectures of ANN are present in literature which include: Radial Basis Function
network, Multi-Layer Perception (MLP), Back-Propagation and Recurrent Neural
Network (RNN) [14].
RL is a branch of AI concerned with how intelligent agents should interact in a given
environment in order to maximize the concept of cumulative reward. Learning is
accomplished by interaction between learning entities and their surrounding envi-
ronment in the RL process. Objects attempt to learn through trial and error. The
value function, the environment, and the reinforcement function are the three main
components of RL. The RL environment is generally dynamic, with a range of possible
states. There is a set of viable actions for each condition at any given time [21].
With the ability to learn without human supervision, drawing from data that is both
unstructured and unlabeled, DL is an attractive AI function based on representation
learning. DL mimics the human brain in processing data and creates patterns that are
used in decision making. The architecture of DL includes several layers in between
input and output layers and non-linear information processing units. DL is considered
as a universal learning scheme and it is used to find solution to all kinds of problems in
various application areas [22]. DL is also used to solve problems of big data analytics
which include determining the volume of input information necessary to represent
DL algorithms and obtaining good data abstractions and representations [23]. Feature
extraction is represented in multiple hierarchical levels, which distinguishes DL from
other machine learning approaches. DL is used in various situations where machine
intelligence is useful:

• People can’t explain their expertise (sound and speech recognition, language
understanding and vision).

• The solution needs adaptation to a particular case (e.g., personalization, biometrics).
• If the solution to a problem changes over time (e.g., stock and price prediction,

tracking, weather prediction).
• Human expert is absent (e.g., navigation on Mars).
• The problem size is huge for limited reasoning capabilities (e.g., finding matching

ADs to Facebook, calculating webpage ranks, sentiment analysis).
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Currently, DL is practically used in almost every field. Hence, this technique is often
termed as Universal Learning Technique [22].

3. Fuzzy Logic (FL)
FL is another AI technique that imitates the way of human decision making. It is used
for uncertain reasoning or managing incomplete information [14]. The possibilities
are either True (T) or False (F). FL works on the basis of ‘truth-value’ between 0 and
1 [24]. Fuzzy set membership can take any value between 0 and 1. Examples include
centroid defuzzification, maximum and mean-of-maxima [21].

These are some of the recent AI techniques that have been popularly used in ad-
dressing the DC, Aggregation and Dissemination challenges. In the upcoming sections,
we present an up-to-date survey of existing research trends with respect to AI methods
applied in WSN. Then, we go through the major challenges of WSN that includes: DC,
aggregation and dissemination; and identify the different methods to address these chal-
lenges through the use of different AI techniques along with open research issues in each
of these categories. We further present a comprehensive discussion on the recent studies
regarding these techniques. Moreover, we compare them to determine suitable technique(s)
in overcoming various challenging concerns of WSN and state the open research issues and
future research directions.

3. Related Works

Over the years, the research in the field of WSN is becoming more active and numer-
ous works have been done for WSN enhancement. To address the challenges of WSN,
different surveys are conducted based on various factors. Some of the recent research in
solving challenges of WSN using AI techniques are presented here. Kulkarni et al. [25]
conducted a survey of solving various WSN challenges using Computational Intelligence
(CI) techniques. They showed that many CI algorithms have outperformed under severe
and uncertain environment conditions and limited power supply, however, some solutions
are not the best as no real time evaluations of these solutions are done on practical WSN
scenarios. According to their findings, design and deployment challenges are usually
centralized issues and for this, Artificial Neural Networks (ANN), Genetic Algorithm and
Particle Swarm Optimization are very much suited. While SI is considered as a good
paradigm for routing in MANETS, the large communication overhead makes it necessary
that the SI models have to be modified to suit the properties and requirements of WSN.

Another survey related to SI techniques in WSN is presented by Sarobin et al. [26].
They provided some recent analysis and showed that energy efficiency can be enhanced by
considering the following challenges of WSN which include: node localization, scheduling,
design and deployment, clustering and data aggregation. The survey briefly explains how
SI methods are utilized to solve these challenges and improve WSN lifetime, coverage and
connectivity. They also illustrate that most of the works are on stationary WSNs, so mobile
WSNs must be encouraged in future. The majority of existing SI-based approaches rely
solely on simulation. They should be implemented and tested in real-time environment.

A discussion on Intelligent Optimization of WSN using bio-inspired computing can
be found in the survey conducted by Jabbar et al. [27]. They presented the solutions for
non-biological systems using bio-inspired algorithms. Moreover, they presented that some
of the issues of WSN can be solved using hybrid approaches of CI. Routing issues can be
solved by SI as it possess scalable, robust, adaptive, and distributed properties. SI includes
variety of algorithms such as Fish school, Bee colony, Ant Colony Optimization (ACO)
algorithms, GA , PSO, and ANN. Run-time of ANN and GA are longer when compared
to others. FL is fast and deterministic algorithm but optimization is an issue. Artificial
Immune System is better when compared to GA but its computational run time is very long.
They provided a foundation for the future researches to aim to look for hybrid approaches
that optimize the memory and computational power of WSN.

Montoya et al. [28] focused on main issues of WSN such as coverage, data fidelity, con-
nectivity, and WSN lifetime. In this work, they presented the principles and algorithms of



Electronics 2022, 11, 313 9 of 28

AI to optimize the issues of WSN. They presented a MAS based approach which comprises
of a group of agents interacting with one another. Agents are responsible for perceiving
the environment through sensor devices and respond to the environment using actuators.
The associated field of AI that covers the principles of MAS is termed as Distributed AI.
Solarium SunSPOT emulator is used to test the SunSPOT devices without the requirement
of any additional hardware platform. However, this system is not tested on real WSN
scenario, so this needs to be done in future.

Yu et al. [29] presented a survey on Intelligent techniques in WSN for minimizing
energy consumption. AI techniques are applied over WSN to aggregate the data and to
reduce redundancy through optimization of routing protocols for preserving the energy
requirements. GA does not require complex computations, so it is suitable for application
having limited computing power. While there exist various research works in implementing
energy efficient algorithms, they tried to implement sensors which are intelligent enough
to present optimal solutions.

Maksimovi et al. [30] presented a survey related to the use of FL in WSN. FL is
considered as a promising approach to evaluate diverse parameters in an efficient manner.
It improves decision making, reduces resource consumption and is suitable for resolving
WSN issues such as routing, data aggregation, security, localization as well as deployment.
FL can tolerate unreliable or imprecise readings easily. They presented it to be an easier
and efficient technique. The disadvantage of using this technique is that the rules count
grows exponentially with the variables count and storage requires much extra memory.
They showed that the FL approach can solve the shortcomings of most of the algorithms.
As this is a rule based approach and due to constant traversal of rules, it may slow down
the event detection and decision making process. To solve this problem they also presented
rule based reduction techniques which are efficient, but none of them can be considered
as a general solution. A key property that must be kept in mind is that the reduction
techniques employed should not affect the application accuracy. So, selection of the best
reduction technique is very challenging. Future work that needs to be done is to implement
a software based FL to enhance the speed of the system.

The work in [31] focuses on the most recent advancements in data aggregation tech-
niques for WSN concerning terrestrial, underground, underwater areas by providing a
review of different data aggregation strategies and protocols. However, the role of AI
approaches in resolving data aggregation challenges in WSNs has been described in a very
limited way, without deep discussion. Ref. [12] gives a methodical literature review of
data aggregation in the field of WSNs. The study covers data aggregation strategies, tools,
methodology, and challenges. However, the focus of this study was not on the role of AI
methods in data aggregation, but rather on data aggregation methodologies using different
criteria. Ref. [32] focuses on data aggregation approaches based on routing protocols.The
work in [33] reviews the important contributions to data aggregation security solutions that
primarily employ soft computing methodologies. Protocols are categorized according to
soft computing approaches such as FL, SI, GA, and ANNs. Discussions on metaheuristics
and how to employ them to solve the deployment problem are addressed in [34], and
how to use them to solve lifetime problems of WSN are covered in [35]. Multi-Objective
Optimization techniques in the context of WSNs are presented in [36] to introduce the
development efforts for surveillance and monitoring. Other sophisticated optimization
strategies were explored together with the needs of different optimization approaches
such as mathematical programming and heuristics/meta-heuristics based optimization. A
survey of ACO techniques for static and mobile WSNs is proposed in [37].

An overview of a set of aggregation techniques ranging from Space Filling Curves,
to Q-digest, Wavelets, Gossip aggregation, and Compressive Sensing presented in [38].
In [39] a study reviews various data aggregation techniques such as clustered aggregation,
tree-based aggregation, in-network aggregation, and centralized data aggregation with
focus on energy consumption of sensor nodes. In [40] data aggregation approaches system-
atically reviewed, examined and categorized into Flat Network and Hierarchical Network
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based on different factors (e.g., types of networks and algorithms, node heterogeneity,
and the aggregator mobility). In-network data aggregation algorithms are surveyed and
analyzed in [41] based on various parameters like energy efficiency, aggregation rate, net-
work lifetime, number of alive nodes, throughput, energy-saving techniques, scalability,
network security, route overlap, and route repair mechanisms. A review of DC techniques
proposed in [42] with objectives to providing a detailed comparison between the maximum
amount shortest path (MASP) and zone-based energy-aware (ZEAL) DC protocols and to
help researchers in selecting the most suitable protocol for a WSN application. Ref. [43]
surveyed traditional WSN then provide some discussions on Power Consumption and
Data Aggregation for WSN.

The core content of this survey is the use of AI schemes for WSN while we cover all
aspects of it in addressing DC, Aggregation and Dissemination challenges in WSN. In order
to carry out systematic review and comparison, we have reviewed the papers published
from 2010 to 2021.

We have outlined a number of open research questions that need to be addressed
in the future. We hope that this article, with its rich bibliography content, will provide
valuable insight into recent trends in research on the WSN and encourage new research.

4. Data Collection, Aggregation and Dissemination Challenges in WSNs

Data aggregation refers to the process of combining or gathering data coming from
various sources and aggregating them to remove redundancies and improves transmission,
thus saving energy of a system. In traditional approaches, packets are transferred through
pre-defined routes and are aggregated on some specific nodes. Such kind of topologies
consume more energy in constructing and maintaining the WSN. So, we should avoid
these challenges. Table 2 summarizes the AI-based solutions to Data Aggregation and
Dissemination problems in WSN.

4.1. AI Based Solutions to Data Collection, Aggregation and Dissemination Challenges in WSNs

Several AI techniques are applied to handle the DC, aggregation and dissemination
challenges in WSN. We discuss them as follows:

A family of ACO based optimization algorithms introduced in [44] for data aggrega-
tion is called Data Aggregation ACO Algorithm (DAACA). It consists of three phases. First
is initialization, followed by packet transmission and then, the operations on pheromones
are done. They also designed evaporation and deposition of pheromones which take the
advantage of both local and global merits. Four AC heuristic algorithms are implemented in
this work, Basic-DAACA, Maximum and Minimum based DAACA (MM-DAACA), Elitist
Strategy based DAACA (ES-DAACA), Ant Colony System based DAACA (ACS-DAACA).
Basic-DAACA is the elementary algorithm on the basis of which other three algorithms are
designed. The other three algorithms are designed for improving the Basic-DAACA. ES-
DAACA attaches extra global pheromone concentration into Basic-DAACA. MM-DAACA
restricts the pheromone range in ES-DAACA. ACS-DAACA includes both local as well as
global pheromone modifications to Basic-DAACA. Basic-DAACA eliminates the repetition
of creating and preserving the WSN topology which results in preventing computational
overhead and prolongs network lifetime by saving energy. DAACA family has no addi-
tional energy expenditure for creating and maintaining of the topology of the network.
The pheromone adjustment will not cost much energy. The average energy cost of these
four methods follow the order: ACS < MM < ES < Basic. The enhanced versions of
DAACA improve the quality of output of the Basic DAACA and produce data aggregation
routes which are more energy conservative. The success ratio of one hop communication
for DAACA is higher when compared to other algorithms. Time complexity of DAACA is
lower than others for maintaining the network topology. DAACA is scalable, robust and
fault tolerant. Time complexity for constructing the topology of DAACA is equivalent to
ACA, and the complexity is O(n2).
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The researchers have applied different swarm intelligence algorithms for solving
optimization problems. One such designed technique that imitates the dynamics of river
systems is the intelligent water drops algorithm. Each drop symbolizes a solution in this
population-based method, and the sharing of drops during the search results in better
drops (or solutions). The Intelligent Water Drops (IWDs) technique is used in [45] to
generate the best data aggregation trees for WSNs. They improved the fundamental
IWD method by altering the selection probability for ideal aggregation nodes, which
improved the tree creation. An ant inspired solution is proposed in [46] for Minimum-
power Multiresolution Data Dissemination problem. They proposed a meta-heuristic
solution known as ACO based Minimum Incremental Dissemination Tree (AMIDT), with
an aim to optimize the energy consumption of WSN. This algorithm includes: (1) an
online tree formation algorithm and (2) Two lightweight tree adaption heuristics named
path-quality and reference-rate based heuristic. Depending on the local information of the
path, path-quality based heuristic was estimated, while reference based heuristic is based
on aggregation rates and decreases the required count of tree reconfigurations. AMIDT
exhibits improved performance in terms of energy and cost for searching a path when
compared to other approaches.

ABC algorithm is another class of algorithms that showed superior performance on
many kinds of optimization problems. In [47], the concept of Sparse WSN is introduced,
which a special type of network characterized by the node’s geographical sparsity in which
the nodes cannot directly interact with each other or with other nodes, i.e., sink. One of
the important concern in this paper is to reduce energy utilization on mobile robot data
gathering. Therefore, the travel path length of mobile robot has to be determined to ensure
high energy efficiency. This approach is similar to traveling salesman problem (TSP) with
neighborhoods. So to address this, they designed an ABC-based route planning technique.
Proposed ABC algorithm involves four main phases: initialization, the employed Bee, the
onlooker Bee, and the scout Bee phase. The performance evaluation is done by comparing
average path length with other algorithms. ABC-based approach is highly stable than other
greedy approaches and converges rapidly. In case of multiple mobile robots, this approach
will not work well, so this must be considered in future by implementing new scheme with
joint consideration of mobile robots and travel path determination.

As the data collected by the WSN grew exponentially with increase in the number
of sensors, the centralized data mining approach at the fusion center face difficulties in
reducing the load and saving the WSN transmission power usage. To handle this challenge,
the work in [48] proposed a distributed method of data mining for WSNs using Deep
Neural Network (DNN). Unlabeled data collected from dispersed WSN nodes can be
used to train the scheme’s internal representations. DNN improves data mining efficiency
owing to characteristics like self-learning, internal data representation and analysis, and
multilayer perceptron creation with more than one hidden layer. The DNN is split into
various layers distributed among the WSN nodes. This lowers the computation cost and
energy consumption when compared to centralized processing. The results show an
improved performance in data mining and is suitable for application in large scale WSNs.

Another memetic meta-heuristic designed for finding solution to combinatorial op-
timization problems is the Shuffled Frog-Leaping Algorithm (SFLA). The work in [49]
adopted SFLA for the selection of optimal clusters in WSN. Cluster Head (CH) is selected
based on residual energy level of the WSN nodes. Shuffled frog algorithm shows good
performance, high efficiency and stronger search capability. This technique uses the shuf-
fling method of frogs for information exchange among local searches, to achieve global
optimal output. Simulations are performed by changing the nodes count to measure
the count of clusters formed, energy usage, average packet loss, end to end delay, and
lifetime computation.

Ref. [50] proposes a collaborative data aggregation technique that can address real-
time needs in large-scale and complex networks. The PSO method is used to find the best
transmission path that minimizes the maximum hop count while reducing the maximum
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next hop distance between two nodes. This contributes to the reduction of overall WSN
energy usage. To calculate the best routing tree and meet the least energy consumption
constraint, the developed PSO approach employs a multi-objective adaptive function.

A method named Hybridized Pareto-Glowworm Swarm Optimization and Authen-
ticated Data Communication (HPGSO-ADC) is presented in [51] for reliable and secure
communication of data. The CH election is based on mobility and nodes’ energy. After the
clustering process, the data is aggregated from various nodes to minimize the bandwidth
usage and forwarded to BS using ABC approach. Authentication is done between CH and
BS to guarantee the security. Various performance parameters are examined. It includes
packet delivery ratio, bandwidth, energy consumption, end to end delay, throughput, WSN
lifetime, availability, reliability, loss probability, and serviceability.

Every node in the WSN is expected to gather local measurements that are likely to
be influenced by noise, formulate a local decision regarding the presence or absence of
an event, and then send that decision to the fusion center. The fusion center then makes
an ultimate decision based on specific local decisions as well as the fusion rule, therefore
a successful fusion rule decision is critical. A linear decision fusion model for WSNs is
suggested in [52]. To set the parameters of the linear decision fusion model, the constrained
PSO method is used, and the typical penalty function is used to tackle the constrained
PSO issue. Sharing the WSN infrastructure to accomplish concurrent requests is becoming
a trend today, where a comparatively complicated request can be met by aggregating
complementary features provided by contiguous nodes in a certain area of the network. As
a solution, a mechanism namely Multi-Requests Services Optimization (MRSO) is presented
in [53]. MRSO is a combinational optimization approach for aggregating multi-requests.
The PSO method is used in MRSO. MRSO discovers the best solutions by sharing global
best solutions across several requests. This approach improves the shareability of WSN
resources across concurrent requests while also lowering network energy consumption,
especially when there is a lot of temporal, geographical, and functional overlap between
concurrent requests. A cluster based data aggregation and routing technique is presented
in [54] for improving lifetime and throughput of a network. A heuristic algorithm called
Ant Lion Optimization (ALO) is introduced to deal with the clustering problem. Improper
clustering often leads to individual nodes and when such an isolated individual node
transfer information to BS, it requires high transmission power that will affect the network
lifetime. ALO is applied over the selected CH to yield an optimal path. This reduces the
overall traveling distance of MS and also extends the network lifetime.

A Hybrid approach combining ACO and PSO for clustering and tree based data
aggregation is introduced in [55] named as ACO and PSO based energy efficient clustering
(ACOPSO). In this, the initial clusters are created based on residual energy, then ACOPSO is
applied to enhance inter-cluster data aggregation. In ACOPSO, ACO based path selection
is implemented as the primary step in which shortest path is decided with reference to the
least cost based spanning tree that is created between CH and BS/ sink node. Then PSO is
applied to reduce the path cost further. The performance is evaluated according to stability
period, residual energy, network lifetime, and throughput. Throughput of this method
is significantly better than others. WSN lifetime is improved and the energy dissipation
is also consistent and balanced. The comparison is done with ABC and GA. Residual
energy and throughput is considered for comparison and the results indicate a significant
improvement in throughput and energy efficiency.

A mobile data acquisition technique based on clustering which uses PSO and Space
Division Multiple Access (SDMA) is proposed in [56]. The proposed approach is developed
to cover energy hole and offer high efficiency, minimized latency, lower energy utilization
and buffer overflow reduction. SDMA is utilized for data gathering. PSO algorithm is
then used to select anchor points for scheduling visiting locations for Mobile data collector.
Performance parameters that are used for evaluation include: packet delivery ratio, delay
incurred, throughput, and average consumed energy.
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Mobile Data Transporter (MDT) is a special MS node that is introduced in [57]. MDT
visits and gathers information from each WSN node and transfers the required data to BS.
A discrete firefly algorithm based optimization is introduced to shorten the travel distance
of MDT. The scheme is then analyzed and compared with other tree based schemes and it
shows that this strategy is better than others in terms of minimizing tour lengths under
different conditions.

In [58], Two-Tier Distributed FL Based Protocol (TTDFP) is used to prolong multi-hop
WSNs lifetime by making use of the efficiency of both clustering and routing stages together.
TTDFP is an adaptive distributed protocol that operates efficiently for WSN applications
and is scalable. Moreover, they utilized an optimization model to adjust the parameters of
fuzzy clustering phase so as to optimize the WSN performance.

The MDF-FBCH technique of [59] performs data fusion based on the network path
parameters instead of performing fusion on the data gathered by the nodes. It includes a
Multisensor Data Fusion (MDF) scheme which executes fusion on the gathered parameters
of the network in collaboration with Fuzzy based model for CH Selection (FBCHS). The
MDF method utilized ANFIS fuzzy model to decide about the selection of network path.
Instantaneous Channel State Information (I-CSI), bandwidth, Packet Loss Ratio (PLR),
latency, centrality and Signal to Noise Ratio (SNR) are the crucial parameters applied to the
ANFIS-based MDF model. Each parameter has its own significance in selecting the route
from CH or nodes to the BS. The used parameters are then trained using multi-objective
PSO algorithm. The fusion on network parameters is performed by MDF-FBCHS in mainly
four steps using: a normalizer, fuzzifier, MDF engine and a defuzzifier as shown in Figure 4.
The authors highlight that network factor fusion for route selection also plays a significant
role in selecting an acceptable data forwarding path.

Figure 4. FBCHS fuzzy model for CH selection [59].

Chicken Swarm Optimization (CSO) Algorithm is applied to optimize the Compressive
Sensing matrix in [60] that is to enhance data aggregation in cluster-based WSNs. In [61], a
Simulated Annealing (SA) based algorithm for tree construction and scheduling (SATC)
is proposed which aggregates data from nodes with a collision-free schedule. SATC
considered average time delay in delivering the aggregated results to sink as SA’s fitness
function and hence provided enhanced efficiency in minimizing average latency in data
aggregation than the existing scheduling techniques.

DC without delay is a significant process in WSN and is important for a variety of
applications where precise actions depend on the appropriate timeline, such as event-based
mission-critical applications. The authors of [62] proposed a GA based algorithm (ETDMA-
GA) for efficient scheduling to minimize latency in collecting data. ETDMA-GA minimizes
the communication latency by using a 2D encoding scheme for slot allocation and a fitness
function to minimize the overall network latency.

A hesitant fuzzy entropy based technique for data fusion in WSN proposed in [63].
The work aims to minimize the gathering of redundant data from the WSN nodes, and
exploits the information obtained from redundant data to enhance data reliability. Hesitant
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fuzzy entropy method is utilized to combine the data collected from cluster nodes at the
sink for gaining better data quality.

In [64], a cross layer mechanism is presented for congestion management which is
enabled by FL and Oppositional ABC Optimization scheme (FCOABC). The proposed cross
layer technique adopted FL with fuzzy descriptors in terms of neighboring nodes count,
communication link reliability, and nodes residual energy, for selecting the CH. The WSN is
arranged to form dissimilar sized clusters to address hot spots issue. In this method, smaller
clusters are taken into consideration, as CHs of such clusters are at proximate locations
from master station. The advantage is that they experience only reduced intra-cluster
congestion and hence the relay traffic can be efficiently transferred using their preserved
amount of energy. The benefit of using Oppositional ABC is that it can perform inter-cluster
routing efficiently in multi-hop manner from CH to BS. Therefore, this method helps to
achieve energy aware and reliable data delivery. The performance is analyzed on the basis
of energy consumption by CHs, amount of data transferred to master station and total
consumed energy.

The work in [65] presented a technique called GTAC-DG for DC using MS in WSN. To
achieve a better trade-off between power consumption and transmission delay in the WSN,
they proposed an effective rendezvous point selection process using the distributed game
theoretical approach (GTBRP) and specify the suitable efficient route for sink node using
the modified ACO based algorithm. The method favors nodes with high residual energy
and load, which will help to efficiently balance the load and conserve energy. To avoid
node buffer overflow difficulties, they included traffic load as an extra parameter to ACO
and devised an efficient MS trajectory. This enables DC without traveling great distances,
resulting in a better balance between DC delay and energy consumption, extending the
WSN lifetime. To create a two-hop load-balanced data aggregation routing tree in the
network, Ref. [66] proposed an effective method called Cuckoo-search Clustering with
Two-hop Routing Tree (CC-TRT). CC-TRT employs an improved energy-aware cuckoo-
search algorithm to identify the best CH for each cluster. The cuckoo-search algorithm
allows for round-by-round rotation of the CH job across various sensors. The CC-TRT
model is then modified to provide two new techniques: Cuckoo-search Clustering with
Multi-Hop Routing (CC-MRT) and Cuckoo-search Clustering with Weighted Multi-hop
Routing Tree (CC-WMRT). As an advantage, the suggested schemes offer better energy
balancing among nodes in WSN.

The problem of optimizing data dissemination and routing is examined in [67]. In
the first instance, the suggested scheme provides a clustering mechanism focused on the
functional characteristics of the nodes based on their past behavior. Watchful Node takes the
responsibility of coordinating the nodes and monitors the activities. This strategy organizes
nodes into different clusters and chooses CH based on a fuzzy and location-based approach.
Moreover, for each cluster, the collective behavior of the wise and sharp-minded optimizer
inspired by Harris hawks pick at least one watchful Node. Then, data dissemination and
routing mechanism work according to a query/event-based hybrid scheme. This maintains
the stability and reliability of the WSN. The lightweight diffusion mechanism is assured by
the iterative and repetitive event-based strategy, which isolates the event zone to regulate
the amount of copies of data packets.

Ref. [68] suggested Group Search Optimization technique with ANN for the devel-
opment of a new query-based framework for data aggregation. The scheme includes a
Querying Order model that uses the Query Order ranked in terms of throughput and
latency. The objective of the paper is to develop a Querying Order model to increase
throughput and reduce delay, thereby improving existing schemes for data aggregation.
It will allow the administrator of the network to acquire information about the suitable
queries to increase the sink performance.

A data fusion scheme for Heterogeneous WSNs based on the PSO and Extreme
Learning Machine (PSO-ELM) has been suggested in [69]. It optimizes the input weight
matrix and hidden layer bias of the extreme learning machine using PSO. The performance
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weight matrix is intended to minimize the number of hidden layer nodes and improve the
generalization capabilities of the model. The sensor nodes’ original data is merged via the
data fusion model. The extreme learning machine was used to analyze the data obtained
by the nodes in the hierarchical routing using the spatial temporal similarity between the
data acquired by the heterogeneous WSN nodes.

A fuzzy-oriented geographic routing protocol called FGAF-CDG, based on the hexag-
onal virtual grid architecture of the GAF protocol, is proposed in [70]. FGAF-CDG divides
the area into virtual hexagonal grid cells first, then places the cells according to their geo-
graphic location. A FL algorithm is used to choose the CH sensor in each grid cell during
each sample round. In the compressive DC phase, CH readings would be delivered to the
sink through a multi-hop path formed using a fuzzy-based routing mechanism.

At the WSN fusion center, a Deep Learning Based Data Mining (DDM) model is
employed to accomplish energy saving and effective load balancing, according to [71]. The
RNN-LSTM recurrent neural network (RNN) based Long-Short-Term Memory (LSTM) in
the provided DMM model splits the network into layers and places them in the nodes. The
suggested model decreases the fusion center’s overhead while also reducing the quantity
of data transfers. The provided RNN-LSTM model is put to the test using a variety of
different hidden layer nodes and signaling intervals. Simultaneously, the amount of energy
required to transfer data by the RNN-LSTM model is far less than that required to transmit
actual data.

Cluster-Tree based approach (CTEEDG) of [72] enhances the throughput and lifespan
of WSN. FL is used for CH selection based on locally obtained information. The tree
topology from the clusters towards the BS is developed in the inter-cluster communication
process, ensuring the usability of the best congestion-free route to BS.

Another DC approach in disjoint WSN using a rendezvous selection scheme with
mobile edge nodes is introduced in [73]. This paper analyzed the disconnected WSNs and
suggested a rendezvous selection technique, called Divide-and Rule ACO (DR-ACO), for
maximum network connectivity and low propagation delay in delay-harsh applications.
The route segmenting method and the candidate grouping process are introduced, which
collectively enforce the principle of divide-and-rule and thus ease the ACO algorithm’s
mission. The powerful pheromone strength and heuristic factor are built during the
transition of the ant, which collectively decrease the route length. The work presented
by [74] combines rough set theory with an optimized convolutional neural network and
suggests a WSN data aggregation scheme. First of all, in sink node, a feature extraction
model is developed and then trained, where the rough set principle is implemented to
utilize knowledge efficiently and reduce the tagged dimension.Once the cluster nodes have
extracted these properties of the data from the granular deep network, CHs send them to
the sink node to reduce data transfer and prolong the WSN’s lifetime.

To maximize WSN lifetime and to ensure data aggregation with less energy usage
for distributed WSN, the authors of [75] suggested a method integrating grid clustering
and fuzzy reinforcement-learning. Initially, for cluster forming and CH collection, grid
clustering is employed. In addition, depending on the parameters, such as size, algebraic
connectivity and neighborhood overlap, a fuzzy rule system-based reinforcement learning
method is utilized to pick the data aggregator node. Finally, the MS’s hierarchical relocation
is done using a fruit fly optimization algorithm within a grid-based clustered network area.

‘Monkey Tree Search-based Location-Aware Smart Collector (MTS-LASC)’ that utilizes
fauna inspired Monkey Tree Search (MTS) behavioral model is developed in [76]. MTS-
LASC is a highly dynamic and interesting phenomenon that involves dispersed smart
collectors and a centralized MTS meta-heuristic engine to solve complicated and hard
problems. With a client MTS module, the distributed smart collector is embedded. It can
evaluate, categorize and aggregate the gathered data and disseminate them to the sink
using the fuzzy inference process, whereas the centralized MTS engine uses meta-heuristic
search to promote detailed understanding of the situation across multiple paths for selecting
an energy-efficient path in serving critical decision-making of IoT-applications.
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In [77], a periodic multi-node charging and data gathering method using Mobile
Device (MD) is proposed to provide a perpetual network service where the network is
split into several cells and the MD passes through each cell periodically to gather data and
to charge the nodes with the goal of enhancing the volume of data generated per MD’s
unit energy. The anchor optimization technique for optimizing the anchor point location
in the cell is presented in order to realize multi-node charging. A Discrete Fireworks
Algorithm (DFWA) based on population entropy is then proposed to solve the issue of
mobile device route planning. In [78], a clustering based fuzzy C-Means algorithm is
proposed for similarity-aware data aggregation in clustered WSNs by investigating the
temporal and spatial correlation of data and the local detection of abnormal events. Then,
for further outlier detection, a support degree function is defined. Finally, the aggregation
is performed according to the statistical analysis of the outlier or non-outlier sensor data.

Ref. [79] proposes an Optimal Partial Aggregation (OPA) approach for balancing
energy and latency utilizing several optimization techniques. The Modified multi-fruit
Fly Optimization Method (MFOA) optimizes the time-varying node lifespan, while the
modified Time on Task optimization algorithm minimizes the aggregation delay. The
Non-dominated Sorting Gravitational Searching Algorithm is then used to calculate the
routing route to the destination (NSGSA).

In [80], the nodes are arranged in a tree topology, with data aggregation taking place at
intermediary nodes at tree branch junctions. To build an effective data aggregation tree, the
River Formation Dynamics (RFD) method is used. The Improved RFD (IRFD) technique is
then used to build a better aggregation tree. IRFD can generate more efficient aggregation
trees with a reduced tree size.

In the context of assuring network transmission reliability for WSN, the challenge
of energy-efficient data collecting using in-network aggregation is studied in [81]. To
increase energy efficiency while ensuring request transmission reliability, a ring and fuzzy
rule-based data aggregation architecture is proposed. The count of unicast packet copies
is adaptively changed using FL. Based on the request transmission reliability and node
energy cost imbalance, the suggested approach adaptively unicasts a variable number of
aggregated packet copies in a window.

In [82] a Fuzzy-based Mobile Agent Migration (FuMAM) approach to find an appropriate
mobile agent path is introduced. Three characteristics are taken into account by FuMAM:
distance, remaining energy, and the count of neighbors. FuMAM improves the round-trip
rate of successful mobile agents. FuMAM further extends the life of the network by choosing
the node with the highest residual energy as the next hop for mobile agent migration.

To address the problem of energy consumption and packet delivery ratio in WSNs,
a fuzzy-based on-demand energy efficient clustering technique is developed in [83]. It
applies ACO for mobile collector movement. PSO was utilized to optimize the membership
functions of the FL controllers. In terms of network longevity and packet delivery, the
results have improved.

A approach to efficiently regulate the Mobile Base Station (MBS) mobility and locate
the optimum destination in real time is presented in [84]. Type-2 Fuzzy Controllers control
MBS movement (T2-FLCs). T2-FLCs use WSN local information to prioritize which virtual
clusters should be accessed. As a result, the MBS dynamically determines which cluster is
the most important to visit.

In [85], an energy-efficient Voronoi Fuzzy multi hop Clustering (V-FCM) technique
for WSN data aggregation is discussed. It combines the Voronoi diagram and a modified
Fuzzy C-Means algorithm. To limit the quantity of data transfers, it uses data aggregation
algorithms including MAX, MIN, and AVG, which are computed in each CH. By combining
Voronoi diagrams into distributed clustering approaches, V-FCM achieves its purpose. The
use of Voronoi diagrams is robust, and its major advantage is that it reduces the count of
Euclidean distance computations in the fuzzy clustering method and identifies the best
path for data transfer. In path identification for data transfer, the Euclidean least spanning
tree along with Delaunay triangulation is applied.
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Energy-efficient routing algorithm to prolong lifetime (ERAPL) of WSN is proposed
in [86]. In this work, a data gathering sequence (DGS) is constructed to eliminate mutual
transmission and loop transmission among nodes, whereby each node proportionally
forwards traffic to its neighboring node. ERAPL can improve network lifetime while
expending energy efficiently through the construction of DGS and selection of optimal
OTPs (outgoing traffic proportion (OTP) from node i to node j) for all the nodes to distribute
packets to their respective neighboring nodes.genetic algorithms. GAs with compressed
chromosome coding scheme are used to find the optimal OTP matrix.

An efficient distributed intelligent data-gathering algorithm called DIDGA is proposed
in [87] for the mobile collector. A mobile collector is employed to gather the sensed data
from nodes by dividing the whole network into certain minimum connected dominating
set (MCDS) that could minimize the number of hops in the network. A path formation
optimized algorithm (PFOA) is also proposed which combines ant colony algorithm and
evolutionary algorithm to satisfy the time-limit constraints.

In [88] a meta-heuristic optimization technique, Cuckoo Search (CS), is used to ag-
gregate data in the WSN. In the proposed technique, the least energy nodes are formed
as subordinate chains (or) clusters for sensing the data, and high energy nodes as Cluster
Head for communicating to the Base Station (BS). The modified CS is proposed to get
enhanced network performance incorporating balanced energy dissipation and this results
in the formation of optimum number of clusters and minimal energy consumption. Bees
algorithm is employed and modified by implementing custom crossover operation during
the global search step in Intelligent DC Technique [89]. The main target of the modified
Bee is to form disjoint dominating sets that work as collectors in each round. Intelligent
Proficient DC Approach (IPDCA) [90] utilizes public vehicles as the mobile data collectors
(D-collectors) that read (or collect) data from multiple Access Points (APs) and send them
back to the central Base Station (BS). IPDCA adopts a modified Bat algorithm for path
finding of D-collectors, where the Bat algorithm is extended to solve a discrete optimization
problem. Fuzzy attribute-based joint integrated scheduling and tree formation (FAJIT)
technique for tree formation and parent node selection using fuzzy logic in a heterogeneous
WSN is proposed in [91]. In FAJIT, fuzzy logic is first applied to WSN, and then min–max
normalization is used to retrieve normalized weights (membership values) for the given
edges of the graph. This membership value is used to denote the degree to which an
element belongs to a set. Therefore, the node with the minimum sum of all weights is
considered as the parent node. A Fuzzy-based data aggregation scheme called F-LEACH is
proposed in [92] with the aim to maximize the network lifetime by optimizing the aggregat-
ing node selection. Besides, in F-LEACH, the FIS membership functions are optimized, and
the average of several executions are selected as the optimal parameters by modifying the
network scenario. Cluster-based data aggregation method using multi-objective male lion
optimization algorithm (DA-MOMLOA) for evaluating the network based on energy, delay,
density and distance is presented in [93]. In DA-MOMLOA, the data aggregation method is
employed with the help of cluster head wherein the data aggregated from similar clusters
are forwarded to the sink node. Query ordering with data aggregation is the process of
scheduling the nodes to receive the useful data from sensors. Ref. [94] proposes a novel
query-based data aggregation model with the aid of intelligent techniques. The framing
of the query order takes place and the frames are ranked on the basis of a multi-objective
function. The newly developed multi-objective function includes Latency, Throughput,
and Data freshness. Initially, the solution corresponding to query order is trained in NN
using the proposed Fitness-Mated Lion Algorithm (FM-LA). The optimally generated query
order from Neural Network (NN) is further given for second-level solution generation,
which is again applied to FM-LA for subsequent query order optimization. Hence the
two-stage optimization process with NN for query ordering is compared over the con-
ventional methods in terms of performance measures like Latency, Throughput, and Data
freshness. Ref. [95] proposed multi-weight chicken swarm based genetic algorithm for
energy efficient clustering (MWCSGA) protocol to increase the energy efficiency during
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the process of communication in the network. MWCSGA consists of six sections. They
are system model, chicken swarm optimization, genetic algorithm, CCSO-GA cluster head
selection, multi weight clustering model, inter cluster, and intra cluster communication.

In [96], Q-learning-based data-aggregation-aware energy-efficient routing algorithm
(Q-DAEER) uses reinforcement learning to maximize the rewards, defined in terms of the
efficiency of the sensor type-dependent data aggregation, communication energy and node
residual energy, at each sensor node to obtain an optimal path. In Q-DAEER, a data-type-
dependent action selection and Q-table updating algorithm is incorporated. Adaptive
routing algorithm for in-network aggregation (RINA) is proposed in [97]. RINA employs a
reinforcement learning method called Q-learning to build a routing tree based on minimal
information such as residual energy, distance between nodes and link strength. In addition,
RINA finds the aggregation points in the routing structure to maximize the number of
overlapping routes in order to increase the aggregation ratio.

A framework for long-term monitoring applications called spatiotemporal approxi-
mate DC (STAC) is proposed in [98]. This framework depends on WSNs or IoT and utilizes
data prediction, selecting work nodes, and Q-learning. In STAC, the spatio-temporal corre-
lation among nodes is considered. First, data prediction by selecting work nodes in each
work cycle is performed. Second, takes advantage of temporal redundancy and employ
Q-learning to adjust the sampling interval of nodes. Finally, the BS predicts the whole data
with error tolerance.

Table 2. Summary of AI based solutions to WSN DC, aggregation and dissemination issues surveyed
in Section 4.

AI Paradigms Algorithm Ref. Optimization
Criteria

Simulation/
Real-Deployment

Centralized/
Distributed Mobility Performance Parameters

Swarm Intelligence DAACA [44] Minimizing energy
consumption Java Simulation Distributed Static

Average energy cost,
Energy difference, WSN
lifetime, One hop
transmission success ratio
and time complexity.

Swarm Intelligence ACOPSO [55]
Improving
inter-cluster data
aggregation

MATLAB
simulation Distributed Static

Stability period, Network
lifetime, Average
remaining energy, and
Throughput.

Swarm Intelligence ABC [47] Optimizing energy
consumption

Random network
deployment Distributed Static Average path length

Swarm Intelligence AMIDT [46]

Reducing
minimum-power
multiresolution
data dissemination
problem

GloMosim
simulator with
PARSEC compiler

Distributed Static
Energy cost for path
finding, and Total power
consumption.

Swarm Intelligence ALOC [54]
Improving lifetime
and throughput of
a network

MATLAB
simulation Distributed Static (MS)

Dead nodes, Alive nodes,
Residual energy,
Throughput, Lifetime,
Number of individual
nodes, Number of CHs,
and DC tour length.

Swarm Intelligence HPGSO-ADC [51] Improving quality
of service

Real network
deployment Distributed Mobile

Network lifetime,Data
packets delivered to BS,
Energy consumption, and
Alive nodes.

Swarm Intelligence SDMA-PSO [56]

Improving
efficiency and
reduces buffer
overflow

NS2 simulator Distributed Static (MS)

Delay, Throughput,
Average energy
consumed, and Network
lifetime.

Swarm Intelligence
CC-MRT,
CC-TRT,
CC-WMRT

[66] Improving network
lifetime Simulation Distributed Static

Transmissions count,
leftover energy, energy
usage variance, and WSN
lifetime

Swarm Intelligence DFWA [77]
Maximizing the
amount of data
collected

Simulation Distributed mobile Cell numbers and Sojourn
time.
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Table 2. Cont.

AI Paradigms Algorithm Ref. Optimization
Criteria

Simulation/
Real-Deployment

Centralized/
Distributed Mobility Performance Parameters

Swarm Intelligence PSO [52] Parameter
optimization Matlab simulation Distributed Static

Total error probability and
Time consumed for
convergence.

Swarm Intelligence Firefly
Optimization [57] Maximize the

network lifetime
MATLAB
simulation Distributed Static (MS)

Network lifetime, Average
energy consumption, and
First and last dead nodes.

Swarm Intelligence Shuffled Frog [49] Reducing energy
consumption

MATLAB
simulation Centralized Static

Average end to end delay,
Lifetime, Average packet
loss rate, Count of clusters,
and Residual Energy.

Swarm Intelligence CoDA [50] Minimum power
consumption NS2 simulation Centralized Static

Synchronization error,
Synchronization overhead,
Energy consumption, and
Average path length.

Swarm Intelligence PSO [53] Optimal service
compositions Java simulation Centralized Static Energy consumption.

Swarm Intelligence DR-ACO [73]

Full connectivity
and minimize the
data transmission
delay

Matlab simulation Distributed
Static with
mobile edge
nodes

Path length, Distance
Limit , and Connectivity
Degree.

Evaluation
Computation MTS-LASC [76]

Low delivery
latency, Reasonable
and balanced
Energy usage

Matlab simulation Distributed Static Delay, Routing overhead,
Packet delivery ratio.

Swarm Intelligence CSO [60] Optimize CS
matrix Matlab simulation Centralized Static

Average energy
consumption, Network
lifetime, Number of data
transmissions, and
Average Normalized MSE.

Trajectory based SATC [61] Minimizing
Aggregation Time Simulation Centralized Static

Average Latency and
Average Normalized
Latency.

Evolutionary
Computation ETDMA-GA [62] Minimizing the

data delivery time Simulation Centralized Static

Schedule Length, Duty
Cycle, Average Latency,
and Average Normalized
Latency.

Physical
Computation IWDs [45] Energy

conservation Simulation Distributed Static
Total energy consumption,
Network lifetime, and
Time Complexity.

FL DFHFE [63] Energy
consumption

MATLAB
simulation Distributed Static

Overall network energy
consumption , WSN
lifetime, Alive nodes.

FL TTDFP [58]
Efficiency of data
aggregation
operations

MATLAB
simulation Centralized Static

First Node Die, Half
Nodes Die, and Total
Remaining Energy.

FL FGAF-CDG [70]
Improve energy
consumption and
load balancing

MATLAB
simulation Distributed Static Energy consumption and

Network lifetime.

FL CTEEDG [72]
Increase the
lifetime and
throughput

NS2 simulation Distributed Static
Average end-to-end delay,
Control overhead,
Throughput, Alive nodes.

A Hybrid of FL
and SI MDF-FBCHS [59] Maximizing

network lifetime SimpleIoTSimulator Distributed Static

Alive nodes, WSN
lifetime, end-to-end delay,
Energy usage, Average
delay, Throughput, and
Packet delivery ratio.

A Hybrid of FL
and SI FCOABC [64]

Increasing network
lifespan and energy
efficiency

NS2 and MATLAB
simulation Distributed Static

Data latency, Delivery
ratio, Energy
consumption, Network
lifetime, and Complexity
analysis.

DL DNN [48] Data mining MATLAB
simulation Distributed Static Fault detection rate,

Energy usage rate.

A Hybrid of ACO
and Game theory GTAC-DG [65]

Increasing network
lifespan and energy
efficiency

MATLAB
simulation Distributed Static with

MS

Energy consumption,
Network lifetime, Total
travel time and
Overlapping area.
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Table 2. Cont.

AI Paradigms Algorithm Ref. Optimization
Criteria

Simulation/
Real-Deployment

Centralized/
Distributed Mobility Performance Parameters

A Hybrid of FL,
Reinforcement-
Learning and Fruit
Fly optimisation

FRS-RL [75]
Increasing network
lifespan and energy
efficiency

MATLAB
simulation Distributed Static

Packet delivery ratio,
Latency, Packet loss ratio,
Throughput, Energy
consumption, WSN
lifetime.

A Hybrid of FL
and Harris Hawks
Optimization
(HHO) algorithm

RDDI [67]
Energy efficiency,
Reliable and secure
data aggregation

MATLAB
simulation Distributed Static

Energy consumption,
Total distance, Average
end-to-end delay,
Reliability, and Overhead
analysis.

A Hybrid of PSO
and Neural
Network

PSO-ELM [69] Prolong network
lifetime

MATLAB
simulation Distributed Static

Energy Consumption,
Node Survival, Network
Load Balancing, Network
Connectivity, and
Reliability.

Neural Network
Convolutional
Neural
Network

[74] Accuracy of data
aggregation

Simulation based
Keras framework Distributed Static

Data fusion accuracy,
Network lifetime, and
Energy consumption.

DL RNN-LSTM [71]
Energy efficiency
and optimal load
balancing

MATLAB
simulation Distributed Static

Signaling overhead,
Average throughput, and
Average delay.

FL Fuzzy
C-Means [78]

Optimize
clustering based on
data similarity

TOSSIM Distributed Static

False alarm rate, Data
outlier detection accuracy,
and Relative recovery
error.

A Hybrid of
Physical and
Nature Inspired
computation

MFOA and
NSGSA [79]

Maximizing
network lifetime
and efficient
routing path

NS2 Distributed Static
Delay, Energy usage, WSN
lifetime, Delivery ratio,
Throughput.

Physical
Computation RFD and IRFD [80] Optimize data

aggregation tree Simulation Distributed Static Energy consumption, and
Network lifetime.

FL Ring based
and FL [81]

Optimize
in-network data
aggregation

MATLAB
simulation Distributed Static Reliability, Energy cost,

and Network lifetime.

FL FuMAM [82] Optimal itinerary
for mobile agent

MATLAB
simulation Distributed Static with

mobile agent

Round-trip rate, WSN
lifetime, Energy usage,
Task duration, Energy
distribution.

A Hybrid of Fuzzy
and SI

Fuzzy and
PSO [83]

Optimize
membership
functions of the FL
and mobile
collector
movement

MATLAB
simulation Distributed

Static with
mobile data
collector

Packet delivery ratio,
Clustering overhead, and
Network lifetime.

FL T2-FLCs [84] Best location and
DC time

MATLAB
simulation Distributed Static with

MS

Average energy
consumption, End-to-end
delay, Data loss ratio, and
Unsuccessful
transmission.

FL V-FCM [85]

Optimize
clustering along
with data
aggregation

MATLAB
simulation Centralized Static

Running time, Size of
received data, and Alive
nodes.

Evolutionary
computation ERAPL [86] optimize network

lifetime. simulation Distributed Static Network lifetime.

Swarm Intelligence PFOA [87] optimize path
formation. NS2 simulation Distributed

Static with
mobile
collector

average hop counts,
average data-gathering
time and Network
lifetime.

Nature inspired CUCKOO [88] optimize network
lifetime Matlab simulation Distributed Static network Lifetime and

energy consumption.

Swarm Intelligence IDCT based
Bees algorithm [89] construct disjoint

dominating sets
MATLAB
simulation Centralized Static

Network lifetime and
Average consumption of
energy.

Nature inspired IPDCA based
BAT algorithm [90] Path finding of

Data collectors
MATLAB
simulation Centralized

Static with
mobile data
collector

AP Count,D-collector
count,Cost,
Throughput,Area size,APs
Load, and D-collector
Capacity.
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Table 2. Cont.

AI Paradigms Algorithm Ref. Optimization
Criteria

Simulation/
Real-Deployment

Centralized/
Distributed Mobility Performance Parameters

Q-learning Q-DAEER [96]

Maximize the
lifetime and
minimize energy
consumption of the
network

MATLAB
simulation Centralized Static

Network-level energy
consumption, number of
dead nodes,network
lifetime, average hop
count and decrease in data
size.

FL FAJIT [91]

parent node
selection and
improving energy
efficiency in WSN.

Simulation Distributed Static

Schedule length ,Average
aggregation factor,Control
overhead, Average energy
consumption , and
Number of transmission
slots.

FL F-LEACH [92] maximize the
network lifetime. Simulation Distributed Static

Average residual energy
and percentage of dead
nodes.

Nature inspired DA-
MOMLOA [93] reducing the cost of

transmission Simulation Distributed Static
Network efficiency, Scala-
bility,Throughput,Data
delivery, Packet drop.

A Hybrid of
Nature inspired
and Artificial
neural network

FM-LA with
NN [94] Optimal data

aggregation
MATLAB
simulation Centralized Static latency, throughput, and

data freshness.

A Hybrid of
Nature inspired
and Evolution
Computation

MWCSGA [95]

improve the life
span of the
network, energy
efficiency
enhancement

NS2 simulation Centralized Static

energy efficiency, energy
consumption, end to end
delay, packet drop, and
throughput and packet
delivery ratio.

Q-learning RINA [97] Increase
aggregation ratio

OMNet++
simulation Distributed Static

Network scalability,
Events, Communication
range, Communication
failure, Aggregation ratio,
Network load.

Q-learning STAC [98] Reduce the data
redundancy

MATLAB
simulation Distributed Static network lifetime and error

of predicted data.

4.2. Open Research Issues and Challenges

In future, researchers can conduct further studies regarding outlier identification and
analysis in terms of multi-dimension, detection mode, architectural structure, correlation
extraction, etc. The approaches, e.g., IRFD method as discussed in [80] can be further
evaluated with respect to similar algorithms like Intelligent Water Drop algorithm to
identify the change in performance and can be studied for any enhancement.

For fuzzy based schemes, the influence of membership functions and fuzzy output
space on performance are significant areas for further research. For example, FuMAM [82]
can be evaluated further by considering different input parameters such as remaining
energy of the candidate’s neighbors to Fuzzy Logic System (FLS). This addition can improve
energy balance across nodes for each estimated path. Increasing the number of input
parameters, on the other hand, will increase the complexity of the rule base. As a result,
an approach like hierarchical fuzzy system can be tested for use in resizing the rule base.
Full network coverage is indeed a metric that can be used while determining the CHs that
perform the aggregation task. In addition, the techniques devised for proactive networks
can be extended for use in a reactive network to satisfy intrusion detection challenges that
can occur during the DC process.

The researchers can also be encouraged to test the working of proposed schemes in
a real-world context to ensure that the techniques are viable. In the future, researchers
can plan to broaden their existing research to include a more generic network model
with multiple mobile robots using different optimization strategies. An in-depth analysis
should be performed to take into account both mobile robot collaboration and travel path
planning in complex and challenging environments. Minimum-power Multiresolution Data
Dissemination problem can be further examined using different meta-heuristics solutions
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to evaluate the performance results. We hope this can help in realizing the best possible
solution to this challenge.

Aside from ensuring secure and reliable information exchange between the CH and BS,
researchers can also experiment with improving WSN QoS parameters (such as availability,
reliability, and serviceability) by combining various optimization algorithms to achieve
improved data dissemination and gathering efficiency. The researchers can investigate
about the integration of different powerful data fusion algorithms into other system research
areas, such as big data systems, key-value stores, data compression, and blockchains. The
optimization of different algorithm dependent parameters can be studied further to explore
the behavior and to test the performance under WSNs coupled with different node mobility
approaches. The use of hybrid compressive sensing can be encouraged with different
optimization strategies. Performing real-time implementation for related applications are
of great significance as efficient implementation of general real-time applications remains
by far an open challenge.

Additional research is necessary to enhance sample data noise filtering and data
mining using deeper DNN layers. Moreover, improved and flexible protocols should
be developed to deeply evaluate the traffic on different layers using complex functions.
Further studies can be performed to optimize the algorithm using different parameter
choices to adapt them for use in large scale heterogeneous networks, and simplifying the
data fusion task.

For improved outcomes, a thorough examination of the sophisticated computations of
intelligent optimization algorithms and hyper parameter tweaking approaches is required.
The addition of new nodes following the node’s death preserves the network’s interaction
capabilities. The technique of dynamic insertion of new nodes requires further investiga-
tion to study the impact of DC and fusion performance of an algorithm. These are key
problems to examine in the future in order to improve the data gathering, aggregation, and
dissemination performance of large-scale WSNs.

5. Conclusions and Future Directions

Nowadays, we are witnessing a growth in the number of AI -based systems and
solutions which facilitate the optimization of services in the field of WSN. The combination
of both AI methods and WSNs have now become a reality, offering benefits to the area of
Internet of Things, and allow systems to learn and to monitor activities and support the
decision-making process. In this paper, we have provided a review of DC, Aggregation and
Dissemination challenges in WSNs. Various AI methods in WSNs are briefly introduced
along with their classifications. AI techniques used by researchers to address the DC,
Aggregation and Dissemination challenges in WSNs are briefly explained for the span
of 2010 to 2021. AI-based solutions to various problems in WSNs have been discussed
and summarized.

From the findings depicted in Figure 5 and Table 2, we can notice that Swarm in-
telligence is adopted as the best suited technique or acceptable method by the research
community for solving DC, aggregation and dissemination challenges in WSNs. 36% of
articles applied swarm intelligence while 20%, 18%, and 5% for FL, Hybrid, Reinforcement
learning respectively. It can be noted that SI methods are popularly applied in WSN.

Some AI algorithms have been used frequently to solve WSN challenges. GA, PSO,
ACO, ABC, BA, DL and fuzzy have been used more than other algorithms by the research
community to deal with WSN challenges. These algorithms are selected based on problem
nature or algorithm features. If problem parameters have fuzzy feature and membership
function, FL method is suitable to deal with this problem. When problem size is too vast,
and needs to be adapted to a particular case and with respect to time, we need to solve it
using DL.

GA is very efficient and stable in exploring the search space for global optimal so-
lutions. It helps to solve general, unconstrained and bound constrained optimization
problems, and it performs very well for large scale optimization problems. Both con-
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tinuous and discrete parameters can be used [99–101]. So researchers use GA for these
characteristics that help to solve a wide variety of WSN challenges.

Figure 5. AI methods with respect to various challenges in WSN.

From Table 2, we can notice that PSO is used commonly in WSN. This is due to
the fact that PSO has a number of distinct advantages over other optimization strategies.
The PSO algorithm is a derivative-free method. It can be used in conjunction with other
optimization strategies. It is less sensitive to the objective function’s nature and can handle
stochastic objective functions. PSO has a small number of parameters, can execute parallel
computations, converges quickly, and is simple to implement [101].

Working of ABC is focussed on the behavior of bees in visiting and selecting best
source of food (flowers). So, it works well in selection problems such as choosing best CHs
in WSN. ABC is easy to use, available for hybridization with other algorithms [101].

As we have described above, population based meta-heuristic algorithms are used
extensively because of their efficiency in providing best results. Their individuals don’t
use any symbolic reasoning and don’t maintain a plan about the future, both of which
are computationally expensive. Moreover, these techniques involve only limited memory
requirements as they don’t need to keep a lot of previous information. It can be robust, and
maintain good quality performance in rapidly changing and diverse environments.

As we notice from Figure 5 and Table 2, some AI methods such as RL. The deep rein-
forcement learning is also used rarely in WSN. This is because DRL faces main challenges
like non-stationary environment, partial observability of the environment, continuous
action spaces and is computationally expensive [102].

For enhancement of WSN, new AI algorithms as well as different strategies to embed
these algorithms in WSNs have to be encouraged in future. Currently, the most of the
solutions presented here used AI to solve specific challenges in some areas. Most problems
stem from incompatibility between layers and high human interaction. Self-Adaptivity
is required for setting and adjustment of solutions. Hybrid approaches that optimize the
resource utilization in WSN need to be developed [27]. Rather than specialized solutions,
learning platforms and prototypes are required.

In future, further research to devise efficient distributed data mining solution for WSN
with improvements in noisy data filtering process have to be encouraged. The layered
structure and other typical features of DNN makes it a favorable option for application in
such scenarios. The main challenges include training of distributed multi layered DNN
and better tradeoff between power consumption during processing and transmission. A
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further interesting area of study for AI methods in WSNs is known to be parameter learning
and optimization.

Many efforts have been made to fix the interference classification challenge in WSNs.
The steadily increasing utilization of license-free frequency bands make proper wireless
interference identification and reliable management a crucial challenge. Interference mitiga-
tion techniques, deployment planning and other potential applications opens up numerous
possibilities for future research. DL classification model is a choice.

Traffic flow control in WSN is a potential future direction. Mobility is another im-
portant open research topic that can be supported by head nodes, normal nodes, and BS.
The most significant issues to be addressed are changes in WSN architecture and control
packet overhead caused by node mobility. Only a few researches have been conducted to
improve the intelligence of mobile agent for better route planning and data gathering. To
accommodate the node changes in a dynamic WSN, an integration of DL and RL using
multiple mobile agents is a desirable solution. The use of RL can make mobile agents more
intelligent in making decisions to perform best action according to the present situation.
Moreover, determining optimal number of mobile agents and their route by evaluating
multiple parameters that could provide efficient results require further investigation in
future. Moreover, most of the current algorithms didn’t properly consider the security
and privacy of the data in multiple mobile agent scenarios. The utilization of compression
techniques to compress the data collected by each mobile agent also require more research
attention. It can be expected that the future researches will give better consideration to these
issues. Future development of more robust and efficient mobile agent learning methods to
solve the real-world challenges are necessary.

The application of AI optimization methods to overcome the challenges of MWSNs is
a potential future direction. Some research challenges still remain relatively unresolved
which include transmission delay, balancing the power consumption, reliability and safety
of MWSNs. A combination of SI with other optimization techniques have to be encouraged
in future. The cross-layer optimization model challenges must to be treated in a better
way during the optimization of MWSNs. The results from the study of human-related
biological features can be incorporated in future for further improvement of solutions to
such problems. Distributed and real time application of algorithms in light weight form
could be a question for further studies in order to solve the challenges of dynamic MWSNs
in future.

As the study shows, most of the existing solutions based on AI are only simulation
based. The AI techniques should be implemented and analyzed in a real-time environ-
ment [26,28]. This should be encouraged in future. More investigations are required to
show how AI methods can be adapted. Cross-layer approaches using AI methods are rarely
applied to challenges and are still a vital open research area. Moreover, hybrid AI methods
are less applied and need to be discussed deeply. It can be expected that the future research
will likely consider heterogeneity, dynamic environments and varying communication
constraints during algorithm design. The application of AI techniques brings the WSN
cognitive towards managing and overcoming the challenges which arise during operation.
We hope that the concepts provided in this paper direct the researchers for the use of AI in
solving the challenging WSN issues by making the nodes more intelligent.
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