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#### Abstract

Robotic chefs are a promising technology that can bring sizeable health and economic benefits when deployed ubiquitously. This deployment is hindered by the costly process of programming the robots to cook specific dishes while humans learn from observation or freely available videos. In this paper, we propose an algorithm that incrementally adds recipes to the robot's cookbook based on the visual observation of a human chef, enabling the easier and cheaper deployment of robotic chefs. A new recipe is added only if the current observation is substantially different than all recipes in the cookbook, which is decided by computing the similarity between the vectorizations of these two. The algorithm correctly recognizes known recipes in $93 \%$ of the demonstrations and successfully learned new recipes when shown, using off-the-shelf neural networks for computer vision. We show that videos and demonstrations are viable sources of data for robotic chef programming when extended to massive publicly available data sources like YouTube.


INDEX TERMS Computer vision, hidden Markov model, learning by demonstration, robotic chef, salad chef.

## I. INTRODUCTION

The availability of high-quality meals is an important indicator of the quality of life. The time spent on cooking correlates with health quality [1], but is falling steadily [2]. The most frequently reported reason for lack of cooking was lack of time [3]. Therefore, large benefits can come from the automation of cooking both in homes and hospitality sectors. Numerous experiments were made to explore the feasibility of robotic chefs. The trends vary from simple kitchen helpers like dishwasher packing robot [4], burger flipping robot [5], or sausage frying robot [6] to attempts at building whole robotic restaurant [7], [8].

Implementing a robotic chef is a complicated task, that requires the robot to be competent in many fields of robotics like manipulation, sensing, feedback, decision-making and perception. Recent developments in robotic chef manipula-

[^0]tion include peeling lettuce [9], robotic cutting [10], stirfrying [11], tending to food during cooking [12] and in hand assessment of fruit ripeness [13], [14]. New ways of sensing were also implemented, including assessing the state of readiness of a dish [15], using conductance measurement for closed-loop cooking [16], and running various classification tasks with taste and smell sensors eg. classifying wine age [17], detecting mutton adulteration [18], assessing the quality of roasted coffee beans [19], sensing type of milk used for cheese production [20] and judging fish freshness [21]. Robotic chefs are becoming smarter and can learn from the video of human cooking [22], their own attempts at cooking [16], and can even use active sensing to improve their sensory ability [23]. Some experiments showed robotic chefs learning from human feedback on the taste of cooked dishes [24]. Some experiments with transcribing recipes into a set of actions [25] and robots cooking from recipes were done [26].

Computer vision is also frequently used in robotic cooking setups [4], [5], [6], [9]. Some of these experiments

TABLE 1. Ingredient list of salads used in the experiments.

|  | Broccoli Pieces | Carrot Pieces | Apple Pieces | Banana Pieces | Orange Pieces | Number of Salads <br> Prepared |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Recipe 1 | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{2}$ |
| Recipe 2 | $\mathbf{0}$ | $\mathbf{3}$ | $\mathbf{1}$ | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{2}$ |
| Recipe 3 | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{2}$ |
| Recipe 4 | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{2}$ |
| Recipe 5 | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{3}$ | $\mathbf{2}$ |
| Recipe 6 | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{2}$ |
| Recipe 7 | $\mathbf{3}$ | $\mathbf{1}$ | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{2}$ |
| Recipe 8 | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{2}$ | $\mathbf{2}$ | $\mathbf{2}$ |



FIGURE 1. Schematics of the robot assessing novelty of new demonstration and learning new recipe when required. a) Robot observes the demonstration with a camera. b) relevant objects like produce and kitchen utensils are detected by using a neural network. c) Pose of the human chef is extracted using a neural network. d) Actions and objects used are determined by finding high correlations between the right hand and a specific object. e) Similarity of the demonstration with all the recipes in the robot cookbook is computed. If the similarity is low robot will proceed to add a new recipe. f) Robot learns new recipes by listing all actions seen in the demonstration and adds them as a new recipe to its cookbook g) Robot makes a salad according to one of the recipes.
use colour masking and feature extraction, while others use publicly available neural networks for object detection and pose extraction. Publicly available networks offering object detection include YOLO [27], SSD [28], RetinaNet [29] and YOLOR [30]. Most of them are trained on COCO dataset [31], which focuses on everyday objects photographed in everyday situations. Pose detection can also be done by publicly available neural networks eg. OpenPose [32], DCPose [33], DensePose [34] and HigherHRNet [35].
In this paper, we are implementing a robotic chef that has a sizable capability for learning new recipes from human observation. The robotic chef visually observes a human chef at work and recognizes the sequence of actions performed by the human, as well as the products they are performed on. This sequence is vectorized and compared with the current robot's cookbook. If a recipe with high similarity is found, the robot makes a salad according to that recipe. In cases when no existing recipes seem to match the human's intention, the list of ingredients is extracted and added to the robot's cookbook as a new recipe. Each of the recipes already in the cookbook can also run without additional demonstrations.

The system was tested on 16 salads prepared according to 8 known recipes listed in Table 1. The correct recipe
was recognized successfully in $93 \%$ of the demonstrations, even though only in $83 \%$ of the demonstrations all actions were detected correctly. Some variations of the recipes were also demonstrated to the robot to show the robustness of the system to portion size, human mistakes and slight variations in the recipe. This assures that new recipes are not learned due to reasonably small variations in the demonstrations. All 8 salad recipes were made using the robot and all of the ingredients were added successfully across all these salads. The system also correctly recognized the demonstration of a new salad, added it to a cookbook and cooked it.

## II. METHODS <br> A. OVERVIEW

The robot's operation schematic is shown in Figure 1 and starts with the observation using a camera as shown in Figure 1 a. Each frame of the resulting video is analyzed frame by frame using off-the-shelf neural networks. Openpose is used to detect the demonstrator's right wrist(Figure 1b) and YOLO detects all visible objects' positions (Figure 1c). The coordinates of each body part and each object are saved and form a path when extracted from multiple frames. Identification of a grasped item is done
by analysing Pearson's correlations between the demonstrator's right-hand path and the product/kitchen utensil path(Figure 1d). A high correlation is an indication of lengthy handling of an item and therefore is an indication of a certain action. This way the whole demonstration is translated into binary states which we filter with Hidden Markov Model to adaptively filter out observation noise and neural network mistakes. The demonstration is compared to the existing recipes by converting both of them into vectors and computing cosine similarity between the vectors(Figure 1e). If there is no similar recipe in the cookbook, the robot makes a new recipe that includes all ingredients used in the demonstration (Figure 1f), and proceeds to make the salad(Figure 1g).

## B. EXTRACTING THE ACTIONS FROM THE VIDEO

1) SCOPE AND HUMAN CHEF DEMONSTRATION

The project attempts to build and test in the lab conditions a framework for teaching the robotic chef recipes by demonstration and investigating its feasibility and limitations. Therefore, as many components as possible should be adopted from other branches of robotics, as redoing any of these would not contribute to the project. These limitations make the choice of the dish cooked very important. For example, trained neural networks for object detection exist, and training them from scratch does not contribute to the project, hence we use the available models, trained on large, already available datasets. In the case of item detection, the available networks are trained on the COCO dataset. It limits the system to the classes in COCO dataset. Available classes cover cutlery: knives, forks and spoons, some containers: bottles, glasses, cups and bowls, kitchen appliances: microwave, oven, toaster, sink and fridge, as well as 10 food products: banana, apple, sandwich, orange, broccoli, carrot, hot-dogs, pizza, doughnut and cake. Under this limitation, we have decided that a reasonable dish to teach to the robot is a variety of salads, as they use a larger portion of items from the listed classes. Moreover, making salads is possible with the dexterity of the current robots, especially if some hardware compromises are made in the kitchen.

Furthermore, we need to ensure some structure to the salads we produce for experimentation. This will be crucial both for the reproducibility of the results as well as for the ease of programming the physical setup. Therefore, we limit the salads to 5 ingredients: broccoli, carrot, apple, banana and orange. Moreover, we chose to define our recipes by the number of each fruit/vegetable added. The only exception is the broccoli where we add a smaller amount of it as a single unit. We also make sure that the salads produced are reasonable recipes whenever possible. Inspecting the list of the recipes used in the experiment shown in Table 1, we can see that recipes 1 through 3 are a variation of the popular apple and carrot slaw. Recipes 4,5 and 8 are variations of a fruit salad, and recipes 6 ad 7 are variations of vegetable salads.

We choose to perform our work on various salads, as their production is relatively easy to automate, and relatively many
ingredients are recognizable by the YOLO network. The next step is preparing a human demonstration, as its quality and camera angle can make the task significantly harder or easier. We make the demonstrations in the laboratory while making the space messy enough to simulate a busy kitchen, that seems to be utilized with no specific care. In the foreground, we set up a table with all ingredients used in the salads, a large number of kitchen utensils, as well as some food products that are not ingredients used by the robotic chef. We have the camera filming from the front, slightly from above. The demonstrator has a chair behind the table, from where he can prepare the salad. The setup is shown in Figure 2 a.

## 2) OBJECT AND POSE EXTRACTION

The learning procedure starts with extracting the pose of the demonstrator as well as the items present in the video. The pose of the demonstrator is extracted using the OpenPose neural network. Object detection is done using YOLOv5m neural network. The whole process of extraction is shown in Figure 2. Firstly, the video is separated into single frames for processing. Both neural networks are then applied to each of these frames. Pose Keypoints and bounding boxes of all identified items are saved as a JSON file. We also draw the pose and bounding boxes in each of the frames, as presented in Figure $2 \mathrm{a}, \mathrm{b}$, and c, making sure that each of the networks is applied to an unaltered frame. As the last step, all the frames are stitched into a video again, making it easy to assess the network's performance and present the results.

## 3) GRASPED ITEM IDENTIFICATION

We use the pose keypoints and detected objects' positions from the previous step to identify which item is currently grasped and therefore used. This step is necessary to know which item is being used, as multiple objects are present in the frame while cooking. The pose keypoints come in the form of $(x, y)$ coordinates for every major joint and some face features. Similarly, the YOLO network returns the ( $\mathrm{x}, \mathrm{y}$ ) positions and class labels for each of the detected objects. These positions, when gathered across multiple frames of a video make up a trajectory for each of the objects, and the demonstrator's joints. Therefore wrist trajectory $\mathbf{S}$ can be described with the following equation:

$$
\begin{equation*}
\mathbf{S} \in \mathbb{R}^{n \times 2} \tag{1}
\end{equation*}
$$

and the tracked object trajectory is described with the following equation:

$$
\begin{equation*}
\mathbf{O} \in \mathbb{R}^{n \times 2} \tag{2}
\end{equation*}
$$

where $n$ is the total number of frames, the first column is the $x$ position and the second column is the y position. We can then use the similarity between the trajectories to find which object movements are correlated with movements of other objects or some important demonstrator's joints.

We aim to calculate this path similarity using Pearson correlation. The advantages of this technique include ease of


FIGURE 2. Procedure of recording and processing the human demonstration: a) Setup used to record the demonstration, b) single frame of a human-chef demonstration, c) the frame with body pose extracted, d) the frame with both body pose and items extracted.
application, in-built scaling, solid theoretical background and inherent affinity for scoring less noisy movements high. The in-build scaling is crucial for two reasons. Firstly, we should not be biased towards actions including large movements over those including only smaller ones, as for example noticing moving an ingredient across the table is no more important than noticing the cutting of it. Secondly, the in-build scaling allows a maximum correlation between two paths of the same shape, but different sizes. This is crucial as the path taken by the wrist is usually a smaller copy of the path of an object kept in hand. The Pearson correlation takes a value between -1 and 1 , and can be computed for short parts of a video, in our case we used windows of 50 frames - the equivalent of two seconds.

Pearson correlation is not able to tackle the raw trajectories as it is a correlation between single-column matrices, while each trajectory is of shape $n$ by 2 . Therefore, the computation of the final correlation score must be split into a few stages. We will now follow this process on a wrist trajectory $\mathbf{S}$, but the process is the same for trajectory $\mathbf{O}$. We start by splitting the trajectory $S$ (equation 1) into two separate single column matrices - one for storing x positions $\mathbf{S}_{\mathbf{x}}$ and another for y
positions $\mathbf{S}_{\mathbf{y}}$ :

$$
\begin{equation*}
\mathbf{S}=\left(\mathbf{S}_{\mathbf{x}}, \mathbf{S}_{\mathbf{y}}\right) \tag{3}
\end{equation*}
$$

then we split these arrays into 50 frame windows. In the case of $\mathbf{S}_{\mathbf{x}}$ these windows are specified by the following equation:

$$
\begin{equation*}
\mathbf{s}_{\mathbf{1}}^{(\mathbf{x})}=\mathbf{S}_{\mathbf{x}}[1: 49] \tag{4}
\end{equation*}
$$

for the first window $s_{1}$ and equation below for a window number t .

$$
\begin{equation*}
\mathbf{s}_{\mathbf{t}}^{(\mathbf{x})}=\mathbf{S}_{\mathbf{x}}[50(t-1)+1: 50 t] \tag{5}
\end{equation*}
$$

therefore the x positions in trajectory $\left(\mathbf{S}_{\mathbf{x}}\right)$ becomes a sequence of such windows:

$$
\begin{equation*}
\mathbf{S}_{\mathbf{x}}=\left\{\mathbf{s}_{\mathbf{1}}^{(\mathbf{x})}, \mathbf{s}_{\mathbf{2}}^{(\mathbf{x})}, \ldots, \mathbf{s}_{\mathbf{t}}^{(\mathbf{x})}\right\} \tag{6}
\end{equation*}
$$

$\mathbf{S}_{\mathbf{y}}$ also undergoes the same process, but for the sake of reducing the number of equations, we will follow only $\mathbf{S}_{\mathbf{x}}$ for now. The object trajectory is transformed in the same way and the $\mathbf{O}_{\mathbf{x}}$ and $\mathbf{O}_{\mathbf{y}}$ also are transformed to the form shown below:

$$
\begin{equation*}
\mathbf{O}_{\mathbf{x}}=\left\{\mathbf{o}_{\mathbf{1}}^{(\mathbf{x})}, \mathbf{o}_{\mathbf{2}}^{(\mathbf{x})}, \ldots, \mathbf{o}_{\mathbf{t}}^{(\mathbf{x})}\right\} \tag{7}
\end{equation*}
$$



FIGURE 3. Figure showing the correlation between positions of 4 objects - left and right hands, a cup and a chair. The cap was moved around using the right hand. a) correlation between paths in $x$ coordinate b) correlation between paths in $y$ coordinate $c$ ) product of correlations in $x$ and $y$ coordinate.
where $\mathbf{o}_{\mathbf{m}}$ denotes m -th window of the object trajectory. In this case, we will also follow the x direction only for now.

Now we can compute the Pearson correlation $\rho$ between any window in the trajectory of an object and the trajectory of the wrist. For example, the correlation between the first windows would be expressed with the following formula:

$$
\begin{equation*}
\rho_{1}^{(x)}=\rho_{\mathbf{s}_{\mathbf{1}}^{(\mathbf{x})}, \mathbf{0}_{\mathbf{1}}}(\mathbf{x})=\frac{\operatorname{cov}\left(\mathbf{s}_{\mathbf{1}}^{(\mathbf{x})}, \mathbf{o}_{\mathbf{1}}^{(\mathbf{x})}\right)}{\sigma_{\mathbf{s}_{\mathbf{1}}^{(\mathbf{x})}} \sigma_{\mathbf{0}_{\mathbf{1}}^{(\mathbf{x})}}} \tag{8}
\end{equation*}
$$

Notice that this produces a correlation between paths either in x or y coordinates only, therefore the superscript x is used. Finally, we arrange the window-wise correlations in chronological order to build the correlation for the whole trajectory. This correlation $P^{(x)}$ between an arbitrary joint and object "x trajectories" $\mathbf{S}_{\mathbf{x}}$ and $\mathbf{O}_{\mathbf{x}}$ is denoted with the
following equation:

$$
\begin{equation*}
\mathbf{P}_{\mathbf{S}, \mathbf{O}}^{(x)}=\mathbf{P}_{\mathbf{S}_{\mathbf{x}}, \mathbf{O}_{x}}=\left\{\rho_{1}^{(x)}, \rho_{2}^{(x)}, \ldots, \rho_{n}^{(x)}\right\} \tag{9}
\end{equation*}
$$

We have now produced two arrays describing the correlation between wrist and path trajectories $-P_{\mathbf{S}, \mathbf{O}}^{(x)}$ and $P_{\mathbf{S}, \mathbf{O}}^{(y)}$. We need to combine them into a single number explaining the correlation in each window. Let's try to find an element-wise operation to merge $P_{\mathbf{S}, \mathbf{O}}^{(x)}$ and $P_{\mathbf{S}, \mathbf{O}}^{(y)}$. We observe that similar paths would result in both $\rho^{(x)}$ and $\rho^{(y)}$ positive and significantly larger than zero. Therefore we come up with the idea of multiplying $\rho^{(x)}$ and $\rho^{(y)}$, which would give a high result in the case when both of them are high. The only edge case to take care of is when the movement of the object and hand are "reverse" of each other. In this case, multiplying two large negative numbers give a high positive
number. Therefore, to compute the final correlation we set every negative correlation and set it to zero, and then take a product. Therefore for the window number $t$, the correlation is computed with the following equation:

$$
\begin{equation*}
\rho_{t}=\left(\max \left(\rho_{t}^{(x)}, 0\right) * \max \left(\rho_{t}^{(y)}, 0\right)\right) \tag{10}
\end{equation*}
$$

and the final correlation is given with the equation:

$$
\begin{equation*}
\mathbf{P}_{\mathbf{S}, \mathbf{O}}=\rho_{1}, \rho_{2}, \ldots, \rho_{t} \tag{11}
\end{equation*}
$$

This results in a single array containing a correlation between a joint and an object for each 50 -frame window in the video. This operation can be done on arbitrarily many pairs of joints/objects.

The best way to show this in operation is by using a matrix with different objects/joints corresponding to columns/rows. This is due to the fact that this correlation can be computed between any pair of joints/objects, therefore every matrix entry can correspond correlation between the row name and column name. We use an example video of a cup held in a hand to show correlations of X coordinates, Y coordinates, and finally the final correlation score for all possible correlation pairs between the hand, the cup, as well as a chair and another hand visible on the video. These results are shown in Fig 3.
4) ACTION IDENTIFICATION WITH HIDDEN MARKOV MODEL

The next step is to identify the actions needed to describe salad-making and assign each of them to a correlation between pair of objects/joints described in the previous section. The minimum necessary number of actions should be listed in order to minimize the data required for machine learning. The solution we choose to this problem is to have an action of adding each of the ingredients, an action of cutting and an action of "resting". The "Resting" action covers everything that is not any of the other actions. Therefore, the following actions must be extracted from the video: Resting, Cutting/Chopping, Adding Broccoli, Adding Carrot, Adding Apple, Adding Banana, Adding Orange.

These actions are to be found based on the correlation score between a pair of joints/objects discussed before. We assign adding a specific ingredient to the correlation between the path of the right wrist and the path of the said ingredient. This will be high when the movements of this wrist and that specific product are synchronized. We choose the right wrist specifically as most people are right-handed, making it a dominant wrist. This can be easily changed to the left wrist if needed, or both wrists could be used. We choose to stay with the use of only the right wrist for this experiment as we noticed that the non-dominant hand is usually used for not crucial tasks while the dominant hand is performing tasks crucial for the recipe. Detection of cutting follows a very similar procedure, but this time it is a correlation between the right wrist and a knife. A low score in all of the above correlations is considered detection of "resting" or no action.

This kind of action detection can result in both false positive and false negative detections, therefore we intend to
incorporate some sort of smart filtering. We propose to use the Hidden Markov Model(HMM) for that purpose. We base this decision on our experience with analyzing preliminary results, where a human would look at the correlation scores across the whole length of a video and deduce the most probable sequence of actions. Finding the most probable sequence of hidden states is one of three fundamental tasks of HMM model, making it a great match. Moreover, the relatively small amount of data necessary to train the model is a great asset when working with food and producing more data is labour-intensive and cost-intensive.

Applying the HMM to this problem will require some data processing. Firstly, we need to change the correlation scores into action detection. We do compare the correlation scores to the item/joint pairs discussed before. Each window is then assigned an action with the highest corresponding correlation score. We also add a threshold of 0.5 , and if the largest corresponding correlation is smaller than this threshold, we set the action during the window to "resting". Having strictly one action assigned to each of the time windows we can proceed to design the HMM. This application of HMM relies on a clever yet intuitive interpretation of hidden states and observations. We treat our action detections as observations, while the hidden states are the actual true actions happening on the video. The graph showing the model is shown in Figure 4. The first step is to estimate the transition matrix T and emission matrix E. This can be done by simply counting the number of times a specific transition and dividing it by the total number of transitions. The same thing can be done for emissions. The only hurdle is that we need a ground truth sequence of states to do this learning. Therefore, firstly we create a human ground truth on what happens in the video. Then we are using half of the salads produced to train the model. This effectively produces a transition matrix T and observation matrix E that can be used to do the other fundamental task of HMM - given the observation, return the most probable sequence of hidden states. Viterbi algorithm is used for this task. Looking back on Figure 4, we run the computer vision discussed before to get the sequence of observations $y$, to then calculate the most probable sequence of human actions x. Running this task on any new set of observations is effectively a smart filter to get rid of false detections in a video. In the main experiment, we train the filer on half of the data and use it to filter another half. As each of the recipes was done twice, the training sets are balanced, and we effectively do a two-fold validation.

After HMM filters out the actions detected we expect to see a sequence of windows with the same actions detected. The ingredients added to a given salad can then be easily found as the salad will be represented there as a sequence of blocks where each block consists of handling an ingredient and then cutting it. Of course, there would be multiple points where "nothing" is detected. These are ignored during the ideal operation of the program but also can introduce errors in a situation when they occur during handling a single ingredient, causing a single portion to be seen as two portions. Ideally,


FIGURE 4. Graph of Hidden Markov Model used. " $x$ " represents a hidden state which is the actual action performed by the human in the demonstration. These are modelled as a probabilistic transition governed by transition matrix T . Transition probability depends only on the previous state. " y " represents emissions of the hidden state, which is what the system detects. It depends only on the current state and emission probabilities are stored in emission matrix $E$.
this part of processing scans the feed from the camera or a video and returns the ingredients used so far.

## 5) CHOOSING THE INTENDED RECIPE

Finally, we need to compare how similar the already seen part of the human demonstration is to each of the recipes. To do this we take inspiration from the vord2vec [36] algorithm that is commonly used in Natural Language Processing(NLP) to describe each word by a feature vector. These features are usually very impressive at capturing the meaning of the words [37], allowing comparing the similarity of the worlds [38]. In this paper, we use a simpler vectorization, where the amount of each ingredient makes up a feature of the feature vector, but similarly to NLP, we use the cosine similarity to find the similarity between the vectors, hence the recipes. The vectorization of a demonstration $\mathbf{D}$ is described with the following equation:

$$
\begin{equation*}
\mathbf{D}=\left[B_{d}, C_{d}, A_{d}, B a_{d}, O_{d}\right] \tag{12}
\end{equation*}
$$

Similarly, vectorization of a recipe $\mathbf{R}$ is given by:

$$
\begin{equation*}
\mathbf{R}=\left[B_{r}, C_{r}, A_{r}, B a_{r}, O_{r}\right] \tag{13}
\end{equation*}
$$

$B, C, A, B a, O$ are numbers of portions of respectively broccoli, carrot, apple, banana and orange added. Subscript ${ }_{r}$ means that it is the number seen in the recipe, while subscript ${ }_{d}$ means that it is the number of ingredients detected in the human-chef demonstration. Finally, the cosine similarity $S_{\text {cos }}$ between them is computed, by definition, with the following equation:

$$
\begin{equation*}
S_{c o s}(\mathbf{D}, \mathbf{R}):=\frac{\mathbf{D} \cdot \mathbf{R}}{\|\mathbf{D}\| *\|\mathbf{R}\|} \tag{14}
\end{equation*}
$$

The feature vector can be computed both for the already-seen part of the cooking demonstration and for each
of the recipes. The cosine similarity can be computed between any arbitrary pair of these vectors. For finding the most probable intention we compute the cosine similarity between the detections in the camera feed and each of the recipes. The most probable intended recipe is the one with the highest similarity to the video demonstration. Moreover, using the vectorization of the salad during the preparation makes the computed cosine similarities can change frequently, possibly every 50 -frame window. Therefore, the prediction of human intention can also change, which we hope to see clearly in the results.

## C. INCREMENTAL LEARNING

Incremental learning of the cookbook is implemented in two stages. Firstly the robot watches the demonstration of a human making a specific salad and compares its similarity to all recipes in the cookbook. In the case when at least one of the similarities is higher than an arbitrary threshold, the robotic chef proceeds to prepare a salad according to the recipe with the highest similarity. This condition is expressed by the following equation:

$$
\begin{equation*}
\max \left(S_{\cos }(\mathbf{D}, \mathbf{R})\right)>t, N=\{1,2,3, \ldots, L\} \tag{15}
\end{equation*}
$$

where $t$ is an arbitrary threshold, N is a number of a recipe, L number of recipes in the robot's cookbook, and the rest of the symbols have the same meaning as in equations 12,13 and 14.

If on the other hand, the similarity to all of the demonstrations is below the threshold, the robot adds a new recipe to the cookbook with a list of ingredients detected in this human demonstration. Therefore the new $L+1$ th recipe vectorization becomes:

$$
\begin{equation*}
\mathbf{R}_{(L+1)}=\left[B_{d}, C_{d}, A_{d}, B a_{d}, O_{d}\right] \tag{16}
\end{equation*}
$$



FIGURE 5. Robotic chef making salads a) opening the fry cutter b) placing the ingredient inside the cutter c) cutting the ingredients by closing the fry cutter d) delivering orange straight to the salad bowl.

This new recipe can now be cooked by the robotic chef without further programming thanks to modular programming of the cooking process.

## D. ROBOTIC CHEF IMPLEMENTATION

## 1) ROBOTIC KITCHEN SETUP

We are now implementing a robotic chef to prepare the recipe that was determined to be the intended recipe. The robotic chef will be a robotic arm hanging downwards from a metal cage around the kitchen. Most of the operation is based on moving objects between known positions as the kitchen setup is highly structured and designed with the robot in mind. The setup consists of a fry cutter, an ingredient storage area and a bowl for the salad. The fry cutter allows for cutting all the ingredients easily when using the robotic arm.

Moreover, it improves safety by eliminating the need to use a knife. Furthermore, the fry cutter provides a force multiplier for the arm, due to an in-built leaver. This is important as free-standing robotic arms have a limitation on the maximum force provided. The storage area keeps the ingredients in predefined positions, from where the robotic arm can pick them up. Finally, we place a bowl in front of the fry cutter to collect the salad.

## 2) MOVEMENT PROGRAMMING

The UR5 arm was programmed using Python. This allowed the integration of the robotic arm control and computer vision into one program. The program was structured in a hierarchical manner so the most basic moves like going to the home position, movement at a certain speed and opening/closing
the gripper were programmed first. These functions were then used to program the next layer which consisted of the following functions:

- Opening fry cutter (Figure 5a).
- Moving ingredients from starting location to the home positions.
- Moving ingredients from the home position to the fry cutter (Figure 5b).
- Closing fry cutter (Figure 5c).
- Moving (some) ingredients straight to the bowl (Figure 5d).
The functions were then put together into larger functions that combine all steps needed to add a single ingredient to the salad. An example function of this kind consists of opening the cutter, picking up a piece of carrot, moving it to the home position, then dropping it inside the fry cutter and cutting it. Different snapshots of the robot performing this function are shown in Figure 5. These functions can be easily combined into recipes, by executing a few of them in a sequence.


## III. RESULTS

## A. CORRELATION COMPUTATION

Correlations are computed based on paths extracted by YOLO and openpose neural networks. We do not report on their performance as there is ample literature available on their performance. Nevertheless, we provide both the raw human demonstration footage as well as the footage with the pose and detection boxes drawn on each frame for an interested reader to investigate. The raw correlations extracted from a demonstration of a salad cooked with recipe number 1 are shown in Figure 6 a. The human eye can easily notice a few regions of elevated correlation and identify the story of what happened. We clearly see a small area, where "nothing" is going on, followed by an area where correlation to the apple seems to be highest, then to the knife, followed by a short break, and then by carrot, knife and again a break. It is quite intuitive for a human to see that the short deeps in the correlation scores are probably an error rather than a break between handling two different apples. This is due to the fact that each activity takes multiple frames, therefore any change is quite an unlikely occurrence. In the next section, we will train a HMM, with the hope that it makes use of this quality.

## B. ACTION EXTRACTION MARKOV FILTERING

The initial action extraction is made with the previously described algorithm and the result can be seen in Figure 6 $e$, as a red " $x$ " line. As we can see there are a lot of false detections that make each action segmented, and therefore potentially considered as multiple actions. Therefore, we are training the HMM as discussed in the methodology section - the identified actions will be considered observations and the human ground truth is considered a hidden state. As each salad was done twice, we always train the model on one batch of 8 salads and use it for predictions on the other batch. Below we show the transition matrix computed from the first batch
of 8 salads:
$\left[\begin{array}{ccccccc}0.882 & 0.016 & 0.028 & 0.024 & 0.016 & 0.024 & 0.008 \\ 0 & 0.909 & 0 & 0 & 0 & 0 & 0.090 \\ 0 & 0 & 0.888 & 0 & 0 & 0 & 0.111 \\ 0 & 0 & 0 & 0.888 & 0 & 0 & 0.111 \\ 0 & 0 & 0 & 0 & 0.871 & 0 & 0.129 \\ 0 & 0 & 0 & 0 & 0 & 0.877 & 0.122 \\ 0.051 & 0 & 0 & 0 & 0 & 0 & 0.948\end{array}\right]$

Firstly, we should discuss the meaning of each of the entries in the transition matrix. Each entry is a probability that a hidden state will transition from a state represented by its row to a state represented by its column. The order of state representation is the same for both rows and columns. The first row/column represents the state of no action. The rows/columns 2-6 represent handling ingredients, the order is the same as their listing in Table 1 - broccoli, carrot, apple, banana and orange. The last row/column represents cutting.

The first characteristic we can see is that the largest probabilities are strongly concentrated on the diagonal of the matrix. It means that it is very likely that an action performed in the current 50-frame window will be performed in the next window. Another interpretation is that the actions performed during the cooking are on average done in blocks much longer than the detection window itself. It means that any short disruptions in the action detection will likely be filtered by the HMM, as sequences with such occurrences will look less probable. Furthermore, we see a lot of non-zero entries in the top row. These are transitions from a "nothing" state to one of handling ingredients or cutting states. These numbers change how likely the model is to accept such a transition. As these numbers are quite low, the most likely sequence of states computed by the model is likely to contain these transitions only when supported by very strong observations. This is the method to dismiss false positives. Another observation is a large non-zero cluster of values in the last column. This is a chance that from a state designated by the row, we move to "cutting".

The next step is to analyze the emission matrix. The row/column coding here is the same as in the transition matrix, but this time rows are hidden states, and the columns are emissions. The matrix, computed from the first bath of 8 salads, is shown below:

$$
\left[\begin{array}{ccccccc}
0.979 & 0 & 0 & 0 & 0 & 0 & 0.020 \\
0.613 & 0.386 & 0 & 0 & 0 & 0 & 0 \\
0.317 & 0 & 0.682 & 0 & 0 & 0 & 0 \\
0.129 & 0.018 & 0 & 0.85 & 0 & 0 & 0 \\
0.290 & 0 & 0 & 0 & 0.709 & 0 & 0 \\
0.244 & 0 & 0 & 0 & 0 & 0.755 & 0 \\
0.286 & 0 & 0 & 0.002 & 0.002 & 0 & 0.709
\end{array}\right]
$$

Analyzing the matrix we first see that most non-zero entries are clustered on the diagonal and first column. The diagonal is the probability of observing a state as the same action as the one represented by this state. These values are the probability of our system(before HMM filtering) of correctly
interpreting the state in the video in a single window. The higher this number is, the more serious the detections of the corresponding action will be treated by the HMM when filtering. The second cluster is in the first column and represents the situation when some state was detected as "nothing". This shows that it is relatively common for the system to just miss a detection. This is now considered by HMM and it is likely to calculate that it is more probable to "ignore" moments where nothing is detected a find a sequence of states where it is more likely that some action actually continued and was simply not picked up by the computer vision. The number is also a lot of zero-entries. This means that in the training dataset, this observation never happen. This shows that computer vision together with Pearson correlation is very good and prevents false detections.

Finally, we can analyze the effects of HMM filtering. Firstly, we investigate the improvement in action detection for a single frame by looking at the confusion matrix before filtering(Figure 6 b) and after filtering(Figure $6 c$ ). The apparent change we can see is a migration from the top row to the diagonal. It means that the HMM has successfully corrected many instances when an action was not detected by the computer vision employed. This is also confirmed by plotting a human-made ground truth, raw detections of our system and filtered detections, as we have done in Figure 6 e. We can make a few interesting observations about the performance of the filter based on this figure. Firstly, we see that it indeed ignores short periods when the computer vision failed with detection. We see examples around windows no. 40, 80 and 150. Furthermore, the model seems to filter out misdetections around the time when the demonstration switch from handling the ingredient to cutting. It correctly assumes that it is more probable for the human to instantly start cutting after he has finished handling the ingredient, rather than have a random rest between these actions. We see an example of this around windows no. 25-30.

## C. INTENTION RECOGNITION WITH COSINE SIMILARITY

The filtered signal allows now to easily extract the ingredients added to the salad at any point in time. It is then vectorized in the same manner as the recipes and cosine similarity between this vectorized demonstration and vectorized recipes can be computed. We will now follow the changes of these cosine similarities in time for different scenarios.

Firstly, we investigate the similarity computation during observation of a demonstration of recipe no. 2 in Figure 6 d . All actions were detected successfully. The order of the ingredients added was "carrot" and apple three times. Right at the beginning of the plot we already have some non-zero correlation value for all the recipes, meaning that the first ingredient is already added in the first 24 seconds of the video. As we see recipes 6,7 and 8 have a zero correlation. This is because they contain no apple making them orthogonal to the current demonstration vector containing only the apple at this point. Other recipes have some similarities to the demonstration at this point, but their values depend on how
"apple-heavy" the recipes are. The one with the highest score at the beginning is recipe 3 , which has apples as two out of three ingredients. Then carrot is added three times in a row, and these additions correspond to the three changes in the plot. At the first change, we see that recipes 6 and 7 increased their similarity as they contain some carrots, while recipe 8 is still at zero as it contains no carrots or an apple. The rest of the recipes changed their similarity. We will now focus on recipes 1,2 and 3 as they have more interesting trends, even when more of the same ingredient is added. Firstly, recipe 1 peaks all the way to the similarity of 1 and then falls with the subsequent additions of carrot. This is because the demonstration becomes more and more carrot heavy, while the recipe is calling for an apple-to-carrot ratio of 1. Recipe 2 is the one that was indeed demonstrated, and we see a constant trend towards the similarity of 1 . Interestingly, each of the ingredients added that gets closer to the exact copy shows diminishing returns. Recipe 3 has a very similar path to recipe 1 , but never as close to the similarity of 1 , as it is in reality apple-heavy.

We will now investigate the behaviour of the system in less optimal conditions. We will use recipe 1 for this test as a base, as it will make our analysis easier. Three scenarios will be tested here, and three times more ingredients will be used than in the recipe itself to allow for more interesting scenarios. Firstly, in Figure 7 a, we can the evolution of the demonstration similarity for a demonstration where a portion of apple and a portion of carrot is added three times in the alternating pattern. One of the ingredients was not detected by the computer vision in this demonstration, and this misdetection corresponds with the long flat area in the plot. In this case, we see that adding another pair of ingredients makes the similarity oscillate. Also, we see that the system has successfully found the intended recipe. The score for recipe 2 was also very high. That is because the missed ingredient was an apple, making it a carrot-heavy apple-carrot slaw, which is what recipe 2 is.

Figure 7b, shows a scenario of adding an error in a form of a different ingredient. For this ingredient to be an error at another part of a recipe it needs to be in a relatively lower concentration than the ingredients listed in the recipe. Therefore as this error ingredient, we use a single piece of an orange, while we use free pieces of apple and three pieces of carrot for the base recipe. This is triple the number of ingredients used in a recipe and we added them in the alternating pattern. The resulting figure of cosine similarities is very interesting. In the beginning, when the first ingredient was found by the algorithm already we see that most of the ingredients have a 0 cosine similarity. This is because most of the recipes do not contain oranges at all. This is also true about our target recipe therefore we are likely to see a huge transition when the remaining ingredients will be added. We can see three major trends in the plot. Firstly, the recipes that included orange start with a high cosine similarity which steadily falls down. Those are recipes that did not contain never cared or an apple and each addition of any of those ingredients is moving the


FIGURE 6. Results of robot reacting to a known recipe. a) Raw correlation scores between paths of the right hand and objects relevant to tasks done when assembling a salad. Correlations are computed in every 50 -frame window across the whole human cooking demonstration of recipe 1. b) Confusion Matrix showing the results of extraction of the handled item before Markov Filtering and c) is the corresponding matrix after filtering. Both are compiled based on demonstrations of making 16 salads according to 8 recipes. Two-fold validation was used. d) Evolution of cosine similarity between the human demonstration of making a salad with recipe no. 2 and all 8 recipes present in the starting cookbook. e) Visualization of Markov filtering. Demonstration of cooking according to recipe no. $\mathbf{2}$ is used. States 2,3 and $\mathbf{7}$ correspond to handling a carrot, handling an apple and cutting. The actions detected by computer vision are marked as red crosses. Ground truth is shown as a green dashed line and a solid blue line in the sequence after HMM filtering.
vector further away from the vector of those recipes. The second group are recipes in which science similarity tends to oscillate. Those are recipes that contain either carrot or
apple, therefore, the addition of one of those is increasing their similarity and adding another one is decreasing them. Finally, we see our recipe 1 which starts from a cosine sim-


FIGURE 7. Robot's reaction to salad compositions not present in the cookbook. a) demonstration of recipe 1, but with triple the amount of ingredients added and one ingredient misdetection. The robot classifies it as recipe no. 1. b) again recipe 1 with triple the amount of ingredients but also a single piece of orange added as a decoy. The robot still classifies it as a recipe. 1 c ) again recipe 1 but now all apples are added before the carrot. Cosine similarity is constant regardless amount of apples added at the beginning, as the robot understands the proportions of ingredients well. d) New recipe consisting of 2 carrots and 2 oranges is demonstrated and the robot does not find the recipe of high similarity in the cookbook. e) After the new recipe is added the robot clearly recognizes this recipe in another demonstration of this recipe where ingredient order was mixed.
ilarity of zero and steadily climbs up in similarity with the addition of any of these ingredients. This is because we are
adding apple and card in an alternating fashion which means that each pair of addition is increasing a component parallel

TABLE 2. Experimental results showing the amount of the ingredients extracted from $\mathbf{1 6}$ demonstrations of 8 salad recipes, and the number of ingredients successfully added by the robot replicating that recipe.

|  | Broccoli Pieces <br> (Extraction 1/ <br> Extraction 2/Robot) | Carrot Pieces <br> (Extraction 1/ <br> Extraction 2/Robot) | Apple Pieces <br> (Extraction 1/ <br> Extraction 2/Robot) | Banana Pieces <br> (Extraction 1/ <br> Extraction 2/Robot) | Orange Pieces <br> (Extraction 1/ <br> Extraction 2/Robot) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Recipe 1 | $0 / 0 / 0$ | $0 / 1 / 1$ | $1 / 1 / 1$ | $0 / 0 / 0$ | $0 / 0 / 0$ |
| Recipe 2 | $0 / 0 / 0$ | $3 / 3 / 3$ | $1 / 1 / 1$ | $0 / 0 / 0$ | $0 / 0 / 0$ |
| Recipe 3 | $0 / 0 / 0$ | $1 / 1 / 1$ | $2 / 2 / 2$ | $0 / 0 / 0$ | $0 / 0 / 0$ |
| Recipe 4 | $0 / 0 / 0$ | $0 / 0 / 0$ | $1 / 1 / 1$ | $1 / 1 / 1$ | $1 / 1 / 1$ |
| Recipe 5 | $0 / 1 / 0$ | $0 / 0 / 0$ | $1 / 0 / 1$ | $2 / 1 / 1$ | $3 / 3 / 3$ |
| Recipe 6 | $1 / 1 / 1$ | $1 / 1 / 1$ | $0 / 0 / 0$ | $0 / 0 / 0$ | $0 / 0 / 0$ |
| Recipe 7 | $3 / 3 / 3$ | $1 / 1 / 1$ | $0 / 0 / 0$ | $0 / 0 / 0$ | $0 / 0 / 0$ |
| Recipe 8 | $0 / 0 / 0$ | $0 / 0 / 0$ | $0 / 0 / 0$ | $2 / 2 / 2$ | $2 / 2 / 2$ |

to the vector of recipe 1 , therefore, diminishing more and more the starting error of adding an orange. In this case, the system again successfully finds recipe 1 as the most similar to the demonstration. Recipe 1 starts to win after adding only three ingredients out of seven. It has some close contenders because recipes two and three are also carrot-apple slaw, just with different proportions of ingredients, hence the similarity between them in the plot.

In Figure 7c, we see another case. In this experiment, all ingredients were detected correctly but they were added in a specific sequence. First, all the carrots were added and then all the apple pieces were added. This has resulted in a very specific plot where for the first half of the cooking cosine similarity didn't change a lot. This is because adding more portions of the same ingredients only elongated the vector which does not change the cosine similarity with any other vector. On the other hand, we see that when we started adding apples each addition changed the cosine similarity. This is because each addition now changes the direction of the vector in the space. We can also see that in the second half of the demonstration, we get closer and closer to the recipe that was demonstrated. This is because indeed adding each piece of apple is slowly moving the vector direction towards the direction of the vector of recipe number one.

## D. LEARNING NEW RECIPES

We now present a scenario of learning a new recipe. For this purpose, we use a recipe for carrot orange slaw. This recipe contains 2 pieces of orange and 2 pieces of carrot. This recipe is significantly different from all recipes in the initial cookbook. We have made 2 demonstrations for this recipe with ingredients added in a different order. The first demonstration was used as a presentation of a novel recipe that the robot needs to recognize and learn. We can see the evolution of this demonstration similar to the other recipes in Figure 7 d. We can clearly see that the demonstration is not very similar to any of the recipes. Therefore, the system adds this new recipe to the cookbook, with the number of ingredients extracted from the video. Then we use the second demonstration to see the reaction of the robot to this recipe after it was learned. The evolution of the cosine similarity is
shown in Figure 7 e. We clearly see that this demonstration was recognized as the new recipe.

## E. ROBOTIC SALAD MAKING

Finally, we report on the robot's cooking performance across multiple experiments. We used 16 demonstrations, consisting of two salads of each recipe, where the order of ingredients in one of them was the reverse of the other one. Markov model needs to be trained, therefore we split the data into two groups to do two-fold validation. Each of the demonstrations is run through computer vision, and the robot cooks a salad according to each of the recipes. The results of these experiments are shown in Table 2, where we report the number of ingredients detected in the recipe for both variants of each recipe demonstrated, as well as the number of ingredients added by the robot when assembling the salad. Comparing these results to the recipe list we can see that we have had a few salads where the number of ingredients extracted was not correct. This error happened in one of the demonstrations of recipe 1 where one of the ingredients was not detected. The recipe that proved especially hard for the detection was recipe 5 , where there were errors in both variations of demonstrations. Those errors were both double detections of an ingredient and some ingredients were also missed. Out of those three demonstrations that contained errors only one was classified as a wrong recipe. This was the case for recipe one, likely due to the recipe containing only two ingredients, which made missing the detection of one of those a relatively big error. This makes the system recognize all other ingredients correctly in $83 \%$ of demonstrations, and predict the intention of the human cook in $94 \%$ of cases. The salad-making task proved feasible and we assembled all of the salad successfully.

## IV. CONCLUSION AND FUTURE WORK

The paper has shown a system that can recognise human intention and produce food according to it using a mixture of human demonstration and previous knowledge (recipes). It can also incrementally learn new recipes from human demonstration, effectively making its recipe base larger. The robot has done it on a rather limited scale and with a limited variety of dishes. These are the bottlenecks that need to be overcome to make it more useful practically. The major
limiting factor was the number of classes of objects that we were able to detect. This is mainly due to the nature of the data set the neural network used was trained on. The COCO data set was used here, which had over 50 classes, but only 10 of them were related to food, and an even lower number of them were potential salad ingredients. In reality, kitchens contain many more kinds of utensils, and recipes contain many more types of ingredients. We are sure that this bottleneck could be overcome with the current technology as we already use a network that detects many more classes than we use. The problem was that most of these classes are not relevant to cooking. We propose that this problem can be solved by producing data sets specific to the robot cooking applications and retraining the current neural networks with this data set. Possibly, parts of pre-existing datasets could be merged to make such a dataset.

Moreover, we believe that the action identification pipeline can be further improved. So far we have used a mixture of hard coding, feature extraction and machine learning to build the pipeline. While the pipeline was successful in the laboratory environment, we believe that in the future the whole system should be put into one, single machine-learning model that is based on end-to-end learning by neural networks. Such an approach is unfortunately out of the scope of the current work due to the large amount of data that would need to be gathered. This could bring a lot of benefits for example the Pearson correlation used to identify the grasp item could be replaced by a feature learned by the convolutional neural network, and those tend to perform better than human-chosen features. The neural network could also improve the filtering that we have done with the hidden Markov model as they can find more complicated patterns and model the influence of a large number of past states. All of those are again conditioned by our ability to gather a large robotic cooking-specific data set. Automatic generation of such data could be one possible direction to move robotic cooking forward. The large-scale experimentation approach is one of the possibilities. Therefore we propose a setup that produces cooking-specific data automatically as the future direction. We do not yet specify which information is necessary and most useful for robotic cooking and we leave that decision to future research. Few likely candidates are videos both in the visible and infrared spectrum of the robot cooking, the text of the cookbooks, but also less known information for example taste-like sensing.

Finally, we would like to add a few words about the manipulation ability of the setup used and the path to economic viability. Robotic control and manipulation were not the focus of this work and can be further improved if needed. Future work should make the setup more robust and above all cheaper. We have used a general-purpose robotic arm, that was much more capable than needed, but this setup could be done with cheaper more task-specific robots. In this case, a big portion of the deployment costs will be coming from the programming of the robots. This is where incremental learning from demonstration comes into the picture and makes
programming the setup for a specific task much faster and easier.
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