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Abstract: The increasing number of vehicles has caused traffic conditions to become increasingly
complicated in terms of safety. Emerging autonomous vehicles (AVs) have the potential to signif-
icantly reduce crashes. The advanced driver assistance system (ADAS) has received widespread
attention. Lane keeping and lane changing are two basic driving maneuvers on highways. It is very
important for ADAS technology to identify them effectively. The lane changing maneuver recognition
has been used to study traffic safety for many years. Different models have been proposed. With the
development of technology, machine learning has been introduced in this field with effective results.
However, models which require a lot of physical data as input and unaffordable sensors lead to the
high cost of AV platforms. This impedes the development of AVs. This study proposes a model of
lane changing maneuver recognition based on a distinct set of physical data. The driving scenario
from the natural vehicle trajectory dataset (i.e., HighD) is used for machine learning. Acceleration
and velocity are extracted and labeled as physical data. The normalized features are then input
into the k-nearest neighbor (KNN) classification model. The trained model was applied to another
set of data and received good results. The results show that based on the acceleration features, the
classification accuracy of lane keeping (LK), lane changing to the left (LCL) and lane changing to the
right (LCR) is 100%, 97.89% and 96.19%.

Keywords: lane changing maneuver; acceleration; HighD; k-nearest neighbor classification (KNN)

1. Introduction

As the number of vehicles increases worldwide, traffic conditions are more and more
complex in terms of safety. On 23 December 2005, a grave rear-end collision occurred on a
highway in Beijing, China. Twenty-four people died in this collision. Forty people died
in Senegal because of a traffic accident on 8 January 2023. According to the World Health
Organization (WHO), approximately 1.3 million people die each year as a result of road
traffic crashes. Between 20 and 50 million more people suffer non-fatal injuries, with many
incurring a disability as a result of their injury.

Emerging autonomous vehicles (AVs) have the potential to significantly reduce
crashes [1]. Driven by cutting-edge technologies such as sensor technology and artifi-
cial intelligence, the development of AVs has entered a new stage. There are different paths
for AVs to develop. Among them, the advanced driver assistance system (ADAS) has re-
ceived widespread attention. With advanced sensors and intelligent video systems, ADAS
alerts the driver to potential traffic hazards or even takes over control to prevent a collision.
Lane keeping and lane changing are two basic maneuvers on the road. In comparison
with lane keeping maneuvers, lane changing maneuvers present more dangers and risks to
traffic safety. It is also more likely for lane changing maneuvers to lead to traffic accidents.
In the U.S., the percentage of fatal accidents associated with lane changing increased from
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18% to 23.6% from 2005 to 2014 [2]. Traffic data in recent years also show that 23.91% of
traffic accidents are caused by lane changing [3]. In order to avoid traffic accidents caused
by lane changing maneuvers and improve traffic safety, it is very important for ADAS
technology to effectively identify vehicles’ lane changing maneuvers.

Research has examined various aspects of lane change maneuvers, including lane
change frequency, speed, acceleration, headway and steering angle during lane changes [4,5].
They are used together as inputs for models in most cases. However, the cost of all
the equipment needed to detect all these features, such as sensors, is high. Moreover,
the cost of AV platforms is one barrier to large-scale market adoption which impedes
AV development [1]. Although it is believed that devices such as sensors will be more
affordable in the future, it is also worth considering a new method to achieve similar results
using less data.

Connected vehicles (CVs) will allow for the analysis of individual drivers’ behavior
with their proliferation on the road. However, since CV market penetration is currently
low, researchers can only observe the behavior of a small sample of drivers in a traffic
stream, which may not be representative of all drivers. By using archived high-resolution
vehicle trajectory data, this study develops a framework for recognizing lane changing
maneuvers based on single physical data. To build a feasible framework, this study first
reviews lane changing maneuver studies in the past. Driving scenarios from real-world
trajectory datasets are examined next. Then, the method of data extracting and processing
is described. The algorithm and the establishment of the model are also described in detail.
The results are then presented and discussed. The last section provides the conclusions.

2. Literature Review

Analysis of driving trajectories is one of the heated topics in the field of traffic safety.
Mauriello et al. explored driving behavior on horizontal curves of two-lane rural highways
based on a driving simulator experiment. Six major classes and twenty-one sub-classes were
defined [6]. In addition, their study pointed out that driving trajectories are a promising
surrogate measure of safety as highlighted by the correlation between the trajectories
identified as dangerous and the radii of the curves. Another study analyzed driving
trajectories with little lane discipline [7]. By studying lateral distance-keeping behavior,
lane keeping behavior and the lateral behavior of vehicles, the article explored the non-
lane-based behavior of traffic. The researchers also compared lateral clearances of various
vehicle types in the study.

Lane keeping and lane changing are maneuvers that commonly happen in driving
trajectories. Galante et al. studied lane keeping by analyzing the mean and standard
deviation of lateral position [8]. They demonstrated several effective treatments which
were strongly advised to be tested on the real road. Wonho Suh et al. developed an index
related to lane keeping named Deviation of Lateral Placement (DLP) which represents a
driver’s steering behavior along a given section of highway [9]. The index was able to
demonstrate a vehicle’s overall lateral stability. Among the studies on lane changing, some
researchers have used lateral position and vehicle heading angle to study lane variation [10].
They created a new ADAS system to support drivers when overtaking cyclists.

Lane changing maneuvers’ recognition has been used to study traffic safety for many
years. Many studies have focused on this area to test new theories, improve the accuracy
of lane change identification and reduce traffic accidents. The Gipps decision method
model based on logic rules was the first to be proposed [11]. However, this model was too
idealistic to be applied in practice. Researchers have optimized and improved the classical
model from different aspects and built new models, such as MITSIM and CORSIM [12,13].
Other models have also been proposed by researchers. One group of researchers built
an integrated lane changing model combining a sine function and a constant velocity
migration function [14]. A multilevel analysis model of vehicles’ longitudinal and lateral
acceleration during lane change was established as well [15]. Other researchers set up a
safe lane-change model based on a quintic polynomial trajectory [16].
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With the development of technology, researchers used new methods to analyze lane
change maneuvers. Machine learning was proven to be useful for estimating, classifying
and predicting lane changing maneuvers. Using steering wheel angle and angular velocity
as inputs to an HMM model, researchers developed an algorithm for recognizing lane
changes [17]. Based on their method, the accuracy of lane change left (LCL), lane change
right (LCR) and lane keeping (LK) classifications was 84%, 88% and 94%, respectively. Other
researchers established a decision model of an autonomous lane change by analyzing the
influencing factors of autonomous lane change [18]. Additionally, with the help of a support
vector machine (SVM), they solved the multi-parameter and nonlinear problems. Another
RVM model used 200 sensor signals [19]. It was able to classify a driver’s intentions
three seconds before the actual lane change occurred. With long short-term memory
networks (LSTM) and deep belief networks (DBN), researchers modeled both lane keeping
and lane changing [20]. Compared with the classical model, this model could accurately
estimate both lane keeping and lane change maneuvers. The model had higher lane-change
prediction accuracy as well. Though all these methods have achieved good results, none of
them have used a distinct set of physical data as input.

Meanwhile, vehicle status data are also derived from a variety of sources. Researchers
used different methods to obtain naturalistic driving data (NDD). One group of researchers
developed a data collection platform called POSS-V (PKU Omni Smart Sensing - Vehicle)
to collect real human driving data in urban street scenarios [21]. The POSS-V included
GPS/IMU, a steering angle sensor and a panoramic camera. Other researchers made use of
UAVs to collect natural driving-track data [22]. A fixed-base driving simulator was also
utilized by researchers [23]. Compared with collecting data individually or using virtual
data, it is more convenient and efficient to use datasets from the real world. Both NGSIM
and HighD [24], two high-resolution natural vehicle-trajectory datasets, had a good effect
on machine learning [25,26]. However, among the lane-changing maneuver recognition
models which were based on a dataset, a distinct set of physical data was not used as the
input for machine learning. Therefore, the study aims to build a machine-learning model
to identify vehicle lane change maneuvers which are based on a distinct set of physical
data from the HighD dataset.

3. Driving Scenario
3.1. HighD Dataset

This study makes use of the driving scenario from the HighD trajectory dataset [19].
Using drone videography, the HighD dataset collected naturalistic vehicle-driving data on
German highways. The dataset consists of 60 recordings from six locations (labeled 1–6)
over 16.5 h with a frame rate of 25 Hz. Four-lane and six-lane highways with hard shoulders
on the outer edges and dividing medians are included in the dataset. Data are recorded
on highways without a speed limit or with a limit of 120 km/h and 130 km/h. Data
collection took place between 8:00 a.m. and 7:00 p.m. on weekdays. The dataset contains
110,000 vehicles (81% cars and 19% trucks). They cover a total distance of 45,000 km. A total
of 11,000 lane changes are recorded in it and 5600 of them were visible. The researchers
of the HighD dataset also applied algorithms and post-processing to retrieve the position,
velocity and acceleration in the x and y directions. Vehicle ID and lane ID are contained in
the dataset as well.

Compared to the well-known NGSIM dataset, the HighD dataset not only contains
more data but also has higher diversity. What is more, false collision and unrealistic values
in the NGSIM dataset led the study to the HighD dataset.

3.2. Data for Study

In the study, only the No. 36 data file in the dataset is used to train for the recognition
model. The No. 36 data are recorded in position 1. The data include 2543 vehicles (1955 cars
and 588 trucks). A total of 372 vehicles performed lane changes. All the record data in
No.36 are used for training. The simultaneous presence of cars and trucks in the dataset
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helps capture driver behavior in real-world mixed traffic. The highway in the video has six
lanes. This is demonstrated in Figure 1.
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Figure 1. Highway of No.36 data.

4. Methodology

This study focuses on establishing a method of lane changing recognition based on
physical data. The process can be divided into two parts: data extraction and processing,
and machine learning. The study analyzed the process of lane changing maneuvers.
Combined with the logic from other researchers, the study extracted vehicle lane change
trajectory data from the dataset. At the same time, the study labeled the lane change
direction on data by lane ID. Features were then extracted and normalized. The study set up
a k-nearest neighbor (KNN) classification model for lane-changing maneuver recognition.
The introduction of KNN and the reason to utilize it are declared soon afterward. At the
end of this section, the model is established step by step.

4.1. Data Extraction and Processing

In order to identify vehicle lane change maneuvers through machine learning, the
study needed to extract and process lane change data from the dataset.

According to the characteristics of lane change maneuvers, the study divided the
process of vehicle lane change into four stages:

1. Intention generation: The driver decides to change lanes according to the driving
environment (following distance, etc.);

2. Land changing preparation: The vehicle is ready to change lanes. It approaches the
line of the target lane. The moving distance which is perpendicular to the road (lateral
direction or y-axis) increases;

3. Lane change: The driver starts to change lanes to the left or right. The vehicle passes
the lane line and enters an adjacent lane;

4. End of lane changing: The vehicle moves away from the lane line. The moving distance
perpendicular to the road reduces. The vehicle follows the new lane normally.

Figure 2 shows four stages of vehicle lane changing process.
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Figure 2. Lane changing process.

The dataset contains vehicle ID and matched lane ID. In that case, when the vehicle ID
remains the same but the lane ID changes, there will be a lane changing maneuver. If both
vehicle ID and lane ID remain the same, there will be a lane keeping maneuver. The data
which share the same vehicle ID and lane ID will be extracted directly as the lane keeping
maneuver data. The logic from other researchers is introduced to extract the lane changing
data. A lane change begins and ends when the longitudinal moving distance of the vehicle
is less than 0.1 m within 10 frames [22]. Based on this logic, the study extracts the lane
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changing data from the dataset. Therefore, the lane changing data extraction method in the
study is as follows:

1. According to the vehicle ID and lane ID, the study determines the trajectory data with
lane keeping maneuvers or lane changing maneuvers in the dataset;

2. If the maneuver is lane keeping, all the data with the same ID will be extracted;
3. If the maneuver is lane changing, only the data on which the longitudinal moving

distance of the vehicle is less than 0.1 m within 10 frames will be extracted;
4. Velocity and acceleration are extracted as the most basic physical data.

Figure 3 shows the lane changing data that will be extracted from the dataset. All the
data in the list with red borders are extracted as lane changing data because their lane ID
changed and their longitudinal moving distance is more than 0.1 m within 10 frames, as
shown in the list with blue borders.
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After extraction, the study labels the lane change direction on data by lane ID. It
is important to note that the vehicles in the dataset are traveling in different directions.
Figure 4 shows the lane ID in a different location [27]. The number of lane IDs is in order
from top to bottom. The vehicle which drives on the upper road lane directs to the negative
x-axis direction as demonstrated in Figure 1. On the contrary, the vehicle on the lower
road drive directs in the positive x-axis direction. Therefore, on the upper road, when
the lane with a small ID changes to the lane with a large ID, the vehicle changes lanes to
the left. In contrast, on the upper road, such a situation means lane changing to the right.
Hence the data are labeled as ‘LCL’ (lane change to left), ’LCR’ (lane change to left) or ’LK’
(lane keeping).
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Meanwhile, the study extracts the features of vehicle trajectory data and normalizes
them for KNN model training. Driving profiles of data are mostly similar whether it is lane
keeping or lane changing. The study chooses several representative profiles as features
of vehicle trajectory data. The maximum value, average value, skewness and kurtosis of
acceleration and velocity are extracted in the x and y directions from speed and acceleration,
respectively. They are shown in Equations (1)–(4).

MAX = max(a) (1)

Mean =
a1 + a2 + · · ·+ an

n
(2)

Skewness =
n

(n− 1)(n− 2)∑
n
i=1 [(

xi − µ

σ
)

3
] (3)

Kurtosis =
n

(n− 1)(n− 2)∑
n
i=1 [(

xi − µ

σ
)

4
] (4)

µ represents the mean value and σ represents the standard deviation.
All four sets of features need to be normalized. If the original features vector is

{(xi1, xi2, . . . , xin)}m
i=1, then the normalized features vector will be

{(
x′i1, x′i2, . . . , x′in

)}m
i=1,

as shown in Equation (5).

x′ij =
xij

Mj
Mj = max

i=1,2,...,m
xij − min

i=1,2,...,m
xij (5)

In that case, the study obtains the two groups of normalized speed features and
acceleration features as two different inputs for the model.

4.2. KNN

Currently, many algorithms are used in the identification and prediction of lane change
maneuvers. The HighD dataset used in this article has a large amount of data. Therefore,
the study adopts a simple and effective algorithm, k-nearest Neighbor algorithm, which is
suitable for supervised learning.

K-nearest neighbor algorithm is a nonparametric statistical method mainly used for
classification and regression. The KNN algorithm is one of the simplest algorithms in all
machine learning algorithms. It is a lazy learning algorithm. Furthermore, this instance-
based algorithm is very simple and effective. Given a training set D and a test object
z = (x′, y′), the algorithm computes the distance d (x′, x) between z and all the training
objects (x, y) ∈ D to determine its nearest neighbor list by majority-voting rule as shown
in Equation (6). A high-level summary of nearest neighbor classification is shown in
Figure 5 [28].

y′ = argmax
v

∑
(xi ,yi)∈Dz

I(v = yi) (6)
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1. Input: The normalized features such as maximum value, average value, skewness and
kurtosis from horizontal and vertical directions (i.e., x and y directions) are obtained
through data extraction and processing. They are the input for the model as shown in
Equation (7).

XInput = (xMAX , yMAX , xMean, yMean, xSkewness, ySkewness, xKurtosis, yKurtosis) (7)

A group of the normalized lane-keeping speed features and a group of the normalized
lane-changing acceleration features are shown in Figure 6. They are samples of input;
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2. Distance: KNN model needs to calculate the distance between the test object and all the
training objects. The study uses Euclidean distance to measure the absolute distance
between two sample points in multidimensional space as Equation (8) showed. Thanks
to the normalization, the Euclidean distance will not be dominated by variables with
a wide range.

L =
√

∑N
n=1 (XInput1 − XInput2)

2 (8)

3. K value: After obtaining the distance, the KNN algorithm selects K training objects
that are closest to the test object for classification based on the majority-voting rule.
Choosing an appropriate K value is important. If the K value is too small, the model
will become complicated and overfitting. On the other hand, if the K value is too large,
the approximate error will increase. In the study, the value of K is determined by
cross-validation. Figure 7 shows partial values of K and cross-validation accuracy;
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4. Training and Validating: A dataset was split in 80:20 proportions for model training
and accuracy testing. The trained model is then tested on another set of data.

5. Results

Because of the HighD dataset’s diversity, the study tested the trained model on other
data from the dataset. The model in the study shows good lane keeping and lane change
recognition ability. In the case of lane change, considering only speed or acceleration, the
recognition accuracy of the model is 100%. Meanwhile, the model can identify 324 out of
332 lane change trajectories by acceleration only. Considering only speed, 315 lane change
trajectories are recognized by the model. Table 1 demonstrates the accuracy rates of lane
keeping recognition and lane change recognition when only speed and acceleration are



Electronics 2023, 12, 1456 8 of 11

considered. In addition, a combination of lateral acceleration and lateral velocity, which is
often used by researchers, is introduced for comparison.

Table 1. Accuracy of lane keeping and lane change identification.

Input Lane Keeping (LK) Lane Changing (LC)

Only acceleration 100% 97.59%
Only velocity 100% 94.88%

Lateral acceleration and velocity 100% 100%

It can be seen that models can accurately identify the lane keeping maneuver in all
three cases. In the recognition of the lane changing maneuver, the model with a combination
of lateral acceleration and lateral velocity is still very accurate. The model with acceleration
and the model with speed achieve fine results as well. Among all the features of the input,
skewness seems to have a good effect in distinguishing lane change from lane keeping
maneuvers. In lane keeping data, the normalized value of x acceleration is from 0.002777 to
6.478679, with a mean of 0.727666. The normalized skewness value of y acceleration is
from 0.014515 to 1.143730, with a mean of 0.156184. In contrast, in lane changing data the
normalized value of x acceleration is from 0.000068 to 2.649308, with a mean of 0.399693.
The normalized skewness value of y acceleration is from 0.014888 to 1.333985, with a mean
of 0.508121. Such a difference can be clearly seen in Figure 8.
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In addition, the study also explores the model’s identification accuracy of lane change
direction. This is demonstrated in Table 2.

Table 2. Accuracy of lane-change direction identification.

Input Lane Changing to Left (LCL) Lane Changing to Right (LCR)

Only acceleration 97.98% 96.19%
Only velocity 36.91% 51.08%

In the identification of lane change direction, a model with acceleration can still
maintain excellent accuracy. Such a result proves that the model proposed in the study can
feasibly identify lane changing maneuvers with only one distinct set of physical data. With
only velocity, the model is unable to recognize lane changing direction. The reason is that
the features selected in the study do not show an obvious difference between LCL and LCR
when only speed is considered.



Electronics 2023, 12, 1456 9 of 11

Therefore, with only acceleration, the model can effectively and accurately identify lane
changing and lane keeping maneuvers. Lane changing direction can also been recognized
by this model. The model with velocity is able to identify lane changing and lane keeping
maneuvers as well. However, further research is needed for the model with velocity to
recognize lane changing direction.

6. Conclusions

Traffic conditions are more and more complex in terms of safety with the number
of vehicles increasing worldwide. Several researchers have studied driving trajectories.
Lane keeping and lane changing are two basic maneuvers of driving trajectories on the
highway. They are discussed in many articles. It is one of the keys for AVs and their
ADAS to recognize lane keeping and lane changing maneuvers in order to reduce crashes
on the road. Over the years, different models have been proposed in the field of lane
change recognition. Moreover, with the development of technology, machine learning
has been introduced to this field with good results. However, these studies have ignored
the possibility of recognizing highway lane-maneuvers based on a distinct set of physical
data. This study could reduce the costs which hold back the development of autonomous
vehicles before the appearance of an affordable AVs platform.

By utilizing a driving scenario from the HighD dataset, the study proposes a model for
lane change identification based on physical data. The study focuses on the identification
of lane changing maneuvers of vehicles through a distinct set of physical data such as accel-
eration or speed. Moreover, the study goes further. Lane-changing direction recognition is
also added to the model.

Then, the driving scenario is briefly introduced. The HighD dataset and the data
file used for training are also presented. The methodology is proposed next. The study
analyzes the characteristics of vehicle lane change maneuvers. Lane changing trajectory
data in the dataset is extracted based on vehicle ID and lane ID, and the logic comes from
other researchers. These data are labeled with lane changing directions. Four features of
physical data are extracted and normalized subsequently. Considering the labeled data
and simplicity, the study chose supervised KNN algorithms, which are often used for
lane change recognition and prediction. The KNN algorithms and model established are
described in detail.

Due to the diversity of this dataset, the study uses another set of data from the HighD
dataset to validate the model. The result is fine. With acceleration or velocity, the model’s
accuracy in recognizing lane keeping and lane changing is close to or higher than 95%. The
model with speed does not perform well on lane-changing direction recognition. However,
the performance of the model with acceleration is still excellent. The model’s accuracy of
recognizing lane changing direction is higher than 96%.

Nevertheless, the presented research is not without limitations, and there is the pos-
sibility for study to develop. The speed and acceleration in the HighD dataset are not
captured directly by sensors. They are retrieved by algorithms and post-processing. Besides
velocity and acceleration, steering angle and other physical data are also worth studying for
lane changing recognition. The SVM model and LSTM model are expected to be introduced.
They will upgrade the study’s model to be more precise and practical. The model of this
study is looking forward to being validated by data from real-world sensors as well.
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