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Abstract—With the rapid development of theWorldWideWeb, people benefit more andmore from the sharing of information. However,

Web pages with obscene, harmful, or illegal content can be easily accessed. It is important to recognize such unsuitable, offensive, or

pornographicWeb pages. In this paper, a novel framework for recognizing pornographicWeb pages is described. A C4.5 decision tree is

used to divide Web pages, according to content representations, into continuous text pages, discrete text pages, and image pages.

These three categories ofWeb pages are handled, respectively, by a continuous text classifier, a discrete text classifier, and an algorithm

that fuses the results from the image classifier and the discrete text classifier. In the continuous text classifier, statistical and semantic

features are used to recognize pornographic texts. In the discrete text classifier, the naive Bayes rule is used to calculate the probability

that a discrete text is pornographic. In the image classifier, the object’s contour-based features are extracted to recognize pornographic

images. In the text and image fusion algorithm, the Bayes theory is used to combine the recognition results from images and texts.

Experimental results demonstrate that the continuous text classifier outperforms the traditional keyword-statistics-based classifier, the

contour-based image classifier outperforms the traditional skin-region-based image classifier, the results obtained by our fusion

algorithm outperform those by either of the individual classifiers, and our framework can be adapted to different categories ofWeb pages.

Index Terms—Web pages, pornographic texts, pornographic images, data fusion, recognition.
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1 INTRODUCTION

THE World Wide Web, as a global data center, allows
people all over the world to share and exchange their

information. Although the World Wide Web brings
convenience, Web pages with harmful or illegal content
are widely available. Among these, pornographic Web
pages are the most common. Recognition of pornographic
pages is very important for the proper development of Web
resources and culture. However, recognizing pornographic
Web pages is an extremely hard problem. One of the biggest
problems is that different people have different definitions
of pornography. The American laws [45], [46] define
pornographic content as content that, taken as a whole,
appeals to a prurient interest in nudity, sex, and so forth in
the opinion of the average person, applying contemporary
community standards. In addition, the type of the Web
content itself changes over time and, accordingly, the
techniques for recognizing pornographic Web pages must
be adapted or improved over time.

Recognition of pornographic Web pages has attracted
much attention. Besides laws [45], [46], platforms for content
selection [2], [30], content ratings [3], action plans [4], and so
forth, in recent years, some pioneering attempts have been
made to recognize such Web pages automatically.

1.1 Related Work

Methods for recognizing pornographic Web pages can be

classified into text-based recognition, image-based recogni-

tion, and text and image combination-based recognition.

1.1.1 Recognition of Pornographic Texts

Current approaches for recognizing pornographic texts are
mainly based on keywordmatching and statistics and on text
classification. Lee et al. [5], [6] count the frequencies with
which keywords appear in a text. The frequencies, together
with the relevant Web page features, are used as the input to
the Kohonen self-organizing neural network (KSOM). After
the learning stage is completed, the KSOM is used to
determine whether a text can be classified as pornographic.
Du et al. [7] extract feature vectors from pornographic and
normal texts and save them in a database. To test a new text,
its featurevector is extractedandmatched toeachof the saved
feature vectors. Ho andWatters [8] use the Bayes classifier to
recognize pornographic texts. They not only consider the
influence of different words on the weights of the Bayes
network but also assign different weights to the same words
when they appear in differentWeb page components such as
title, meta, and body.

In our opinion, there are three major problems in the

recognition of Web pornographic texts:

. “Overblocking.” Normal texts related to porno-
graphic topics such as sex-related health and culture
may be mistakenly classified as pornographic.

. “Misspelled.” In antirecognition techniques, key-
words in pornographic texts are misspelled deliber-
ately in order to prevent recognition.

. “Wordlist.” At present, there is no sufficient and
practical list of keywords for recognizing porno-
graphic texts.
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1.1.2 Recognition of Pornographic Images

Automatic recognition of pornographic images has been
studied by some researchers. Current methods can be
classified as model-based, feature-based, and region-based.

Model-based recognition. Model-based methods em-
phasize the use of a human body model. Fleck and Forsyth
[9], [10], [11], [12], [13], [14] segment the skin color pixels in
an image using color and texture information and then find
all connected columned skin regions that are candidates for
trunks and limbs. These skin columns are combined subject
to constraints derived from a geometrical model of the
human body. If the combination can form the shape of a
human body, the image is treated as pornographic. Ioffe
and Forsyth [15], [16], [17] use the Monkatrol sampling
method to learn the geometric relations between the
different parts of the human body, extending the work in
[9], [10], [11], [12], [13], [14].

The disadvantage of the model-based methods is that
the human body has a complicated structure. It is difficult
to consider all the possible relative positions of the parts of
the body. Furthermore, these methods have a high-
computational complexity, making them unsuitable for
widespread use.

Feature-based recognition. Feature-based methods em-
phasize the extraction of features in pornographic images.
Wang et al. [18], [19] use wavelet analysis to extract features
from an image. The Daubechies wavelet transformation, the
normalized central moments, and the color histogram are
used to form semantic-matching vectors to classify images.
There is no special emphasis on detecting skin. Skin
detection is included in the analysis of the color histogram.

Region-based recognition. Region-basedmethods extract
features for recognition based on the detected skin regions.
Jiao et al. [20] use the proportion of skin area in the image and
the area of the largest connected skin region to form the
feature vectors. These feature vectors are used to train a
support vector machine (SVM) with the radial basis function
(RBF) Kernel. Liang et al. [21] extract the total skin area, the
number of colors in skin regions, the number of connected
skin regions, and the number of columned regions among the
connected skin regions, together with the length, width, and
moments of the largest connected skin region, to form a
feature vector. The papers [22], [23], [24] compare the
contributions of different features for recognizing porno-
graphic images. It is concluded that the features thatmake the
most important contributions are the total area of the skin
regions, the area of the largest connected skin region, the
number of skin regions, and the number of colors in skin
regions. Arentz and Olstad [25] extract a series of features
from each connected skin region: color, texture, and shape,
togetherwith thenormalizedcenterand theareaof the region.
Askinregion, rather than thewhole image, isusedasaunit for
recognition. Zheng et al. [26] construct a Maximum Entropy
Model for the distribution of skin color to segment the skin
regions in an image. They extract features from the skin
regions and use a multilayer perception for training and
recognition.

1.1.3 Text and Image Combination-Based Recognition

Some researchers begin to combine textual information and
image information to recognize pornographic Web pages.
Hammami et al. [27], [28] develop a text classifier and an
image classifier and then connect the two classifiers in series

to recognize pornographic Web pages. However, the image

classifier is not very accurate because it uses only the ratio

of skin pixels to all pixels in the Web page as the recognition

feature. Jones and Rehg [29] combine a skin-model-based

image detector and a text detector to detect pornographic

Web pages and find that this combination improves the

detection rate. The limitation is that the combination is

based on the OR operation of the two detectors, that is, if

either of the two detectors find pornographic content, then

the Web page is classified as pornographic. This combina-

tion is not based on a proper calculation of probabilities.

The result is an increased false acceptance rate.

1.2 Our Work

In this paper, we propose a novel framework for recognizing

pornographic Web pages. In the framework, texts, images,

and content representations of pages are jointly considered.

Our framework is original in the following ways:

. We divideWeb pages, according to content represen-
tations, into three categories: continuous text pages,
discrete text pages, and image pages (the detailed
definitions of the three categories of pages are given in
Section 2). We propose a C4.5 decision tree algorithm
for assigning Web pages to these categories.

. We propose an algorithm for recognizing porno-
graphic continuous texts. Instead of a traditional
keyword-statistics-based algorithm [5], [6], [7], [8], a
CNN (Cellular Neural Network)-like word net is
constructed to represent the semantic connections
between keywords. Better results are obtained.

. We propose a naive Bayes classifier for recognizing
pornographic discrete texts. The classifier outputs
the probability that an input discrete text is porno-
graphic. These probabilities are directly used in the
fusion of Web information.

. We propose a new approach for estimating the
parameters of the mixture model of skin colors. A
multidimensionalhistogramisused togroup the color
vectors of neighboring pixels and, then, the Gaussian
mixturemodel of the histogram is built. Our approach
speeds up Gaussian mixture skin modeling without
compromising the accuracy of the resulting model.

. In the contour-basedalgorithmfor recognizingporno-
graphic images, the image plane can be partitioned
into any number of rectangular blocks. Experimental
results show that the contour-based algorithm out-
performs the traditional skin-region-based algorithm.

. Weproposeafusionalgorithm,basedonBayes theory,
to fuse the recognition results from texts and images.
Experimental results show that the fusion algorithm
outperforms either of the individual classifiers.

The remainder of this paper is organized as follows:

Section 2 gives an overview of our framework. Section 3

introduces the C4.5 decision tree algorithm for dividingWeb

pages. Sections 4, 5, and 6 present, respectively, the contin-

uous text classifier, the discrete text classifier, and the image

classifier. Section 7 describes the algorithm for fusing the

recognition results for texts and images. Section 8 demon-

strates experimental results. Section 9 summarizes the paper.
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2 OVERVIEW OF OUR FRAMEWORK

Existing approaches serialize text-based recognition and
image-based recognition [27], [28], [29]. In this way, the
error rates and time complexities are summed up from one
stage to the next. In this paper, we divide Web pages into
some categories and the recognition methods are adapted to
each category. In this way, the complexities and the error
rates from the classifiers do not accumulate.

Kleinberg [37] divides Web pages into Hub pages and
Authority pages for evaluating page weights [36], where
Hub pages supply the set of hyperlinks pointing to
Authority pages. We have observed that Web pages can
be divided, according to content representation, into the
following categories:

. Continuous text pages. “Continuous texts” are
defined as those in which there are full semantic
and logical associations, for example, as found in
articles. Continuous text pages mainly contain
continuous texts, where very few images that are
valid to represent the Web contents are involved.

. Discrete text pages. “Discrete texts” are defined as
those that provide guidance or explanation. Discrete
texts have less semantic associations than contin-
uous texts. Discrete text pages mainly contain
discrete texts, acting as navigators or head pages.

. Image pages. Image pages mainly contain image
information. Their contents can be determined only
by the image information. There are usually some
discrete texts to explain the images in image pages.

In our framework, Web pages are divided into the above
three categories, each of which is handled by the correspond-
ing classifier. Fig. 1 showsanoverviewof our framework. The
preprocessing rapidly extracts, according to content repre-
sentations, texts and images from the Web page, discarding
those inconsistent with the theme of the page, for example,
banners and advertisements. The C4.5 decision tree algo-
rithm classifies Web pages into the three categories. The
continuous text classifier is used to detect pornographic

content in continuous text pages. The discrete text classifier is

used to detect pornographic content in discrete text pages.

The image classifier is used to detect pornographic content in

image pages. As discrete texts usually exist in image pages to

provide captions or explanations for the images, the discrete

text classifier is applied to classify the discrete texts among

these pages. The recognition result is determined by the

fusion of the results obtained by the image classifier and the

discrete text classifier. The recognition result is transmitted to

the Web browser for further handling.

3 DIVISION OF WEB PAGES

In our algorithm for dividing Web pages into the three

categories, features of Web content representations are first

extracted and Web pages are then divided using the

extracted features.
Feature extraction. The time taken to assign a Web page

to one of the three categories must be acceptably small. The

following easily extracted page features are used:

. whether the URL contains terms like “main” or
“index” indicating that the Web page is an
indexing one,

. the number of characters of plain texts (not includ-
ing hyperlink texts) in the Web page,

. the number of characters of hyperlink texts in the
Web page,

. the number of images that contain more than
50,000 pixels,

. the number of images that contain 10,000 to
50,000 pixels, and

. the number of images that contain less than
10,000 pixels.

Classification. The C4.5 decision tree algorithm [35] is

used to divide Web pages into the three categories, as the

algorithm is accurate for classification and the model it uses

is easily understood. The decision tree is constructed using

a set of sample pages, and the decision tree is then applied

to the test pages. During the training process, the set of

sample pages is repeatedly partitioned into subsets until the

sample pages in each subset all belong to the same category.

In each step of the partitioning, the feature that produces

the maximum information gain, as measured by the

entropy, is selected as the reference for the partitioning.

The sample pages that have the same value of the selected

feature are assigned to the same subset.
Let < be the number of categories of pages (in this paper,

< equals 3). For a set D of sample pages, let pðD; rÞ be the

ratio of the number of pages belonging to category r to the

number ðjDjÞ of pages inD. Then, the entropy of the pðD; rÞ,

1 � r � <, is defined as

EðDÞ ¼ �
X<

r¼1
pðD; rÞ � log2 pðD; rÞ: ð1Þ

Let T be a feature that can take any one of � distinct

values. Let Di be the subset of sample pages corresponding

to value i of T when feature T is selected as a reference for

partitioning D. The information gain corresponding to the

partitioning of D according to the feature T is defined as

HU ET AL.: RECOGNITION OF PORNOGRAPHIC WEB PAGES BY CLASSIFYING TEXTS AND IMAGES 1021

Fig. 1. Overview of our framework.



GðD;T Þ ¼ EðDÞ �
X�

i¼1

Dij j

Dj j
�EðDiÞ; ð2Þ

where jDij is the number of pages in the subset Di, and
EðDiÞ is defined in the same way as EðDÞ. The function
GðD;T Þ is very sensitive to the value of �, so the ratio of
information gain is used instead:

�ðD;T Þ ¼
GðD;T Þ

�
P�

i¼1
Dij j
Dj j � log2

Dij j
Dj j

� � : ð3Þ

The feature � satisfying

� ¼ argmax
T

ð�ðD; T ÞÞ ð4Þ

is selected as the reference for this step of the partitioning.

4 CLASSIFICATION OF CONTINUOUS TEXTS

Existing approaches for recognizing pornographic texts
compile a list of keywords and then count the frequencies
with which the keywords appear in a text to form a feature
vector that summarizes the statistical features of the text.
Some of these keywords appear in many legitimate texts.
Statistical features alone are not enough to correctly classify
these texts. In addition, these approaches fail if the keywords
are deliberately misspelled. Semantic information is needed
to handle these problems.

4.1 Semantic Feature Analysis

The same words may have different meanings in porno-
graphic texts and in normal texts. Contextual information
can be used to determine whether such words indicate the
presence of pornographic content. Some words do not
contain any pornographic meaning by themselves, but they
do indicate the presence of pornographic content when they
are combined with other words. Based on these considera-
tions, we divide keywords into the following classes:

. Obvious keywords. These keywords mainly appear
in pornographic texts rather than in normal texts and
have pornographic meanings by themselves.

. Hidden keywords. These keywords do not have
pornographic meanings by themselves, but they
appear in pornographic texts with high probability.

. Logical keywords. These keywords are divided into
two subclasses. One subclass consists of keywords
that provide legitimate information in normal texts
and pornographic information in pornographic
texts. For example, “breast” is a keyword of this
type. The second subclass consists of keywords that
contain pornographic information only if they are
associated with certain other specific words.

Many existing approaches only use obvious keywords
and the first subclass of logical keywords. In fact, hidden
keywords and the second subclass of logical keywords can
greatly help the recognition of pornographic texts.

We consider the fact that there are associations between
thewords and these associations represent semantic relations
between these words. For example, when we read a word in
an article, we may associate it with other semantic-related
words. This mechanism enlightens that the three classes of
keywords and their semantic relations can reasonably
represent the semantic features of the pornographic texts. In

the Section 4.2, we construct a CNN-likeword net to describe
semantic features of pornographic texts.

4.2 CNN-Like Word Net

A CNN [31], [32] is formed by connecting a number of cells,
where each cell is a processor with multiple inputs and a
single output. Each cell is connected to a few adjacent cells.
The information processing in a CNN is implemented by the
local information exchange between adjacent cells. Each cell
is characterized by an internal state variable. The output of
each cell at the next state is determined by its current internal
state, its current output, and the outputs of its adjacent cells.

To construct aCNN-likewordnet,wedefine a cell for each
keyword. The associations between keywords are repre-
sented by connections between the corresponding cells. Fig. 2
shows a cell and its adjacent cells,where cell “A” is connected
withcells “B,” “C,” “D,”and“E.”Whenakeyword is read, the
cell corresponding to this keyword accepts it as an input.
Then, the cell’s state is changed according to its previous state
and the states of its adjacent cells. The following parameters
are used to describe each cell:

. the state of the cell,

. the positions where the corresponding keyword has
appeared in the text,

. the number of times that the corresponding keyword
has appeared in the text, and

. the number of times that the cell has been activated.

The state of a cell takes one of the three values: “sleep,”
“fallow,” and “active.” The state of “sleep” applies when
the corresponding keyword has not appeared at the current
stage. The state of “fallow” applies when the keyword has
appeared but has not been activated. The state of “active”
applies when the keyword has been activated. Only the
information about the activated keywords is used as
features for detecting pornographic texts.

When there is an input for a cell, the state of the cell is
adjusted in the following ways:

. If the cell corresponds to an obvious keyword, no
matter which previous state it is, its state is set to
“active” and the number of times that it has been
activated is increased by 1.

. If the previous state of the cell is “active,” no matter
which keyword class it corresponds to, its state
remains to be “active” and the number of times that
it has been activated is increased by 1.

. If the cell corresponds to a hidden or logical
keyword and its previous state is “sleep” or
“fallow,” we check whether the parameters of its
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adjacent cells satisfy a predefined rule—for example,
most of its adjacent cells have been activated and one
of the observed positions of each of the activated
adjacent cells is close to one of the observed
positions of the cell. If the rule is satisfied, then the
state of the cell is set to “active” and its activated
number is set to “1;” otherwise, the state of the cell is
set to “fallow.”

The rules for activating the cells of hidden and logical
keywords can efficiently distinguish between legitimate sex-
related texts and pornographic texts. In a legitimate sex-
related text, although a hidden or logical keyword may
appear, if the parameters of the cells adjacent to the cell
corresponding to the keyword cannot satisfy the predefined
rule, the cell corresponding to the keyword is not activated.
This increases the probability that the text is not classified as
pornographic.

The mechanism for activating cells can help solve the
problem of misspelled keywords. Although a keyword is
misspelled in a text (in fact, the keyword does not appear in
the text), if the parameters of the cells adjacent to the cell
corresponding to the keyword satisfy the predefined rule, the
cell corresponding to the keyword can be activated according
to the mechanism for activating cells. In other words, if there
is a cellwhose corresponding keyworddoes not appear in the
text but its adjacent cells satisfy thepredefined rule to activate
the cell, it is checkedwhether there is aword in the text similar
to the keyword. If so, it is assumed that the keyword is
misspelled, and the corresponding cell is then activated. This
process accords with the fact that the context of a misspelled
word can be used to understand it correctly.

4.3 Algorithm

The algorithm for recognizing pornographic continuous
texts includes construction of the CNN-like word net,
feature extraction, training, and classification.

Construction of the CNN-like word net. Construction of
the CNN-like word net includes the selection of a list of
keywords and the definition of keyword associations. A list
of keywords is constructed through the combination of
extraction of statistical features of texts and manual
selection. First, algorithms for selecting text features [40],
such as the term-strength-based one, document-frequency-
based one, mutual-information-based one, and information
gain-based one, are used to select keyword candidates from
sample pornographic texts. Then, the keywords are selected
manually from the list of candidates and classified
manually into “obvious,” “hidden,” or “logical.” If two
keywords appear close together in most sample porno-
graphic texts, then there is a potential association between
them. This association is confirmed manually.

Feature extraction. The major steps for extracting
features from a text are summarized as follows:

Step 1. The states of all cells are initialized to “sleep.”

Step 2. Aword is read from the input text andmatched to the
keyword in each cell in the CNN-like net. If the word is a
keyword, the corresponding cell’s parameters recording
thepositionsand thenumberof times that thekeywordhas
been observed are updated and, then, Step 3 is carried out.
If the word is not a keyword, Step 2 is repeated.

Step 3. If the cell has already been activated, then its number
of activated times is increased by 1. Otherwise, it is

checked whether the cell can be activated, depending on
the parameters of the adjacent cells. If so, the cell’s state is
set to “active,” and its number of activated times is set to
“1;” otherwise, its state changes to or remains “fallow.”

Step 4. If the state of the cell is changed, the states of its
adjacent cells are adjusted according to the predefined
rule. The whole net is adjusted iteratively until there are
no further changes in the states of the cells.

Step 5. If all words in the text have been processed, go to
Step 6; else, go to Step 2.

Step 6. The numbers of activated times for all active cells
are combined to form a vector representing the semantic
and statistical features of the input text.
Training and classification. We choose SVM as our

classifier because of its good performance in text classifica-
tion [33]. The SVM algorithm finds hyperplanes between
different classes of the training data. The hyperplanes are
used to classify the test data.

5 DISCRETE TEXT CLASSIFIER

The semantic associations in discrete texts can be ignored,
so only the frequencies with which the keywords appear in
discrete texts are used as the features for recognition. We
use the Bayes classifier to classify discrete texts, as the Bayes
classifier outputs probabilities that a text belongs to the
categories rather than a certain result that the text belongs to
a category, and the probabilities are used for the fusion of
texts and images in later stages.

Let C ¼ fc1; c2; . . . ; cjCjg be the set of text categories,
where jCj is the number of categories (In this paper, there
are only two categories: the pornographic category c1 and
the normal category c2.). Given an input vector ða1; . . . ; anÞ
corresponding to a text, where n is the number of
components in the vector, the classifier is used to
determine the probability P ðcjja1; . . . ; anÞ that the vector
belongs to category cj. An application of the Bayes rule
yields the following equation:

P ðcjja1; . . . ; anÞ ¼
P ða1; . . . ; anjcjÞP ðcjÞ

P ða1; . . . ; anÞ
: ð5Þ

The term P ðcjÞ is estimated by the frequency of the samples
belonging to cj in the training data. The estimation of
P ða1; . . . ; anjcjÞ is difficult because the data are sparsely
distributed in a high-dimensional space. Considering that
keywords in discrete texts are relatively independent, we
use the naive Bayes classifier [34] to handle the problem.

The naive Bayes classifier assumes that the feature vector
components are independent of each other, so it is repre-
sented by

P ðcjja1; . . . ; anÞ ¼
P ðcjÞ

Qn
i¼1 P ðaijcjÞ

P ða1; . . . ; anÞ
: ð6Þ

The estimation of P ðaijcjÞ needs much less training data
than the estimation of the joint probability P ða1; . . . ; anjcjÞ.

Let W ¼ fw1; w2; . . . ; wjW jg be the set of keywords, where
jW j is the number of keywords, and let Tj ¼ ftj;1; tj;2; . . . ;
tj;jTjjgbethesetof trainingtexts forcategorycj,where jTjj is the
number of texts in set Tj. The naive Bayes algorithm for
classifying texts is given as follows:
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Step 1. The probability P ðwjcjÞ of keyword w given
category cj is calculated by

P ðwjcjÞ ¼
1þ

PjTjj
i¼1 Nðw; tj;iÞ

jW j þ
PjW j

s¼1

PjTjj
i¼1 Nðws; tj;iÞ

; ð7Þ

where Nðw; tj;iÞ is the number of occurrences of keyword
w in text tj;i.

Step 2. For a new text t, the probability P ðcjjtÞ of
cj conditional on t is calculated by

P ðcjjtÞ ¼
P ðcjÞ

QjW j
k¼1 P ðwkjcjÞ

Nðwk;tÞ

PjCj
r¼1 P ðcrÞ

QjW j
k¼1 P ðwkjcrÞ

Nðwk;tÞ
; ð8Þ

where

P ðcjÞ ¼
�

�Tj

�

�

�

X Cj j

l¼1

�

�Tl

�

�: ð9Þ

Step 3. It is checked whether the probability P ðc1jtÞ that the
input text t belongs to the pornographic category c1
exceeds a predefined threshold. If so, the text t is classified
aspornographic; otherwise, the text is classified asnormal.

We explain three points here: 1) The above threshold can
be estimated statistically by finding the threshold that
corresponds to the best recognition result for testing a large
set of sample discrete texts. 2) As the probability that a
legitimate sex-related discrete text belongs to the porno-
graphic category is generally lower than the probability that
a pornographic discrete text belongs to the pornographic
category, a suitable choice of the threshold ensures that
legitimate sex-related discrete texts can be distinguished
from pornographic discrete texts. 3) A discrete text page is
always a navigator or a head page. The results of classifying
the Web pages hyperlinked with the discrete text page can
be used to further determine whether the discrete text page
is a legitimate sex-related one or pornographic.

Besides the detection of pornographic content in discrete
texts, the probabilities output by the classifier can be used
for the fusion of texts and images, as described in Section 7.

6 RECOGNITION OF PORNOGRAPHIC IMAGES

In the image Web pages, the text information, if any, is not
sufficient to detect pornographic content. It is necessary to
analyze the images. The first step in detecting pornographic
images is skin detection. In this section, we introduce first a
histogram-based mixture model for skin detection and,
second, a contour-based algorithm for recognizing porno-
graphic images.

6.1 Skin Detection

There is a plethora of skin detection methods. One popular
category of the methods is to use parametric models such as
Gaussian and Gaussian mixture models for skin colors [29],
[38], [39]. The expectation-maximization (EM) algorithm,
which is used to find mixture model parameters, has a high
computational cost. This hinders the application of mixture
models to large databases of skin pixels. In this paper, a
multidimensional histogram is used to represent the dis-
tribution of skin pixels. The parameters of the skin mixture
model are estimated using the histogram bins in order to
reduce the run time.

Histogram representation of skin samples. Note that
many data points are redundant in the skin samples. As the
data points with similar color values have similar color
probabilities, we use a multidimensional histogram to
represent the data set and treat the data points falling on the
same bin as a single data point with multiple occurrences.

Let the histogram be H ¼ ffh1; n1g; fh2; n2g; . . . ;
fhM ; nMgg, where M is the total number of histogram
bins, hi is the center point of the ith bin, and ni is the
number of data points in the ith bin.

Histogram-basedmixture skinmodeling. In color spaces,
skin color has a distribution with multiple peaks. Compared
with a single Gaussianmodel, amixturemodelwithmultiple
Gaussians better describes the skin color distribution.

A mixture model �, which is the weighted sum of
individual density functions, is used to describe the
constructed skin histogram. Let �j be the weight of the
jth density function pjðhj�jÞ, where �j is a parameter vector
specifying the jth density function, and letK be the number
of density functions. The mixture mode � is then

pðhj�Þ ¼
XK

j¼1
�jpjðhj�jÞ: ð10Þ

We add a set of random variables Y ¼ fy1; y2; . . . ; yMg,
each of which takes a value in the range 1; 2; . . . ; K. The
probability pðyi ¼ jÞ describes the probability that hi is
generated from the jth Gaussian. The model parameters are
estimated by maximizing the expectation of the log-like-
lihood function:

F ðy1; y2; . . . ; yMÞ ¼
XM

i¼1
logðpðhi; yij�ÞÞ ð11Þ

using the EM algorithm. The expectation of the log-
likelihood function is

Ey F½ � ¼
X

K

j¼1

X

M

i¼1

ni logð�jpjðhij�jÞpðyi ¼ jjhi;�ÞÞ: ð12Þ

In the following, pðyi ¼ jjhi;�Þ is rewritten as pðjjhi;�Þ for
simplicity. The parameters are initialized randomly and
iteratively updated by the following E-step and M-step.

The E-step identifies the expectation by computing the
posterior probability pðjjhi;�Þ for each Gaussian j, which is,
following the Bayes rule, given by

p jjhi;�
ðt�1Þ

� �

¼
�
ðt�1Þ
j pj hij�

ðt�1Þ
j

� �

PK
k¼1 �

ðt�1Þ
k pk hij�

ðt�1Þ
k

� � ; ð13Þ

where t is the number of iterations.
The M-step updates the parameters by maximizing the

expectation. The derivative of the right-hand side of (12) is
taken with respect to �j and set to 0. Then, the following
equation is acquired:

�
ðtÞ
j ¼

1

N

XM

i¼1
nip jjhi;�

ðt�1Þ
� �

: ð14Þ

The mixture weights are updated by this equation. Let the
jth individual Gaussian be described by mean �j and
covariance matrix �j. Equations (13) and (14) are sub-
stituted into (12), and the derivatives of right-hand side of
(12) are taken with respect to �j and �j, respectively, and
set to 0. Then, the following equations are acquired:
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�
ðtÞ
j ¼

PM
i¼1 nihip jjhi;�

ðt�1Þ
� �

PM
i¼1 nipðjjhi;�ðt�1ÞÞ

; ð15Þ

�
ðtÞ
j ¼

PM
i¼1 ni hi � �

ðtÞ
j

� �

hi � �
ðtÞ
j

� �T
p jjhi;�

ðt�1Þ
� �

PM
i¼1 nip jjhi;�ðt�1Þð Þ

: ð16Þ

The parameters are updated iteratively by (13), (14), (15),
and (16).

Histogram bin merging. One method for representing
data points using a histogram is to subdivide the sample
space at uniform scale by setting a fixed bin size for the
multidimensional histogram. Considering the nonuniform
nature of the skin data distribution, an alternative is to set
bin size adaptively. Smaller bins are used where the data
points are densely populated and larger bins where the data
points have a sparse distribution.

The construction of the multidimensional histogram with
adaptive bin size begins with the marginal histograms with
a fixed bin size for each coordinate in the sample space.
Adjacent bins are merged if the sum of data points is
smaller than a predefined threshold. The resulting multi-
dimensional histogram represents the joint distribution of
marginal histograms after bin merging. This merging
reduces the size of the data set, without compromising
the accuracy of results, as illustrated in Section 8.3.1.

The above describes our color histogram-based Gaussian
mixture model. It is noted that, before estimating the
parameters of the mixture model, the fuzzy K-Means
algorithm is used to cluster the skin pixels to give the
initial values for the EM algorithm. This initialization
speeds up the convergence of the EM algorithm. The fuzzy
K-Means algorithm can better cluster data than the EM
algorithm, but the EM algorithm is better for estimating the
parameters of the Gaussian mixture model. The combina-
tion of the fuzzy K-Means algorithm and the EM algorithm
ensures that the parameters of the Gaussian mixture model
are evaluated accurately and rapidly.

In the following, we describe our approach for porno-
graphic image recognition, which is based on the skin color
pixel detection using the above described Gaussian mixture
skin model.

6.2 Pornographic Image Recognition

The most popular approaches for recognizing pornographic
images use feature extraction from segmented skin regions.
These approaches include weak shape constraints asso-
ciated with the human body. Consequently, they cannot
classify accurately normal images rich in skin colors, such
as face images and legitimate sex-related images of images
of women wearing bikinis, swimsuits, and so forth. In this
section, Yang et al.’s work [1] (our previous work) is

extended to produce a generalized contour-based porno-
graphic image recognition algorithm that uses effective
human shape constraints to distinguish normal images rich
in skin colors from pornographic images.

In the algorithm, the image plane is partitioned into
“rectangular blocks” of equal size. The blocks containing
many skin pixels are defined as Blocks of Interest (BOIs). The
BOIs’ corners, around which there are many skin pixels, are
defined as Points of Interest (POIs). A “connected block
region” is a four-connected set of BOIs. We find “the largest
connected block region” (rather than the connected skin
region) from which the contour of the object in the image is
extracted.

Contour extraction. The contour extraction process is
summarized in the following steps:

Step 1. The POIs on the border of the “largest connected
block region” are connected along the border to form a
closed curve A, as shown in Fig. 3a [1].

Step 2. Outside curve A, a curve parallel and close to curve A
is drawn. The skin edge points are found within the
region � between the parallel curve and curve A and
fitted along curve A to form a closed curve B, as shown in
Fig. 3b. (The approach for producing curve B is described
as follows: In the left part of the region �, for the edge
points with the same x-coordinate, only the left one is
kept, that is, the others are removed and, then, the kept
edge points are connected in the order of increase of the
y-coordinate. The edge points in the right part of the
region � are handled conversely.)

Step 3. Curve B is refined through adjusting the locations of
the nonskin points in curve B, as shown in Fig. 3c. For a
nonskin point in curve B, along the direction perpendi-
cular to the nearest line in curve A, a skin edge point is
found and used to update the nonskin point in curve B.
The refined curve C represents the contour of the object in
the image.

Step4.Nonskin regionsenclosedwithin curveCaredetected,
and some local information such as area and positions of
the detected nonskin regions and their distributions in the
two regions divided by themiddle curve of the contour, as
shown in Fig. 3d, is acquired as the features for determin-
ing whether the image is pornographic. (The approach for
estimating the middle curve is described as follows: The
two points on the contour with themaximumdistance are
found. The two points are linked to form a line segment.
Each line perpendicular to the line segment intersects the
contour to produce two points of intersection. We take the
midpoint of the line segment linking the two points of
intersection. These midpoints are linked orderly to form
the middle curve. An example of such a curve is shown in
Fig. 3d.)
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Fig. 3. Contour and local information [1]: (a), (b), and (c) Contour extraction process. (d) Local information.



We explain four points here:

1. As long as there exists a connected block region in
the image, the contour can be extracted regardless of
the pose of the object in the image. If there is no BOI
in the image, no connected block region can be
extracted, and the image is classified as normal.

2. The connected skin regions need not be extracted.
3. In legitimate sex-related images, although connected

skin regions are broken by swimsuits, bikinis, and so
forth, the connectedblock regioncan still be foundand
the contour of the object can be extracted. The features
needed to distinguish legitimate sex-related images
from pornographic images can then be extracted.

4. In our previous algorithm [1], the image plane is
partitioned into 4� 4 rectangular blocks. In this
generalized algorithm, the image plane can be
partitioned into any number of rectangular blocks.

Feature extraction. Similar to [1], the following image
features, based on the extracted contour, are used to
distinguish pornographic images from normal images:

. the numbers of skin pixels in all the “rectangular
blocks” into which the image is partitioned, describ-
ing the distribution of skin pixels in the image,

. the three angles of the triangle formed by the centers
of the three nonskin regions with the biggest areas in
the two sides of the middle curve,

. the mean and covariance matrix of positions of all
the detected nonskin pixels within the contour,
describing the spread of the nonskin pixels,

. the ratio of the distances from the center of the largest
nonskin region to the two endpoints of the middle
curve, indicating the information of the position of the
largest nonskin region within the contour, and

. the breadth to length ratio of the image.

The above features are combined to forma feature vector v,
which is used for classifying images.

Image classification. Similar to [1], the nearest-center
classifier is employed for classification. The feature vector
of an input image is matched to the feature vectors of
sample images. In the image classification method, sample
images are grouped according to their numbers of BOIs,
and feature vectors are matched only for images with the
same number of BOIs. In this way, the number of matching
is decreased, and the computation complexity is reduced.

The similarity between the feature vectors v1 and v2 of
two images is defined to be

dðv1; v2Þ ¼ 1�
vT1 v2

�

�v1
�

��
�

�v2
�

�

: ð17Þ

For the feature vector v of an input image that has n BOIs,
from the known sample images with n BOIs, the sample
image whose feature vector is most similar to vector v is
found. The input image is assigned to the same class as the
sample image.

7 FUSION OF IMAGES AND TEXTS

In an image Web page, there may be many images, possibly
with small amounts of discrete texts explaining the images.
In this section, a method is described for fusing the

information obtained from the images and the information
obtained from the texts.

Note that a Web page has a semantic theme, and images
and texts in the page express the same theme. Based on this
observation, we assume the following a priori knowledge:

. Almost all the images that are large in size and
central in position are pornographic in a porno-
graphic Web page or normal in a normal page.

. The information in the discrete texts provides a prior
classification of the images.

Then, the problem of classifying an image page becomes a
problem of classifying a set of images, where the result of
classifying thediscrete text in the imagepage isusedasaprior
classification.

The output of our image classifier for an input image is
whether this image is pornographic or not. We define two
statistical features of the classifier:

. the probability ðp1Þ that a normal image is mis-
takenly classified as pornographic and

. the probability ðp2Þ that a pornographic image is
mistakenly classified as normal.

The probabilities p1 and p2 can be estimated statistically by
counting the number of images mistakenly classified by the
image classifier in a large set of known images.

Suppose that there are N images in the test Web page
and the result of classifying the N images using the
image classifier is that N1 images are classified as
pornographic and N2 ones as normal ðN2 ¼ N �N1Þ.
Let r ¼ ðN1 pornographic images; N2 normal imagesÞ. Let S
represent the event that all the N images are porno-
graphic and :S the event that all the N images are
normal. Then, the equations below are obtained:

pðrjSÞ ¼ ð1� p2Þ
N1ðp2Þ

N2 ; ð18Þ

pðrj:SÞ ¼ ðp1Þ
N1ð1� p1Þ

N2 : ð19Þ

According to the Bayes rule, the following equations are
obtained:

pðSjrÞ ¼
pðrjSÞ � pðSÞ

pðrÞ
; ð20Þ

pð:SjrÞ ¼
pðrj:SÞ � pð:SÞ

pðrÞ
: ð21Þ

We introduce a decision factor f , which is the ratio of the
two posterior probabilities in (20) and (21):

f ¼
pðSjrÞ

pð:SjrÞ
¼

pðrjSÞ � pðSÞ

pðrj:SÞ � pð:SÞ
¼

ð1� p2Þ
N1ðp2Þ

N2

ðp1Þ
N1ð1� p1Þ

N2
�

pðSÞ

pð:SÞ
:

ð22Þ

If f � 1, the Web page is classified as pornographic.
The remaining problem is to evaluate the a priori

probabilities pðSÞ and pð:SÞ. The discrete texts around the
images provide the information needed to obtain a prior
classification of the images, that is, the a priori probability
pðSÞ is replaced with the probability Pt that the discrete text
classifier classifies the text as pornographic. Accordingly,
the probability pð:SÞ is set equal to 1� Pt. Then,

1026 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 29, NO. 6, JUNE 2007



f ¼
ð1� p2Þ

N1ðp2Þ
N2

ðp1Þ
N1ð1� p1Þ

N2
�

Pt

1� Pt
: ð23Þ

If there is no text in the Web page, pðSÞ is set to N1=N and
pð:SÞ to N2=N .

Two points should be mentioned here: 1) Our fusion
between images and texts is based on semantic relations
between images and texts, that is, images and texts on a
page represent the same theme. Compared with traditional
information fusion approaches [42], [43], [44] such as Bayes
networks and Dempster-Shafer’s theory, our fusion ap-
proach implements the semantic fusion of images and texts
to some extent. 2) Sometimes, large images in a porno-
graphic Web page are purposely broken into small pieces to
avoid detection. In those cases, fusion of the recognition
results of the small pieces of images can lead to a more
accurate classification of the entire Web page.

The following examples show the rationality of our
fusion algorithm:

1. Example 1. Suppose that p1 ¼ p2 ¼ 0:2 and Pt ¼ 0:5.
Then,

f ¼
0:8N10:2N2

0:2N10:8N2
¼

ð0:2� 4ÞN10:2N2

ð0:2� 4ÞN20:2N1

¼
4N1

4N2
: ð24Þ

If N1 > N2, then f > 1, that is, the Web page is
classified as pornographic. If N1 < N2, then f < 1,
that is, the Web page is classified as normal. This is
quite reasonable in the intuitive view.

2. Example 2. Suppose that p1 ¼ 0, and Pt ¼ 0:5. Then,
the decision equation is transformed to

f ¼
ð1� p2Þ

N1pN2

2

0N1
: ð25Þ

IfN1 > 0, nomatterhowmany images in theWebpage
are pornographic, the Web page is classified as
pornographic. This means, if the probability that a
normal image ismistakenlyclassifiedaspornographic
by the image classifier is 0, as long as one image is
pornographic, the Web page is classified as porno-
graphic. This is consistent with real applications.

8 EXPERIMENTAL RESULTS

All the above algorithms are implemented using Visual
C++6.0 on the Windows XP platform. In the following, the
performances of the continuous text classifier, the discrete
text classifier, the image classifier, the algorithm for fusing
Web page information, and the framework for classifying
Web pages are evaluated in succession. All runtimes are
measured on a Pentium-4 3.2-GHz computer.

8.1 The Continuous Text Classifier

To evaluate the performance of our continuous text classifier,
3,162 continuous texts were downloaded from the Internet,
including 577 pornographic texts, 585 legitimate sex-related
texts, and 2,000 normal texts not related to sex, as checked by
hand. The normal texts cover 10 topics: “arts,” “business,”
“sciences,” “computer,” “news,” “shopping,” “game &
recreation,” “society,” “health,” and “sports,” and, for each
topic, there are 200 correspondingWeb texts. In contrast with
other textdatabases [7] for recognizingpornographic content,

we collected legitimate sex-related samples dealing with
sexual health, sexual culture, sexual education, and so forth.
We randomly selected 300 pornographic texts, 300 legitimate
sex-related texts, and 1,000 normal texts not related to sex as
training data. The remaining texts served as test data. There
were 800 keyword candidates selected using the algorithms
for extracting text features. Of these, 109 were selected
manually as keywords, comprising 29 obvious keywords,
33 hidden keywords, and 47 logical keywords. There are
619 potential associations between keywords acquired auto-
matically. Of these, 323 weremanually selected as confirmed
associations.

The following different schemes for feature extraction
are used to access the usefulness of the different sets of
keywords:

. Scheme 1. Only obvious keywords and the first
subclass of logical keywords are counted.

. Scheme 2. All the three classes of keywords are
counted.

. Scheme 3. The keywords corresponding to the active
cells in the CNN-like word net are counted.

Table 1 shows the results of the comparison between the
classification rates of the three schemes for feature extrac-
tion tested in the same set of test samples. From the table,
the following useful points are deduced:

. On comparing the results for Schemes 1 and 2, it is
apparent that the introduction of hidden keywords
and the second subclass of logical keywords in-
creases the recognition rates noticeably for the
pornographic texts and the legitimate sex-related
texts due to the expansion of the list of keywords.
However, as the keyword list contains hidden
keywords and the second subclass of logical key-
words, some normal texts not related to sex are
classified, inevitably, as pornographic.

. The best recognition rates are obtained by using the
CNN-like word net to extract features of texts. It can
be declared that the CNN-like word net represents
the semantic features of pornographic texts properly.

. The real pornographic texts have protean styles and
contents. In order to reach higher classification rates,
the keyword list should be enlarged.

. Only simple semantic relations between keywords
are considered in the CNN-like word net-based
approach, so some legitimate sex-related texts are
still classified as pornographic.

We collected 150misspelled pornographic texts to test the
recognition rates of the above schemes. As shown in Table 2,
for the misspelled pornographic texts, our CNN-like word
net-based approach has a much higher recognition rate than
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Schemes 1 and 2. So, the semantic features of pornographic

texts represented in theCNN-likewordnet are useful to solve
the misspelled problem.

Du et al. [7] apply text classification to recognize
pornographic texts. They tested their approach on a data set
that contains normal texts, none of which are sex-related.
Table 3 shows the comparisons, tested in our data set,
between their approach and our CNN-like word net-based
approach,where t in the table is a threshold in [7]. In the table,
the correct classification rate is the fraction of the correct
classified texts in the set of pornographic texts and the false
acceptance rate is the fraction of normal texts incorrectly
classified as pornographic. In the table, it is shown that the
correct classification rate of our approach is higher than that
of Du et al.’s and the false acceptance rate of our approach is
lower than that of Du et al.’s. The main reason why our
approach has better results is that it classifies legitimate sex-
related texts more accurately.

To summarize, the experimental results with and with-
out hidden keywords and the second subclass of logical
keywords show that the introduction of hidden keywords
and the second subclass of logical keywords is an efficient
way to solve the wordlist problem. The experimental results
in testing the legitimate sex-related texts show that semantic
associations between keywords can solve the over-blocking
problem efficiently. The experimental results in testing the
misspelled texts show that our CNN-like word net-based
approach can greatly improve the classification of mis-
spelled pornographic texts.

8.2 The Discrete Text Classifier

A total of 165 keywords were selected for the discrete text
classifier, and 3,000 discrete texts were collected from Web
head pages and hypohead pages, including 1,000 porno-
graphic texts and 2,000 normal texts covering many topics.
The training data consisted of 500 of the pornographic texts
and 1,000 of the normal texts. The remaining texts were
used as test data.

Table 4 shows the performance of the naive Bayes
classifier for classifying the test data under different choices
of the threshold introduced in Section 5. In the table, it can
be seen that the Bayes-based classifier accurately classifies

the discrete texts. When the threshold is set to 0.8, the

classifier reaches the best performance as a whole.
Table 5 shows the performance of the CNN-like word

net-based approach for classifying the discrete texts. In the

table, it can be seen that the recognition rate of the

continuous text classifier for the pornographic discrete

texts is only 19.4 percent. This indicates that there are many

differences between continuous texts and discrete texts. If

the differences are not considered, in that the same classifier

is used to classify these two categories of texts, then a low

classification error cannot be obtained.
The average runtime of the Bayes classifier on the test

data is 0.02 seconds while that of the CNN-like word net-

based classifier is 0.09 seconds. As the associations between

keywords are considered in the CNN-like word net-based

classifier, its runtime is higher.
To test the influence of the threshold on the classification

of legitimate sex-related discrete texts, 40 legitimate sex-

related discrete texts were downloaded from the Internet.

Table 6 shows the results of classifying these legitimate sex-

related discrete texts with different choices of the threshold.

In the table, it can be seen that, the higher the threshold, the

more legitimate sex-related texts are classified as normal.

When the threshold is set to 0.8, only two legitimate sex-

related texts are mistakenly classified as pornographic,

producing a satisfying result.
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8.3 The Image Classifier

In this section, we evaluate the performance of the skin
detection algorithm first and then the performance of the
algorithm for recognizing pornographic images.

8.3.1 Skin Detection

Skin modeling. The choice of the number of Gaussians is
important for mixture models. The number of Gaussians
used in previous work on skin modeling varies greatly from
1 to 15 [38], [39], but, as yet, no comparisons have been
made between mixture models with different numbers of
Gaussians, partly due to the complexity of conventional
mixture modeling.

In the experiments, we tested our histogram-based
mixture models with different numbers of Gaussians using
the most popular color spaces, namely, red, green, blue
(RGB), Hue Saturation Value (HSV), YCbCr, and normal-
ized r-g. The setup of the test is:

1. The test was carried out on the Compaq skin
database [29], which contains about 5,000 images
with skin color, including over 80,000,000 million
labeled skin pixels.

2. The experiment included a fivefold cross validation.
The database was divided into five disjoint subsets
with equal size; in each round of the test, one subset
was chosen as the test set and the remaining four
subsets comprised the training set. The training and
test process was repeated for five times and the
results were averaged.

3. For eachmodel, there are different false positive rates
and different false negative rates associated with
different thresholds used to determinewhether pixels
are classified as skin. For the best choice of the
threshold, the false positive rate reaches equilibrium

with the false negative rate. Therefore, the Equal Error
Rate (EER) (where the false positive rate equals the
false negative rate) is used as the performance index.

Table 7 compares the results with a varying number of
Gaussians and for different choices of the color space. From
Table 7, we have the following interesting discoveries:

1. For all the 3D color spaces, namely, RGB, HSV, and
YCbCr, the Gaussian mixtures generally outperform
the single Gaussian. The EERs decrease overall as
the number of Gaussians increases from 1 to 5. The
EERs change very slightly except for minor fluctua-
tions when the number of Gaussians increases from
6 to 10. When the number of Gaussians is more than
10, the performance of the models reaches saturation
and begins to downgrade due to overfitting.

2. For the 3D color spaces, the performance of YCbCr is
comparable with that of RGB, as they are linearly
related; the HSV space in which the chrominance
and luminance information are separated provides
the best accuracy in skin detection.

3. The single Gaussian model is not very weak. It is
somewhat (instead of greatly) worse than the Gaus-
sian mixtures except in the normalized r-g space.

4. The normalized r-g space, which was thought to be
well suited for skin detection due to its robustness to
changing illuminations, does not perform as well as
expected. The reduction from a 3D color space to a
2D color space plays a role here, as useful information
for skin classification is lost. For the normalized r-g
space, there is little benefit in using more than one
Gaussian.

Fig. 4 shows the average time spent for training skin
models. In Fig. 4, it can be seen that the proposed method is
efficient in training skin models. Given the same number of
bins, comparable efficiencies are obtained for all the three
3D color spaces, as shown in Fig. 4a. The time spent on
training the model with the maximum number of 15 Gaus-
sians is less than 250 seconds. For the normalized r-g space,
even less time is needed, as shown in Fig. 4b.

Test on synthetic data. Our method was further tested
on synthetic data sets to show its efficiency. Random
samples were generated from Gaussian mixtures in
3D space, with five Gaussians for each model by default.
Fig. 5a shows the speedup ratios of our method compared
with the conventional EM algorithm when the number of
data points varies from 1,000 to 1,000,000. The dashed line
shows the results of histogram bin modeling with a fixed
bin size, whereas the solid line shows the results with
adaptive bin size. Fig. 5b shows the speedup ratios with
respect to different bin sizes (in terms of variance). In Fig. 5,
we can see that the efficiency of our method improves
considerably when the number of data points or the size of
bins increases, and modeling with adaptive bin size brings a
further speedup compared with fixed bin size.

Table 8 shows the relative errors in log-likelihood values
between the estimated model and the ground truth. In
Table 8, we can see that both strategies with fixed and
adaptive bin sizes approximate the ground truth model
well, given that the bin size is not too large. A bin edge size
about 1/10 of variance seems to be a good trade-off between
accuracy and efficiency.

HU ET AL.: RECOGNITION OF PORNOGRAPHIC WEB PAGES BY CLASSIFYING TEXTS AND IMAGES 1029

TABLE 7
Comparison of Gaussian Mixture Models



8.3.2 Pornographic-Image Recognition

The performance of the contour-based pornographic-image
recognition algorithm is evaluated in our previous work [1],
when the image plane is partitioned into 4� 4 rectangular
blocks (readers may read our previous paper [1] for more
details). In the following, the performance of the contour-
based algorithm is compared with the performance of a
connected skin-region-based algorithm.

The connected skin-region-based pornographic-image
recognition algorithms are the most popular in current
research. We implemented a region-based algorithm based
on the work in [21], [22], [23], [24]. Referring to the result of
the comparison, in [21], [22], [23], [24], between contribu-
tions of the different features of the connected skin regions,
the following features are selected for classifying images:

. ratio of the areaof skin regions to the area of the image,

. average skin probability of all pixels in the image,

. number of connected skin regions,

. area ratio of the largest skin region to all skin regions,

. image width, and

. image height.

In real situations, images of women wearing bikinis or
swimsuits or close range images of faces are often
mistakenly classified as pornographic. Three sets of images
are constructed: a set of pornographic images, a set of
images of women wearing bikinis, swimsuits, and so forth
(legitimate sex-related images), and a set of face images,
where each set contains 2,000 images. Half of the images in
each set are used as training samples and the remaining
images as test samples. Table 9 shows the comparison
between the correct classification and false acceptance rates
of the contour-based algorithm and the correct classification
and false acceptance rates of the region-based algorithm,
tested in the three sets of images. In Table 9, it can be seen
that, compared with the contour-based algorithm, for the
pornographic images and the legitimate sex-related images
(the images of women wearing bikinis, swimsuits, and so
forth), the correct classification rates of the region-based
algorithm are only slightly decreased, but the false
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Fig. 4. Average time spent for building the skin models: (a) In RGB, HSV, and YCbCr spaces. (b) In normalized r-g space.

Fig. 5. Speedup ratios of our method: (a) Effect of the number of data points. (b) Effect of bin sizes.

TABLE 8
Relative Errors in Log-Likelihood Values



acceptance rates of the region-based algorithm are much
increased. For the face images, the correct classification rate
of the region-based algorithm is much decreased and the
false acceptance rate is much increased, compared with the
contour-based algorithm. It is clear that the contour-based
algorithm outperforms the region-based algorithm. The
reason why the false acceptance rate of the contour-based
algorithm is much less than that of the region-based
algorithm is that, although there are BOIs in normal images
rich in skin information, their contour-related information is
different from that in the pornographic images. Compared
with the region-based algorithm, the contour-based algo-
rithm better distinguishes normal images rich in skin
information from pornographic images.

8.4 Performance of Our Framework

In this section, we introduce the method for the preproces-
sing of Web pages and then present the accuracy of the
division of Web pages into the three categories and the
recognition performance of our framework.

8.4.1 Preprocessing

As the time for handling texts is much less than that for
handling images, we only consider the preprocessing of
images, that is, discarding the “invalid” images that are not
consistent with the theme of the Web page.

The size and position of an image were used to
determine its “validity.” Fig. 6 shows the distributions of
sizes of 8,150 images collected from the Internet, including
5,778 GIF images and 2,372 JPEG images, where a point
corresponds to the size of an image. The images are marked
as valid and invalid (consistent and inconsistent with the
theme of the Web page) manually. For a test image, we find

three points nearest to the point corresponding to the size of
the image. If all the three points correspond to valid (or
invalid) images, the image is treated as valid (or invalid). If
the three points correspond to both valid and invalid
images, we check whether the image lies at the edges of the
Web page. If so, the image is treated as invalid.

8.4.2 Division of Web Pages into the Three Categories

We use Web pages collected from the Internet to check,
manually, the rationality of our strategy of dividing Web
pages into the three categories as described in Section 2.
Table10 shows thestatisticsof thecategoriesof 1,006 collected
Web pages. In the table, it is shown that 963 pages can be
assigned to one of the three categories. Therefore, most of the
pages drop into our division of pages. The pages that cannot
be assigned to one of the three categories have the
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TABLE 9
Comparison between the Contour-Based Algorithm and the Region-Based Algorithm

Fig. 6. Distributions of sizes of valid and invalid images: (a) GIF images. (b) JPEG images.

TABLE 10
Distribution of Categories of Web Pages



characteristics of both imagepages anddiscrete text pages, so
they can be roughly divided into either the category of image
pages or the category of discrete text pages.

We also evaluate the performance of our C4.5 decision
tree algorithm for dividing pages into the three categories.
Table 11 shows the numbers of test pages and the numbers
of correctly divided pages for the three categories of pages.
The accuracy rate of the division is 96.7 percent. Therefore,
with a proper number of training samples and a few
features, C4.5 commits very few errors.

8.4.3 Recognition Performance of Our Framework

We used the following three sets of pages to evaluate the
performance of our framework: 1)Set 1: A set ofWebpages is
downloaded from the Internet and classified by hand. There
are 1,500 Web pages consisting of 500 pornographic Web
pages and 1,000 normal pages. Of all these pornographic
pages, there are 123 continuous text pages, 288 discrete text
pages, and 89 image pages. The normal pages cover 10 topics:
“arts,” “business,” “sciences,” “computer,” “news,” “educa-
tion,” “entertainment,” “society,” “health,” and “sports.” In
the topics of “business” and “health,” there are some
legitimate sex-related contents, such as advertisements for
condoms, sex-related medical materials, and sex education.
2) Set 2: This set of Web pages is also collected from the
Internet. There are 682 Web pages, 274 of which contain
dozens of pornographic images and sexually explicit words.
In the 408 normal images, there are 113 legitimate sex-related
pages including69medicalpages and44 sexeducationpages.
3) Set 3: We designed an active Web search engine (Web
spider) to search forWeb pages. SixWeb sites are used as the
roots for the search. For each root, the maximum number of
searched Web pages is set to 200. A total of 1,160 Web pages
were obtained. These Web pages include 411 pornographic
pages and 749 normal pages, as checked by hand.

We compared the recognition rates of the three indivi-
dual classifiers with those of our framework in which the
results from the individual classifiers are fused. The
probabilities p1 and p2 introduced in Section 7 are set to
be 0.074 and 0.027. The results tested in page set 1 are
summarized in Table 12 from which the following useful
points are acquired:

. Each individual classifier obtains a favorable score
on the corresponding category of test pages. How-
ever, none of them shows good performance in other
categories and the overall rate is unacceptable.
Therefore, it is infeasible to recognize pornographic
pages using only a single-modality classifier.

. For the continuous text pages and the discrete text
pages, the recognition rates of our framework are
close to the best ones that the individual classifiers
can obtain. For the image pages, the recognition rates
of our framework are better than the best ones
obtained by the individual classifiers. The total
recognition rate of our framework is much higher
than that of each individual classifier. Therefore, our
framework makes good use of the best results from
the individual classifiers.

Table 13 shows the correct classification and false
acceptance rates for our framework tested on Web page
set 2. For all the 682 test pages in the set, the false acceptance
rate of our framework is quite low (3.2 percent) and,
meanwhile, a high correct classification rate (91.6 percent) is
maintained. The inclusion of pages with legitimate sex-
related information may lead to more false acceptances. The
table shows that, for the 113 pages of this type, the false
acceptance rate iswithin 5 percent. Therefore, our framework
can correctly classify such pages.

For Web page set 3, there are 389 pornographic pages
that are correctly recognized, giving a recognition rate of
95.1 percent. There are 729 normal pages that are correctly
recognized, giving a recognition rate of 97.3 percent. The
reason why the recognition rates for the examples of real
applications are higher than the recognition rates for the test
sets 1 and 2 is that Web pages in sets 1 and 2 are selected
deliberately and delicately to test the robustness of the
recognition algorithms and the framework.

9 CONCLUSIONS

The existing methods for recognizing pornographic Web
pages use classification of either texts or images, or simple
serialization of text and image classifiers. In this paper, we
propose a novel framework in which Web pages are
divided, using the C4.5 decision tree algorithm, into
continuous text pages, discrete text pages, and image pages.
These three categories of Web pages are handled, respec-
tively, by our continuous text classifier, our discrete text
classifier, and our algorithm that fuses the results from the
image classifier, and the discrete text classifier. We have the
following conclusions:

1. The continuous text classifier uses the semantic
features of texts to solve, to some extent, the three
unsolved problems: “overblocking,” “misspelled,”
and “wordlist.”
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TABLE 11
Test Results of the C4.5

TABLE 12
Comparison between Individual Classifiers and Our Framework

TABLE 13
Test Results on Page Set 2



2. The skin detection algorithm combines multidimen-
sional histograms with the EM algorithm to speed
up Gaussian mixture skin modeling without com-
promising the accuracy of the resulting model.

3. It is shown that the contour-based pornographic-
image recognition algorithm outperforms the tradi-
tional skin-region-based algorithm.

4. The fusion algorithm implements semantic fusion of
texts and images to some extent and outperforms
either of the individual classifiers.

5. The framework is effective and efficient in recogniz-
ing pornographic Web pages.

Although this paper focuses on the recognition of
pornographic Web pages, except for the image classifier,
the continuous text classifier, the discrete text classifier, the
algorithm for fusing the individual classifiers, and the
algorithm for dividing Web pages are available for
recognizing the Web pages dealing with other topics.

Our future work will focus on the following aspects:

. We will apply the ranking learning approach to
discard texts and images inconsistent with the theme
of a Web page.

. We will apply the approach for learning block
importance models for Web pages [41] to fuse the
information in Web pages.

. We will explore the multilevel classification strategy
to classify the pornographic Web pages, excluding
normal pages using a rapid classifier, and then
further handling the kept pages using a more
accurate classifier.

. We will use the hyperlinked relations between
individual Web pages to more accurately determine
whether the individual Web pages are pornographic.

. We will further investigate counterplots to antire-
cognition techniques.
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