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1 Introduction

Two-dimensional code [1] breaks through the constraints of the original industrial mar-

keting model and pushes the traditional industrial structure to the "Internet + " industry 

by means of online-to-offline information docking. Nowadays, QR codes are widely used 

in logistics, transportation, product sales, and many other areas that need automated 

information management. QR code is a kind of trademark bar code with a machine-

readable optical label. By scanning the label, the information of the bar code can be 

extracted quickly. In addition, the error correction function of QR codes allows barcode 

readers to recover the QR code data when the QR code becomes dirty or damaged [2], 

without any loss. With barcode readers, QR data can be easily and efficiently accessed. 

However, because QR codes are machine-readable symbols, their public encoding makes 

their stored information insecure. To improve the security of QR code applications, 

researchers have proposed a series of security solutions.
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�e early methods of carrying secret information with QR codes adopted traditional 

digital secret hiding and watermarking technology [3–5] to hide the secret in the carrier 

image. �ese processes embed secrets into the pixels/coefficients and spatial/frequency 

domains of the carrier image. Such embedding algorithms, unfortunately, are not suit-

able for QR tags [6–10]. Because the embedding scheme treats the QR tag as an image, 

and the secret is concealed in the pixels or coefficients in the QR image without con-

sidering the characteristics of the QR modules. �e decoding process requires further 

image processing such as pixel and frequency transformation.

Some literature deeply studies QR codes and embed information in combination with 

their structural characteristics. In such methods, the information on the public level of 

original QR codes can be read without further image processing. Chuang et al. [11] used 

the Lagrange interpolation algorithm to divide secret information into several parts and 

share them, and then coded them into two-level QR codes. Huang et al. [12] proposed 

a bidirectional authentication scheme based on the Needham-Schroeder protocol and 

analyzed the anti-attack capability of the authentication protocol using Gong-Need-

ham-Yahalom logic. Krishna et al. [13] put forward a product anti-counterfeit scheme 

using DES (Data Encryption Standard) algorithm, which encoded the encrypted cipher-

text and plaintext information into the two-layer two-dimensional code. Because refer-

ences [11–13] store both plaintext and cipher-text in a given carrier QR code, the secret 

payload capacity is limited. Chiang et al. [2] concealed the secret into the QR modules 

directly by exploiting the error correction capability. Lin et al. [14] embedded the secret 

data into the cover QR code without distorting the readability of QR content. General 

QR readers can read the QR content from the marked QR code for the sake of reduc-

ing attention. Only the authorized receiver can encrypt and retrieve the secret from 

the marked QR code. Lin et  al. [15] used the error correction ability of QR code and 

LSB Matching revisited as the embedding method to reverse the color of some modules 

and embed information. Chow et  al. [16] investigated a method of distributing shares 

by embedding them into cover QR codes in a secure manner using cryptographic keys. 

Zhao et  al. [17] proposed a scheme with low computational complexity and was suit-

able for low-power devices in Internet-of-�ings systems because of utilizing the error 

correction property of QR codes to hide secret information. Liu et al. [18] introduced 

a novel rich QR code with three-layer information that utilized the characteristics of 

the Hamming code and the error correction mechanism of the QR code to protect the 

secret information. References [2, 14–18] make use of the error correction capability of 

QR codes and flip the black and white modules of the QR code to hide secret informa-

tion. On the one hand, the embedding capacity of such methods would be affected by 

the error-correcting level of the carrier QR code. �e embedding capacity of high error-

correcting level QR code is large, and vice versa. On the other hand, the embedding of 

secret information reduces the robustness of public level data in QR codes.

Based on the information hiding scheme, Tkachenko et  al. [19] selected the black 

modules of the QR code according to the secret scrambling sequence and replaced them 

with texture patterns to realize two-level storage of information. �e scheme is called 

the Two-Level QR (2LQR) code. In public level QR message reading, the texture pat-

terns would be recognized as black modules. Hence, this scheme would not affect the 

error-correction capacity of cover QR codes. �e advantages of this approach include 
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the following two aspects. On the one hand, the embedding of secret information would 

not reduce the robustness of public level information. On the other hand, the capacity 

of secret information would not be limited by the error correction level of the cover QR 

code. All black modules in data areas and error correction areas can be used to embed 

secret information. Moreover, due to masking operation in traditional QR codes, the 

numbers of black and white modules tend to be the same. For the same version of QR 

codes, the embedding capacity is almost the same no matter what the error correction 

level is. In reference [19], the extraction of texture patterns adopts the Pearson correla-

tion. To resist the error occurrences in texture pattern recognition (i.e., secret message 

extraction), the ternary Golay code is used to encode the secret message before embed-

ding [19]. Tkachenko et  al. [20] also studied the performance of other correlations in 

recognition of texture pattern patches, that is, Spearman, Kendall, and Kendall weighted 

correlations. And Kendall weighted correlation methods were demonstrated to achieve 

the best results, which calculates probability values during a preprocessing step.

Although it has the advantage of not affecting the error-correction capacity of cover 

QR code, 2LQR code uses the variation of texture module to express secret message 

digit, which is equivalent to hiding information at the pixel level. After the P&S pro-

cess, distortions occur in both the pixel values and the geometric boundary of the P&S 

image. �ese distortions will cause the low recognition accuracy of texture patterns and 

reduce the effective embedding capacity of secret information. In Sect. 2, the impact of 

the P&S process on pattern recognition of texture modules is stated in detail. Discussion 

in Sect. 2 implies that a recognition scheme that can extract the global structure of the 

texture module is needed.

Inspired by Kendall weighted correlation, we expect that the process of training can 

boost the pattern recognition accuracy of the texture module. As shown in reference 

[19], Kendall weighted outperforms Kendall based method. �e only difference between 

them is that Kendall weighted calculates probability values during a preprocessing step 

to weigh a Kendall measure. �e probability values are computed from a representa-

tive set of texture pattern batches. �is preprocessing step is similar to training in that 

it extracts some information about sample distribution from the representative set. 

Inspired by this, this work tends to also adopt training-based methods, and further exca-

vate information about sample distribution from the training set.

Base on analysis in the above two paragraphs, a training-based method, which can 

extract structural information of texture module, is expected to work well for pattern 

recognition of P&S texture module. �e dictionary learning method, which has shown 

excellent performance in many fields, such as image denoising [21, 22], inpainting [23–

25], and classification [26–28], is adopted in this work. Never until now have dictionary 

learning techniques been used for this type of application.

In this paper, we propose a pattern recognition method of P&S texture modules for 

2LQR based on dictionary learning. In the dictionary generation stage, dictionaries are 

learned based on a training set to optimally represent P&S texture modules. In the pat-

tern recognition stage, each P&S texture module is represented by the learned dictionar-

ies. �e dictionary that provides the smallest reconstruction error indicates the pattern.

�e rest of this paper is organized as follows. �e following section states the problem 

and the choice of dictionary learning in detail. Related works are reviewed in Sect.  3, 
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which includes QR code, 2LQR code, and dictionary learning. �e proposed dictionary 

learning-based pattern recognition method is demonstrated in Sect. 4, which constitutes 

dictionary generation for texture patterns, pattern recognition via learned dictionaries, 

and the framework of the whole recognition system. In Sect.  5, we describe the per-

formed experiments and evaluate the observed results. Finally, the conclusion is made 

in Sect. 6.

2  Problem statement

In this section, we will discuss the application scenarios we focused on, the impact of 

the P&S process on the pattern recognition of the P&S texture module, and explain the 

choice of dictionary learning.

To promote the 2LQR code being widely used, we hope to be able to extract secret 

information from the 2LQR code in the following situations.

• Printer: Common desktop laser printer with 600 dpi (dot per inch) resolution;

• Scanning devices: 600 dpi or lower resolution scanner, hand-held QR code scan-

ner, smartphone. Common hand-held QR code scanners bear a resolution of 400–

600 dpi or less. Smartphones have a wide range of resolutions, and even with high-

resolution mobile phone cameras. But the actual optical resolution that is used for 

the QR code declines when capturing it from a long distance.

Based on the above statement, this work focuses on the condition that the scanner 

resolution is equal to or less than the printer resolution.

�e P&S process that a texture module went through is shown in Fig. 1. Texture mod-

ules in 2LQR are first printed to be a hardcopy version and then scanned to a P&S ver-

sion. After the P&S process, distortions occur in both the pixel values and the geometric 

boundary of the P&S image. �ese distortions will make recognition of the pattern of the 

texture module difficult.

�e image quality of the P&S texture module is mainly influenced by printer and 

scanner resolution. In the case the scanner resolution is less than the printer resolu-

tion, the original black-and-white texture module will be blurred due to down-sampling 

and interpolation. �e lower the scanner resolution is, the more the texture module is 

blurred. When ignoring other distortions in the P&S process, scanning with lower reso-

lution, is similar to resizing an image to be smaller than its original size. Figure 2 shows 

this effect vividly. When an original texture pattern image is resized to 2/3 , 1/2 , and 1/3 

of its original size, it becomes more and more blurred. To extract secret information 

under this situation, the recognition scheme should extract the inherent structure infor-

mation from the blurred image.

Digital texture 

module
P&S texture modulePrint Scan

Printed texture 

module

... ...

Fig. 1 The P&S process that a texture module went through
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Some other factors will also bring distortions to the P&S image. Such as, printer and 

scanner’s inherent system noise, random noise, rotation, scaling, and cropping (RSC) 

brought by the equipment itself and the operator. �ese distortions will cause the cor-

rection and positioning of texture modules not accurate, e.g., 1 row/column misplace-

ment. Misplacement makes the texture module to be a shifted version of the ideally 

corrected one. �is makes texture module reading methods that depend on pixel values 

and positions (e.g., correlation-based methods) incorrect. Figure 3 show the texture pat-

tern P1 [19], its upper-shifted version by only 1 row P
′

1
 , and texture pattern P3 [19]. A 

digital texture module as P
′

1
 should be recognized as pattern P1 . However, corr

(

P
′

1
,P3

)

 is 

bigger than corr
(

P
′

1
,P1

)

 , where corr(X , Y) represents the Pearson correlation value 

between variable X and Y . So if we take the Pearson correlation based method in refer-

ence [19], P
′

1
 would be considered to be pattern P3 . To handle this misplacement prob-

lem, a strategy that captures structure of the texture module is urgently needed.

Dictionary captures the global structure of data [29], and has achieved good results in 

face recognition [30–32]. In face recognition, it is also the common cause that the acqui-

sition resolution is low and the acquisition image is a rotated, scaled, and/or shifted ver-

sion of the standard face image. Inspired by this, this work takes the dictionary learning 

approach and expects it to perform well in the pattern recognition of the P&S texture 

module.

3  Related work

�is section is split into two Sects. (3.1, 3.2). We start with a description of the stand-

ard QR code features in Sect. 3.1. Descriptions of the two-level QR code proposed by 

Tkachenko et al. [19] are presented in Sect. 3.2.

3.1  QR code

QR codes are two-dimensional barcodes that were developed by Denso Wave in 1994, 

which is one of the most popular two-dimensional (2D) bar codes. It consists of black 

Fig. 2 When an a original texture pattern image is resized to b 2/3 , c 1/2 , and d 1/3 of its original size, it 

becomes blurred. The size of the texture pattern is 12 × 12 . Each dot in the figure represents a pixel

(a) (b) (c) (d) Correlation

Fig. 3 Two texture patterns, one shifted version, and their correlation values. a Texture pattern P1 , b 

Upper-shifted version of pattern P1 , c Texture pattern P3 , d Correlation values
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and white square modules [1, 33, 34]. Compared with the traditional one-dimensional 

(1-D) bar code, QR code has a wide range of matrix modules, which can carry a larger 

amount of data content. �ere are 40 versions in the QR code standard [33]. �e 

higher version of the QR code can carry a larger data capacity. For example, the data 

capacity of QR version 1 is 208 modules and the QR version 40 is 29,648 modules. 

QR codes can be not only printed on paper but also displayed on screens. Decoders 

are no longer confined to special barcode scanners but can be replaced with mobile 

devices equipped with camera lenses. Because cameras have become standard equip-

ment on smartphones, the popularity of smartphones creates a very favorable envi-

ronment for using QR codes.

Figure  4 shows the basic structure of the QR code. �ey are quiet zone, position 

detection patterns, separators for position detection patterns, timing patterns, align-

ment patterns, format information, version information, data, and error correction 

codewords. Some details of the QR code can be referred to [1]. As the functional 

region is used to locate and geometric correct the QR code, usually they are not uti-

lized for secret embedding. Data and error correction codewords are often employed 

to conceal secret information.

3.2  Two‑level QR code

Two-Level QR code [19] is proposed by Tkachenko in 2016, which is a new rich QR 

code that has two storage levels. It enriches the encoding capacity of the standard QR 

code by replacing its black modules with specific textured patterns. �ese patterns 

are always perceived as black modules by QR code readers, hence it does not intro-

duce disruption in the standard QR reading process.

�e generation process of the 2LQR code is depicted in Fig. 5 and can be divided 

into four steps.

Quiet Zone

Position Dectection Patterns

Separators for Position 
Dectection Patterns

Timing Patterns

Alignment Patterns

Format Information

Version Information

Data and Error Correction 
Codewords

Function Patterns

Encoding Region

Fig. 4 The structure of QR codes [11]
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• Step 1: Generate standard QR code according to public message M1 . �e size of the 

QR code is N × N  pixels.

• Step 2: Encode private message M2 using error correction encoding and then scram-

ble codewords.

• Step 3: Select texture patterns from the pattern database. If the codewords in Step 2 

are q-ary, then q texture patterns are selected.

• Step 4: Replace black modules in standard QR codes with texture patterns according 

to the scrambled codewords.

�e first level of the 2LQR code is the same as the standard QR code storage level and 

is accessible for any classical QR code reader. �e second level is constructed by substi-

tuting black modules with specific texture patterns. It consists of information encoded 

using q-ary code with an error correction capacity. 42% of the texture patterns are cov-

ered by black pixels, and they will be treated as black modules by QR code reader. �is 

allows the 2LQR code to increase the storage capacity of the QR code without affecting 

the error-correction level of the cover QR code.

�e decoding process of the 2LQR code consists of two parts, that is, the decoding of 

the public message and private message. �e overview of the 2LQR code decoding pro-

cess is shown in Fig. 6.

• Firstly, the geometrical distortion of the scanned 2LQR code has to be corrected dur-

ing the pre-processing step. �e position tags are localized by the standard process 

Public 

message M1

Private 

message M2

Standard QR 

code 

generation

ECC encoding 

and 

Scrambling

Texture 

pattern 

selection

Replacement of black modules in 

QR code by texture patterns
2LQR code

Standard QR code

Scrambled codewords

Texture patterns

Fig. 5 The generation process of 2LQR code

Public 

message Mpub

Private 

message Mpriv

Image 

pre-processing

Module 

classification

Standard QR 

code reading

Pattern 

RecognitionBlack & White 

modules

2LQR with original size 

and correct orientation

P&S 2LQR 

code

Descrambling 

and ECC 

decoding

Black & White 

modules

Black 

modules

Fig. 6 The decoding process of 2LQR code
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[1] to determine the position coordinates. �e linear interpolation is applied to re-

sample the scanned 2LQR code. �erefore, at the end of this step, the 2LQR code has 

the correct orientation and original size N × N  pixels.

• Secondly, perform the module classification by a global threshold method, which is 

calculated as a mean value of the whole scanned 2LQR code. If the mean value of 

block p × p pixels is smaller than the global threshold, this block is in a black class 

(BC). Otherwise, this block is in a white class. �e result of this step is two classes of 

modules.

• �irdly, two parallel procedures are completed. On one side, the decoding of pub-

lic message M
′

1
  is performed by using the standard QR code decoding algorithm 

[1]. And on the other side, the BC class is used for pattern recognition of the tex-

tured pattern in scanned 2LQR code. �e pattern detection method compares the 

scanned patterns with characterization patterns by using the Pearson correlation. 

After descrambling and error correction decoding, private message M
′

2
   is obtained.

3.3  Dictionary learning

Over the past few years, dictionary learning for sparse representation of signals has 

attracted interest in the signal processing community. An overview of the latest dic-

tionary learning techniques is given in Refs. [35, 36] and the references therein. Some 

pioneering contributions to the problem of data-adaptive dictionary learning have been 

made by Aharon et al. [37, 38], who proposed the K-SVD algorithm. So far, the K-SVD 

algorithm is the most popular algorithm for dictionary design. �eoretical guarantees 

for K-SVD performance can be found in [39] and [40]. Dai et al. [41] developed a gen-

eral-purpose dictionary learning framework called SimCO that makes MOD [42] and 

K-SVD special cases. K-SVD is used to solve the problem of image denoising, espe-

cially to suppress zero-mean additive Gaussian white noise. �e main idea behind this 

approach is to train a dictionary to represent image patches economically [22]. K-SVD 

uses ℓ2 distortion as a measure of data fidelity. �e problem of dictionary learning is also 

solved from the perspective of analysis [43–45]. In addition to denoising, dictionary-

based techniques have also been applied in inpainting [23–25] and classification [26–28].

�e goal of dictionary learning is to learn an over-complete dictionary matrix 

D ∈ R
n×K  that contains K  signal-atoms (in this notation, columns of D ). A signal vec-

tor y ∈ R
n×K   can be represented,  sparsely, as a linear combination of these atoms; to 

represent y , the representation vector  x  should satisfy the condition  y ≈ Dx , made 

precise by requiring that �y − Dx�l ≤ ǫ  for some small value ǫ and some Ll norm. �e 

vector  x ∈ R
K   contains the representation coefficients of the signal  y . Typically, the 

norm l is selected as L1, L2 , or L∞.

If n < K  and D is a full-rank matrix, an infinite number of solutions are available for 

the representation problem. Hence, constraints should be set on the solution. Also, to 

ensure sparsity, the solution with the fewest nonzero coefficients is preferred. However, 

to achieve a linear combination of atoms in D , the sparsity term of the constraint is 

relaxed so that the number of nonzero entries of each column xi can be more than 1, but 

less than a number T0 . So, the objective function is
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where the letter F  denotes the Frobenius norm. In the K-SVD algorithm, the D is first 

fixed and the best coefficient matrix X is found. �en search for a better dictionary D . 

Only one column of the dictionary D is updated each time while fixing X . Better D and 

X are searched alternatively.

4  Methods—proposed dictionary learning based scheme

�e private message capacity of 2LQR is decided by the accuracy of texture pattern rec-

ognition. �e higher the accuracy of pattern recognition is, the lower the redundancy 

of error-correcting encoding is, and then the higher the storage capacity of the private 

message is. As discussed in Sect. 2, we adopt the dictionary learning method which can 

capture the global structure of data to do pattern recognition of the P&S texture module.

Dictionary learning (DL) aims to learn a set of atoms, or called visual words in the 

computer vision community, in which a few atoms can be linearly combined to well 

approximate a given signal. In this paper, dictionaries are used for texture pattern rec-

ognition. �e basic idea behind this approach is that the reconstruction errors of the 

texture modules are different according to the dictionaries used. �e concept of the pro-

posed method is illustrated in Fig. 7, wherein the learned dictionaries correspond to the 

basis vectors, which can be linearly combined with the coefficients αk to represent the 

input texture module. It is assumed based on the statistics of natural images [37] that 

most coefficients αk are zero, i.e., l0-norm ‖α‖0 is less than the constant value, TH . Given 

an input P&S texture module Sm,i , dictionarie Dm for texture module sets Sm can more 

accurately reconstruct Sm,i than dictionarie Dn for sets Sn , (n  = m) . �erefore, q learned 

dictionaries that optimally represent q types of P&S texture module can infer the texture 

pattern.

4.1  Dictionary generation for texture pattern

Dictionary generation is based on training sets. Training data is obtained in the follow-

ing way. First, P&S 2LQR codes are image-preprocessed and module classified to get 

(1)
min
D,X

∑

i

�xi�0, subjectto∀i, �Y − DX�2F ≤ ǫ,

Fig. 7 Concepts of the proposed pattern recognition method: an input texture module will be recognized as 

one type of texture pattern, whose dictionary can represent the P&S module with the smallest error
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black and white modules as stated in Sect. 3.2. �ose modules considered to be black 

are texture modules carrying secret information. Let q represents the number of types 

of patterns. �e texture modules are assigned to q sets, S1, S2, · · · , Sq , according to cor-

responding patterns (in training sets, the pattern of each P&S texture module is known). 

�en, selected or every module in set Sj are reshaped into column vectors, which are col-

umns of the matrix Xj ,
{

j = 1, · · · , q
}

 . In the rest of this paper, Xj is denoted as X , whose 

subscript is the same as Dj.

In the dictionary generation process, we need to generate q dictionaries that 

optimally represent the modules in q training sets, respectively. �e q dictionar-

ies,Dj ,
{

j = 1, · · · , q
}

 , were obtained by minimizing the following cost function:

where A(k) is the k th column vector of the matrix A which indicates the representation 

column vector corresponding to X(k) . �e K-SVD algorithm [38] is used to minimize 

Eq. (2). �e optimization process in Eq. (2) is executed q times to obtain q dictionaries. 

�e size of dictionary Dj is  p2 × m where p2 is the size of texture pattern and m  is the 

number of atoms in the dictionary. In the experimental section, we will discuss how to 

select the value of m.

4.2  Pattern recognition via learned dictionaries

To decode the private message in a P&S 2LQR code, first P&S 2LQR codes are image-

preprocessed and module classified to get black and white modules as stated in Sect. 3.2. 

�ose modules classified to be black are texture modules. Pattern recognition is per-

formed on each texture module.

In our dictionary learning based scheme, when the pattern of a P&S texture module is 

to be determined, it is first reshaped to a column vector xi . And then the following opti-

mization problem is solved:

α
i is the predicted representation column vector of xi , and its sparsity is controlled by 

the constant value, TH . Equation (3) shows that one of Dj ,
{

j = 1, · · · , q
}

 will repre-

sent xi with the smallest error. �erefore, the pattern can be estimated by evaluating the 

reconstruction errors, as shown in Equation (3) . Gradient pursuit algorithm [46], which 

is the fast version of the orthogonal matching pursuit [38] is utilized to solve Equation 

(3) . When Equation (3) is solved, a value j ∈ {1, · · · , q}  is obtained which indicates the 

pattern of the P&S texture module.

4.3  Framework of the whole recognition system

In this subsection, we will demonstrate the framework of the complete recognition sys-

tem based on the dictionary learning method exhaustively.

Figure 8 depicted the whole process of learning dictionaries (training) and pattern rec-

ognition (testing). In the training process, dictionaries for each type of texture pattern 

are learned. Firstly, numerical 2LQR codes are printed and scanned to get P&S 2LQR 

(2)
min
Dj ,A

∑

k

�A(k)�0, subjectto�X − DjA�
2
F

≤ ǫ,

(3)min
j={1,··· ,q}

∑

k

�xi − Djα
i�

2

F
, subjectto�αi�0 ≤ TH,
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codes. �en, the same image pre-processing step as that in Fig. 6 is utilized to correct 

the geometrical distortion of P&S 2LQR codes. After that, black module patches are 

assigned to 3 sets according to their original texture patterns, and the training dataset 

is generated. �en dictionaries for each type of texture pattern are learned on the train-

ing dataset. In the testing process, a scanned 2LQR code first goes through the image 

pre-processing step to correct geometrical distortion. �en module classification is per-

formed by the same threshold method as that in [1], and black class modules and white 

class modules are obtained. After that, with dictionaries generated from the training 

process, pattern recognition is performed for every black class module, except those for 

position tags.

5  Results and discussion

5.1  Experimental setups

All codes in our experiments are implemented in Matlab. Matlab function corr with 

parameters ‘Pearson’, ‘Spearman’, and ‘Kendall’ is used to simulate Pearson correlation 

used in reference [19], Spearman, and Kendall correlation used in reference [20], respec-

tively. We implemented Kendall weighted correlation according to its illustration in ref-

erence [20]. And according to its superior performance over Pearson, Spearman, and 

Kendall, which is the same as the statement in reference [20], we have reason to believe 

that its implementation is correct.

In our experiments, HP LaserJet 1022 and HP LaserJet P1008 printers are used, which 

are commonly used desktop printers in the office. RICOH MP 3053sp is used as a scan-

ner. �e printer resolution is 600 dpi (dot per inch), and the scanner resolution varies in 

the set {200, 300, 400, 600} dpi.

�e same texture patterns as in reference [19] are used, which are shown in Fig. 9. And 

will be denoted asP1 , P2 andP3 . �e size of the texture patterns are p × p  pixels, where 

p = 12  as in [19]. QR code of version 2 as in reference [19] is utilized. Public and private 

messages are generated randomly. Public messages are used to generate standard QR 

codes. Private messages are embedded into a QR code by substituting black modules 

with corresponding texture patterns. �e resulting numerical 2LQR codes are used in 

Fig. 8 The whole process of learning dictionaries and pattern recognition
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the following experiments. An example of numerical QR and its corresponding 2LQR 

code are shown in Fig. 10.

We generate 700 numerical 2LQR codes and print them by HP LaserJet 1022 and 

P1008 printers at 600 dpi, respectively. �en the printed 2LQR codes are scanned at dif-

ferent resolutions to obtain their P&S versions. Datasets printed by HP LaserJet 1022 are 

represented by P&S 1022, and those printed by HP LaserJet P1008 are represented by 

P&S 1008, respectively.

To obtain training datasets, firstly P&S 2LQR codes are image-preprocessed and mod-

ule classified to get black and white modules as shown in Fig.  6. �en black module 

patches are divided into 3 groups according to their corresponding original texture pat-

terns. For DL method, the number of training samples in each set is 3708 , which is the 

column size of the matrix X in Equation (2) and represent the total number of patches in 

dictionary learning.

For Kendall weighted method, the size of the training dataset is not stated in the origi-

nal work [20]. Figure 11 depicted the relationship between the number of training sam-

ples in each set and the error probability of pattern recognition. For both P&S 1022 and 

P&S 1008 datasets, the general trend of error probability versus the number of training 

samples is stated as follows. When the number of training samples is smaller than 600 , 

the error probability decreases fast as the training samples grow. When the number of 

training samples is larger than 600 , the error probability is almost constant. �erefore, 

the number of training samples is set to be 600 for Kendall weighted method.

5.2  Parameters selection in DL

�e number of atoms in dictionaries affects the performance of our proposed DL. Fig-

ure  12 depicted the relationship between error probability and the number of atoms. 

Fig. 9 The three texture patterns used in [19]. Each black or white dot is related to a pixel

Fig. 10 The numerical QR and 2LQR codes
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When the number of atoms is smaller than 256 , the error probability decreases as the 

number of atoms grows. And when the number of atoms is greater than 256 , the error 

probability increases as the number of atoms grows. �at is, the best pattern recognition 

performance of DL is obtained when the number of atoms is 256 . �erefore, the number 

of atoms, m , is set to be 256 in our experiments.

5.3  Pattern recognition performance

In this subsection, we will show the pattern recognition result using our proposed DL 

method, and compare it with correlation-based methods in references [19] and [20]. 

Before pattern recognition, the training process (as shown in Fig. 8) is performed and 

dictionaries for each type of texture pattern are obtained, which are visualized in Fig. 13. 

Fig. 11 Error probability versus the number of training samples for the Kendall weighted method

Fig. 12 Error probability versus the number of atoms in each dictionary when using the DL (proposed) 

method
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Many atoms in dictionaries bear similar shapes as their corresponding texture patterns. 

�is implies the expressiveness of the dictionary learning approach to printed texture 

modules.

5.3.1  Same resolution of scanner and printer

In this subsubsection, we will explore the performance of our proposed DL method in 

pattern recognition of the P&S texture modules and compare it with other techniques. 

�e scanner resolution is the same as that of the printer, that is, 600 dpi.

Table 1 shows the error probabilities of pattern recognition of the DL method, Pearson 

correlation-based method [19], and the other three correlation-based methods [20] in 

its second to sixth rows. �e lowest error probability of these methods is set in bold. 

Figure 14 also depicted these results vividly. Take P&S 1022 for example, the error prob-

ability of the proposed DL method is only 0.04% , and that of Pearson, Kendall, Spear-

man, Kendall weighted correlation is 16.84% , 14.90% , 14.90% , and 4.01% , respectively. 

�e error probability of the DL method is 1/421 − 1/133 of that of correlation-based 

methods. Moreover, besides the DL method, Kendall weighted method bears the best 

performance. �is implies that employing information from the training stage is good 

for pattern recognition.

In practice, 2LQR codes may be printed by more than one printer. In this case, we 

wish to decode 2LQR codes using only one set of trained dictionaries. Hence, we need 

to read P&S 2LQR codes generated by a printer different from that used for training 

Table 1 Error probability of pattern recognition

Methods P&S 1022 P&S 1008

P1 P2 P3 Total P1 P2 P3 Total

DL (Proposed) 0.04% 0.00% 0.09% 0.04% 0.00% 0.00% 0.01% 0.00%

Pearson [19] 40.67% 8.78% 0.97% 16.84% 47.20% 4.65% 0.68% 17.45%

Kendall [20] 35.97% 8.10% 0.49% 14.90% 44.41% 4.36% 0.41% 16.34%

Spearman [20] 35.97% 8.10% 0.49% 14.90% 44.41% 4.36% 0.41% 16.34%

Kendall weighted [20] 9.03% 2.11% 0.89% 4.01% 8.12% 1.49% 2.16% 3.89%

Fig. 14 Error probability of pattern recognition
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datasets. DL and Kendall weighted methods in these cases are referred to as DL-2 and 

Kendall weighted-2, respectively. �e last two rows of Table  2 shows performances of 

DL-2 and Kendall weighted-2. For P&S 1022 testing images, we use dictionaries learned 

(or pre-computed probabilities) from P&S 1008 training dataset, and for P&S 1008 

testing images, we use dictionaries learned (or pre-computed probabilities) from P&S 

1022 training dataset. We can see that even using training information from a different 

printer, DL and Kendall weighted methods still outperform other methods, and the DL 

method still bears the lowest error probability.

5.3.2  Pattern recognition performance at low scanner resolution

QR codes are usually captured and decoded by low-power barcode readers and mobile 

devices, which bear low resolutions. If the 2LQR code can also be decoded by these low-

resolution devices, its application in the real world will expand. In this subsection, we 

investigate the performance of 2LQR when the resolution of the scanner is lower than 

that of the printer.

Table 3 shows the error probability of pattern recognition results at low scanner reso-

lution, that is 400 , 300 , and 200 dpi. �ese experiments are conducted on a 2LQR data-

base printed by HP LaserJet 1022 printer at 600 dpi. �e error probabilities at these low 

scan resolutions are much higher than those at scan resolution of 600 dpi. �e lower the 

scan resolution is, the worse the texture patterns are blurred, and the harder it is to rec-

ognize the texture patterns. We can see that DL based method is significantly better than 

correlation-based methods [19, 20] when 2LQR codes are scanned with low-resolution, 

which situation is closer to the practical application.

5.4  Computation time

�e computation time of a pattern recognition scheme is very important, especially in 

the testing period. Short response time is conducive to improve the user experience, 

Table 2 Error probability of pattern recognition, when the model of printers used for training and 

testing database is different

Methods P&S 1022 P&S 1008

P1 P2 P3 Total P1 P2 P3 Total

DL-2 (proposed) 0.05% 0.05% 0.01% 0.04% 0.11% 0.00% 0.11% 0.07%

Kendall weighted-2 8.37% 4.14% 2.35% 4.97% 12.88% 0.67% 1.10% 4.84%

Table 3 Error probability of pattern recognition at low scan resolution

Resolution 400 dpi 300 dpi 200 dpi

Methods

 DL (proposed) 0.12% 1.36% 8.17%

 Pearson [19] 24.50% 32.76% 37.27%

 Kendall [20] 23.64% 33.16% 37.84%

 Spearman [20] 23.64% 33.16% 37.84%

 Kendall weighted [20] 10.50% 23.38% 29.30%
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thus improve the practicability of the scheme. To test the response time of each pattern 

recognition method fairly, we run them on a �inkPad × 1 carbon laptop with Intel Core 

i7-8650U CPU and 16 GB memory. �e time spent is averaged over the test database 

with more than 2000 scanned images.

Figure 15 shows the computation time for each method to recognize texture patterns 

in a 2LQR code. DL bears the shortest response time, and it will potentially improve the 

user experience.

As dictionaries can be trained only once and used in all of the posterior testings, they 

can be trained offline and then assembled into 2LQR reading devices. �erefore, it is the 

storage space occupied by dictionaries that may affect the user experience and product 

availability, not the training time. Each dictionary contains 144 × 256 floating numbers. 

When representing a floating number in 4 bytes, 0.14 megabytes are needed for storing 

one dictionary. If readers are interested in the training time, it is about 11 s for training 

one dictionary when performed on our �inkPad × 1 carbon laptop.

6  Conclusions

Print-and-Scan (P&S) process blurs texture modules in 2LQR, and pattern recognition 

of P&S texture modules is a challenge. �is phenomenon decreases the accuracy of the 

private message reading in the 2LQR code. To ensure exact private message extraction, 

larger redundancy is needed, and effective embedding capacity is reduced. In previ-

ous literature, correlation measures are employed to recognize the texture modules. To 

boost private message embedding capacity, a powerful pattern recognition algorithm of 

P&S texture modules is needed.

�is paper proposes a pattern recognition scheme for the P&S texture module based 

on Dictionary Learning (DL). �is is the first time that the DL technique is used for this 

type of application. Our method is suitable for ordinary use, e.g., desktop laser printers 

that bear high pixel expansion, scanner resolution that is the same or lower than the 

printer resolution (namely 2/3, 1/2, and 1/3 of the printer resolution). �e experimen-

tal results show that the dictionary learning-based method performs significantly bet-

ter than the correlation-based method. Moreover, the dictionary learning-based method 

Fig. 15 Computation time for each method to recognize texture patterns in a 2LQR code
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takes the least time in the detecting stage. �ese advantages of dictionary learning-based 

methods will enhance the practicability of the 2LQR code.

Abbreviations

QR: Quick response code; 2LQR: Two-level QR code; P&S: Print-and-scan; DL: Dictionary learning; dpi: Dot per inch.
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