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Act ion Recognit ion

 Act ion Recognit ion

 St at ic act ion/ gest ure

 Signal f rom a single image

 Visual cues:  shape

 Dynamic act ion/ gest ure

 Signal f rom a sequence

 Visual cues:  shape and mot ion

 Applicat ions

 Video surveil lance

 Mult imedia analysis

 Human-robot  int eract ion (HRI)

Dynamic actions



Goal & Chal lenges

 Problem

 Develop an ef f icient  and robust  syst em t o recognize 

human gest ures and act ions f rom a moving plat form 

and under clut t ered,  dynamic background.

 Challenges

 Clut t ered,  dynamic background

 Moving plat forms (e.g.  robot s)

 Moving gest ures/ act ions 

 Appearance variat ion

 Occlusions



Mot ivat ion

 Expl icit  human pose 

est imat ion is very 

dif f icult  and t ime 

consuming due t o high 

dimensional it y,  

occlusions and color 

ambiguit y.

Instead, our approach is based on implicit pose 

estimation by learning and matching action prototypes.



Cont ribut ions

 A prot ot ype-based approach is int roduced for robust ly 

det ect ing and mat ching prot ot ypes,  and recognizing 

act ions against  dynamic backgrounds.

 Act ions are modeled by learning a prot ot ype t ree in a 

j oint  shape-mot ion space via hierarchical k-means 

clust ering.

 Frame-t o-f rame dist ances are rapidly est imat ed via fast  

prot ot ype t ree search and look-up t able indexing.

 A new chal lenging dat aset consist ing of  14 gest ures is 

int roduced for publ ic use.
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Act ion Represent at ion by

Joint  Shape-Mot ion Descript ors
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Mot ion Compensat ion

Raw optical flow field Compensated flow field

Raw motion descriptor Compensated motion 
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Combined appearance 
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Learning Act ion Prot ot ypes

 For handl ing large t raining dat abase 
of  act ion videos,  we represent  
act ions as a set  of  basic act ion unit s 
cal led prot ot ypes.

 Hierarchical k-means clust ering in a 
j oint  shape and mot ion space using 
t he Eucl idean dist ances

 Use k-means cent ers as t he shape-mot ion 
prot ot ypes.  

 Const ruct  a prot ot ype-t o-prot ot ype 
dist ance mat rix t hat  is used as a look-up 
t able t o speed-up t he recognit ion 
process.

 Build a prot ot ype t ree t o rapidly search 
for mat ching prot ot ypes



Act ion Prot ot ypes

Shape components Motion components

Number of clusters: K = 16

 Shape-Mot ion Prot ot ypes

 Impl icit  pose models



Binary Prot ot ype Tree



Act ion Recognit ion Process
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Frame-t o-prot ot ype mat ching

 Joint  l ikel ihood model

 Opt imizat ion problem

V - observation r.v.

- prototype r.v.

- Localization r.v.

Prototype 

matching term

Action

localization term
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Frame-t o-prot ot ype mat ching

 Joint  l ikel ihood opt imizat ion

 Only search using t he space (set ) of  learned act ion 

prot ot ypes inst ead of  t he ent ire high-dim.  pose 

space,  making t he met hod comput at ional ly 

ef f icient .

),,(maxarg)(*

pp
Vp 

 


For a set of samples



Prot ot ype-based Sequence Mat ching
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Alignment -based Recognit ion

 Act ion-t o-Act ion dist ance

 Recognit ion

 K-nearest  neighbor (k-NN) classif icat ion

 Non-modeled act ions are rej ect ed by 

t hresholding t he act ion-t o-act ion dist ances



Act ion Local izat ion
 Init ial ize by background subt ract ion 

or a generic human det ect or,   and 
t rack t he person by a local mode 
seeking-based t racker,  such as 
meanshif t [Comaniciu03]

 Build a part -based appearance 
model using nonparamet ric kernel 
densit y est imat ion

 Form appearance-based l ikel ihood 
maps by l inearly combing part  
l ikel ihood (probabil i t y) maps

 Locat ion l ikel ihood:  t he dif ference 
of  average appearance-based 
l ikel ihood bet ween inside and 
out side t he rect angular regions -
Like a general ized Laplacian
operat or

torso

legs

head

head likelihood Torso likelihood Leg likelihood
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Example:  Act ion Local izat ion



Experiment s

 Applicat ion

 Gest ure Recognit ion

 Act ion Recognit ion

 Joint  Shape-Mot ion Descript or

 16*16 shape descript or

 Four channels of  8*8 mot ion descript or

 Tot al dimension:  512



Dat aset s

 Kecklab Gest ure Dat aset

 Weizmann Act ion Dat aset

The Weizmann act ion dat aset  cont ains 90 videos of  

10 act ions performed by 9 individuals.

L.  Gorel ick,  M.  Blank,  E.  Shecht man,  M.  Irani,  and

R.  Basri.  Act ions as space-t ime shapes.  In IEEE

Trans.  PAMI,  29(12):2247–2253,  2007.

ht t p: / / www.wisdom.weizmann.ac. i l / ~vision/ SpaceT

imeAct ions.ht ml

The Keck gest ure dat aset  cont ains 252 

videos of  14 gest ures performed by 3 

individuals.

 Training sequences (f ixed camera)

 Test ing sequences (moving camera)

 Noisy,  occluded t est ing sequences 
(moving camera,  moving obj ect s,  
occlusions)

“Robot”Stereo sensor



Dat aset s
 KTH Dat aset  

 2391 act ion sequences (50-250 f rames)

 25 people,  4 scenarios,  6 act ions

 6 act ions (Boxing,  walking,  running,  hand-crapping,  hand-waving,  

j ogging)

 4 scenarios (S1 :  out door, S2 :  out door wit h scale variat ion,  S3 :  out door 

wit h dif ferent  clot hs,  S4 :  indoor)

http:/ /www.nada.kth.se/cvap/actions/



Result s on t he Gest ure Dat aset

 St at ic camera,  st at ic background

 ‘ leave-one-person-out ’ experiment  on t raining dat a



Result s on Keck Gest ure Dat aset

 Moving camera,  dynamic background



Result s on Weizmann Dat aset

http://www.wisdom.weizmann.ac.il/~vision/SpaceTimeActions.html

Leave-one-person-out experiments



Result s on t he KTH Dat aset

Leave-one-person-out experiments



Result s on t he KTH Dat aset

Leave-one-person-out experiments



Result s on Frame-t o-Prot ot ype Mat ching 

(Gest ure & Weizmann)



Result s on Frame-t o-Prot ot ype Mat ching (KTH)



Act ion Recognit ion Demo



Summary on Act ion Recognit ion

 Conclusions

 The approach learns act ion prot ot ypes in a j oint  shape 
and mot ion space t o perform accurat e and ef f icient  
act ion recognit ion.

 The approach can handle chal lenging cases,  such as 
moving camera and dynamic background.

 Fut ure work

 Discriminat ive feat ure and prot ot ype learning algorit hms 
for improving recognit ion performance (SVM, Adaboost ).

 Simult aneous act ion det ect ion and recognit ion based on 
hierarchical shape-mot ion models.  



Conclusion and Fut ure Work

 Even t hough robust  performance can be obt ained 

in t hese fundament al component s,  t here are st i l l  

many unsolved problems.  

 Incorporat ion of  scene-specif ic cues or high-level spat ial  

or t emporal cont ext s would make human movement  

analysis more rel iable and accurat e.  

 Int egrat ing t he fundament al component s int o a robust  

surveil lance syst em working in chal lenging real-world 

scenarios.


