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Abstract

Recently released depth cameras provide effective esti-

mation of 3D positions of skeletal joints in temporal se-

quences of depth maps. In this work, we propose an effi-

cient yet effective method to recognize human actions based

on the positions of joints. First, the body skeleton is de-

composed in a set of kinematic chains, and the position of

each joint is expressed in a locally defined reference sys-

tem which makes the coordinates invariant to body trans-

lations and rotations. A multi-part bag-of-poses approach

is then defined, which permits the separate alignment of

body parts through a nearest-neighbor classification. Ex-

periments conducted on the Florence 3D Action dataset and

the MSR Daily Activity dataset show promising results.

1. Introduction

Imaging technologies have recently shown a rapid ad-

vancement with the introduction of consumer depth cam-

eras with real-time capabilities, like Microsoft Kinect or

Asus Xtion PRO LIVE. These new acquisition devices

have stimulated the development of various promising ap-

plications, including human pose reconstruction and esti-

mation [1, 6, 12], scene flow estimation [7], hand gesture

recognition [2], face super-resolution [3]. Encouraging re-

sults shown in these works have been made possible also

thanks to the advantages that depth cameras have in com-

parison to conventional cameras, such as an easier fore-

ground/background segmentation, and a lower sensitivity to

lighting conditions.

In particular, an increasing attention has been directed

to the task of recognizing human actions using depth map

sequences. To this end, several approaches have been devel-

oped in the last few years that can be categorized as: skele-

ton based, that estimate the positions of a set of joints in

the human skeleton from the depth map, and then model

the pose of the human body in subsequent frames of a se-

quence using the position and the relations between joints;

depth map based, that extract volumetric and temporal fea-

tures from the overall set of points of the depth maps in a

sequence; and hybrid solutions, which combine information

extracted from both the joints of the skeleton and the depth

maps. Following this categorization, existing methods for

human action recognition with depth cameras are shortly

reviewed below.

1.1. Related work

Skeleton based approaches have become popular thanks

to the work of Shotton et al. [12], where a real-time method

is defined to accurately predict 3D positions of body joints

in individual depth map without using any temporal infor-

mation. In that work, prediction accuracy results are re-

ported for 16 joints, but the Kinect tracking system devel-

oped on top of this approach is capable to estimate 3D po-

sitions for 20 joints of the human skeleton. Relying on the

joints location provided by Kinect, in [15] an approach for

human action recognition is proposed which computes his-

tograms of the locations of 12 3D joints as a compact rep-

resentation of postures. The histograms computed from the

action depth sequences are then projected using LDA and

clustered into k posture visual words, which represent the

prototypical poses of actions. The temporal evolutions of

those visual words are modeled by discrete Hidden Markov

Models (HMMs). Results were provided on a proprietary

dataset and on the public Microsoft Research (MSR) Ac-

tion3D dataset [9]. In [16], human actions recognition is

obtained by extracting three features for each joint which

are based on pair-wise differences of joint positions, respec-

tively: differences between joints in the current frame; be-

tween joints in the current frame and the preceding frame;

and between joints in the current frame and in the initial

frame of the sequence that is assumed to approximate the

neutral posture. Since the number of these differences re-

sults in a high dimensional feature vector, PCA is used to

reduce redundancy and noise in the feature, and to obtain a

compact EigenJoints representation for each frame. Finally,

a naı̈ve-Bayes nearest-neighbor classifier is used for multi-

class action classification on the MSR Action3D dataset.
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Methods based on depth maps, do not rely on fitting a

humanoid skeleton on the data, but use instead the entire

set of points of depth map sequences to extract meaning-

ful spatiotemporal descriptors. In [9], depth maps of a se-

quence are projected onto the three orthogonal Cartesian

planes and a specified number of points at equal distance

along the contours of the projections are sampled for each

frame. Then, the 3D points that are nearest to the sam-

pled 2D points are retrieved. Since the projections to the

xz and zy plane can be very coarse due to the resolution

of the depth map, interpolation may be required in order

to construct these projections. In addition, each projec-

tion may have multiple unconnected regions, and in such

a case contours of all regions are sampled. Finally, the sam-

pled points are used as bag-of-points to characterize a set

of salient postures that correspond to the nodes of an ac-

tion graph used to model explicitly the dynamics of the

actions. Experimental results reported on the MSR Ac-

tion3D dataset have shown over 90% recognition accuracy

by sampling only about 1% 3D points from the depth maps.

In [13], a three-dimensional action sequence is treated as

a 4D shape and random occupancy pattern (ROP) features

are extracted. Since in the depth sequences many subvol-

umes do not contain useful information for classification,

a weighted sampling approach is proposed based on the re-

jection sampling, which samples discriminative subvolumes

with high probability. An Elastic-Net regularized classifi-

cation model is then developed to further select the most

discriminative features, and sparse coding is utilized to en-

code the features. A descriptor of depth information for

action representation is also proposed in [5]. In particu-

lar, with this descriptor the structural information of spa-

tiotemporal points within action volumes is captured using

distance information in depth data. The approach in [17]

projects depth maps onto three orthogonal planes and accu-

mulates global activities through entire video sequences to

generate Depth Motion Maps (DMM). In particular, DMMs

are generated by projecting depth maps onto the three or-

thogonal Cartesian planes, computing a motion energy by

thresholding the difference between two consecutive maps,

and stacking the energies for each projection. Histograms of

Oriented Gradients (HOG) are then computed from DMM

as the representation of an action video and used as input to

SVM classifiers. Recognition results on the MSR Action3D

dataset are reported.

Hybrid solutions try to combine positive aspects of both

skeleton and depth-map based methods. Relying on the

depth data and the estimated 3D joint positions, the ap-

proach in [14] proposes a Local Occupancy Pattern (LOP)

as local feature for human body representation. With this

approach, each 3D joint is associated with a LOP which can

be regarded as the “depth appearance” of the 3D joint. In

addition, the temporal structure of an individual joint in an

action is represented through a temporal pattern represen-

tation called Fourier Temporal Pyramid, which is quite in-

sensitive to temporal sequence misalignment and noise. The

concept of actionlet is then introduced to indicate a struc-

ture of the features originated by a particular conjunction

of the features for a subset of the joints. Since the number

of possible actionlets is intractable, a data mining solution is

used to discover discriminative actionlets. Finally, an action

is represented as an Actionlet Ensemble, that is a linear com-

bination of the actionlets where the discriminative weights

are learnt via a multiple kernel learning method.

1.2. Paper contribution and organization

In this work, we propose a skeleton based solution for

human action recognition from sequences of depth maps

acquired with a Kinect camera. The key idea of our ap-

proach is to use joint positions to align multiple-parts of

the human body using a bag-of-poses solution applied in a

nearest-neighbor framework. In so doing, the approach re-

sults in a simple and efficient implementation that does not

require any parameter learning. Experimental results also

evidence competitive results of the approach in comparison

to existing skeleton based solutions.

The contributions of this work are threefold. First,

we propose an original representation of the human body,

which is based on four kinematic chains. The coordinates of

each joint in a kinematic chain are expressed in a local ref-

erence system which is defined at the preceding joint in the

chain. This permits the coordinates to be expressed invari-

antly to translation and rotation of the body with respect to

the camera reference system. In addition, Cartesian coordi-

nates are used to avoid the “gimbal lock” problem. Second,

we give a multi-part modeling of the body using the above

joints representation, with the idea to align separately mean-

ingful body parts. Our system seeks the best sequence able

to independently align the sub-parts, so that if the full body

feature may be noisy, the classifier will still obtain a strong

score from aligning sub-parts of the body. Finally, we use

nearest-neighbor alignment to perform action classification.

On this latter point, we share some ideas with the approach

in [16]. However, our solution is more general not requiring

any re-training or assumption about the pose in the initial

frame of a sequence. In fact, in [16] NN-classification is

applied to the PCA projection of feature vectors that also

include the difference between joint positions in the current

frame and in the first frame of a sequence that is assumed

to show a neutral pose of the body. As a consequence, PCA

training should be recomputed when new classes or exam-

ples per class are added. In addition, the method strongly

depends from the accurate sequence segmentation, which is

necessary to guarantee the neutral pose hypothesis on the

initial frame to hold. Both these limitations do not occur in

our solution.
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The rest of the paper is organized as follows: In Sect. 2,

the proposed skeletal representation of the human body is

described. This representation is then exploited in a multi-

part nearest-neighbor classifier to perform action classifica-

tion, as discussed in Sect. 3. Results obtained using the pro-

posed framework on two benchmark datasets are reported

in Sect. 4. Finally, discussion and conclusions are drawn in

Sect. 5.

2. Skeletal representation

The proposed action recognition system relies on a skele-

tal based representation of the human body. This is provided

by the Kinect platform that outputs a wireframe skeleton at

a rate of 30 fps for each human body recognized in the ac-

quired RGB-D datastream. Each skeleton part — forearm,

upper arm, torso, head, etc. — is modelled as a rigid body.

The position of the skeleton joints are provided as (x, y, z)
coordinates in an absolute reference system that places the

Kinect device at the origin with the positive z-axis extend-

ing in the direction in which the device is pointed, the pos-

itive y-axis extending upward, and the positive x-axis ex-

tending to the left. However, this absolute representation

is highly inefficient and redundant since the coordinates of

joints are mutually correlated, for instance, a simple rota-

tion of the upper arm results into a change of all the 3D

coordinates of the wrist. A much more convenient and gen-

erally adopted solution relies on modeling the movements

of the human body using kinematic chains, the root of the

kinematic tree being the torso (base body) and the position

of each joint being expressed relative to its parent joint.

We adopt the same representation model proposed

in [11] and assume that the relative position of joints of the

human torso — composed of the left and right shoulders,

the base of the neck and the left and right hips — does not

change over time. Thus, the entire torso is modeled as a

rigid part and the remaining joints are classified into first

and second degree joints. The first degree joints are those

that are adjacent to the torso: the elbows and the knees.

The second degree joints are the children of the first degree

joints in the four kinematic chains: the wrists and the feet.

The position of each first degree joint is expressed in a

coordinate system that is derived from the torso frame. This

is a 3D orthonormal basis {�u,�r,�t} resulting from the Princi-

pal Component Analysis (PCA) of the positions of the torso

joints. The first component �u is aligned with the backbone

and oriented downward. The second component �r is aligned

with the shoulders line and oriented from the right to the left

shoulder. The third component �t is the cross product of the

first two components �t = �u× �r.

The torso frame is translated so as to express the coor-

dinates of the first degree joints (see Fig. 1). Coordinates

[u, r, t]
0

of the left elbow joint are expressed in the torso

frame coordinate system translated so as to center the ori-

(u,r,t)0

(u,r,t)4

u
�

r
�

t
�

(u,r,t)1
(u,r,t)2

(u,r,t)3

(u,r,t)5

(u,r,t)6

(u,r,t)7

Figure 1. The body skeleton and the first and second degree coor-

dinate systems.

gin at the left shoulder joint. Coordinates [u, r, t]
1

of the

left knee joint are expressed in the torso frame coordinate

system translated so as to center the origin at the left hip

joint. Similarly, coordinates of the right elbow and knee are

expressed in a torso frame coordinate system centered at the

right shoulder and hip, respectively: [u, r, t]
3

and [u, r, t]
2
.

It should be noticed that this solution differs from the one

proposed in [11] where two angular variables are used to

represent the first degree joints in polar coordinates. Differ-

ently, we represent the coordinates of the first degree joints

in Cartesian coordinates [u, r, t], which makes the repre-

sentation system immune to the well known “gimbal lock”

problem.

The position of each second degree joint is expressed in

a coordinate system that is derived from the coordinate sys-

tem used to represent the position of its parent joint. Given

a second degree joint, the {�u,�r,�t} system with origin cen-

tered at the root of its kinematic chain is rotated and trans-

lated so as to center its origin at the parent first degree joint.

The applied rotation is such that the direction of �r matches

the direction of the link between the root of the kinematic

chain and the parent first degree joint. In this way four new

coordinate systems [u, r, t]k, k = 4, . . . , 7 are created with

origin at the left elbow, left knee, right knee and right elbow,

respectively (see Fig. 1). Based on this representation sys-

tem, a generic body pose is represented by a 24-dimensional

feature vector h = [u0, r0, t0, . . . , u7, r7, t7] measuring the

coordinates of the first and second degree joints in their co-

ordinate systems. All of the vectors vj = [uj , rj , tj ] are L2-

normalized in order to obtain robustness to different people

body size and noise in the 3D estimation due to distance

from the sensor.
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3. Action classification

State of the art methods for image classification are

based on parametric classifiers, like SVM, Boosting, etc.,

which require an intensive learning/training stage. In con-

trast, non-parametric Nearest-Neighbor (NN) based classi-

fiers have some favorable properties: Naturally deal with a

large number of classes; Avoid the overfitting problem; Do

not require parameters learning. However, the large perfor-

mance gap between these two families of approaches ren-

dered NN-based image classifiers useless. This position has

been recently rebutted in [4], where it was observed that

the effectiveness of NN for image classification has been

largely underestimated due to the quantization of image de-

scriptors and the computation of image-to-image distance.

In particular, the experiments in [4] showed that frequent

descriptors have low quantization error, but rare descriptors

have high quantization error. Since discriminative descrip-

tors tend to be rare, quantization can significantly degrade

the discriminative power of descriptors. In addition, they

observed that computing image-to-class distance, which de-

pends on the distribution of the descriptor over the entire

class, provides better generalization capability than image-

to-image distance. Extension of these concepts to NN-

based video classification for action recognition was also

proposed in [16].

3.1. NBNN on bag of poses

Following this idea, in our approach a Naı̈ve-Bayes

Nearest-Neighbor (NBNN) classifier is applied for action

recognition. For each frame in a sequence of depth maps,

a feature vector is computed and used without quantization

as frame descriptor, as detailed in Sect. 2. Considering M
classes of actions to be recognized Ck, k = 1, . . . ,M , a

number of labelled sequences per class is used as “train-

ing” set. Actually, this step does not include any learn-

ing/training of parameters, but the frame descriptors of

these labelled sequences just serve as prototypes of a class.

According to this, given a depth frame fi of a query se-

quence and its descriptor hi, for each class Ck the training

frame is searched which minimizes the distance:

dCk

i = ‖hi −NNCk(hi)‖
2, (1)

where NNCk
(hi) is the NN-descriptor of hi in the train-

ing frames of class Ck. Repeating this step for each

frame fi, i = 1, . . . , S of a sequence, a set of M class-

reconstructed sequences are derived, each comprising the

NN-frames in the class Ck.

Based on the distance between a query frame descriptor

and its NN-frame descriptor, a goodness value is than asso-

ciated to each of the class-reconstructed sequences:

GCk =
1

S

S
∑

i=1

gCk

i =
1

S

S
∑

i=1

exp(dCk

i /σ2). (2)

3.2. Weak temporal alignment of bag of poses

However, the goodness value computed between two se-

quences does not account for their temporal ordering. Due

to this, frames in the class-reconstructed sequences could

have a meaningless temporal ordering when compared to

the query sequence. So, in order to account for the temporal

correlation between two sequences, the Kendall rank corre-

lation coefficient (also known as Kendall’s τ coefficient) is

computed, which produces an index in the [−1, 1] interval:

τ equal to 0 means that the two sequences have indepen-

dent ordering; values of τ equal to +1 or −1 indicate, re-

spectively, that the two sequences have values that follow

the same or opposite ordering. In our case, the Kendall’s τ
coefficient is computed between the S frames of a query se-

quence and the class-reconstructed sequence of each class

Ck:

τCk =
NCk

a −NCk

d
1

2
N(N − 1)

, (3)

where NCk

a and NCk

d represent, respectively, the number of

observation pairs (i.e., frames) in the two sequences which

are in agreement/disagreement. Finally, the two scores are

combined together to obtain the overall classification score

of a query sequence with respect to a class Ck. To this end

the τCk value is normalized in [0,1], that is: TCk = (τ +
1)/2. The class C∗

k which maximizes the overall score is

assumed as the label for the query sequence:

C∗

k = argmax
Ck

(αGCk + (1− α)TCk). (4)

In our preliminary experiments, we found that even for

reasonably high α values (e.g., 0.8) the TCk scoring ac-

tually helps in disambiguating classes that appear simi-

lar if the order is not taken into account, like sit down

and stand up, but may decrease the recognition accu-

racy for other classes. Instead, we found beneficial to

add an extra feature to the feature vector obtaining h =
[

u0 r0 t0, . . . , u7 r7 t7, β
s
S

]

, where s is the frame index

and S is the sequence length in frames. The constant β
ensures that the weight of the temporal feature is not dis-

carded because of the high dimensionality of the vector

and it is selected by cross-validation. To encode short

time temporal relationships, we also add to vector h tem-

poral derivatives [duj drj dtj ]. The final feature set is

h =
[

u0 r0 t0, du0 dr0 dt0, . . . , β
s
S

]

.

For efficiency reasons, the frame descriptors of the train-

ing sequences of a class are stored in a KD-tree (a total

of M trees are constructed). Using a KD-tree, the class-

reconstructed sequence of a query with S frames is con-

structed with S searches, each search having a logarith-

mic cost in the number of frames in the tree. As it can

be observed in Fig. 2, our approach performs an implicit

sequence-to-class alignment procedure picking for each
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Figure 2. Weak alignment between query (top) and (bottom) reconstructed sequence from the correct class with the normalized time-stamps.

frame the best exemplar without taking into account the se-

quence, but only the relative positioning. Dynamic Time

Warping (DTW) instead, performs a sequence-to-sequence

alignment; thus our method can leverage a lot more data

since virtually any combination of frames from a class can

be used to reconstruct the query sequence.

3.3. Multi-part models

Following the approach proposed in [14] based on learn-

ing relevant depth and joint features for each action class,

we improve our model by combining multiple local body

descriptors computed hierarchically. Let δp be a binary vec-

tor representing a selector for part p, that picks a subset of

the features such that δp ◦ h =
[

up rp tp, β
s
S

]

; we simply

zero all features except the one not belonging to the part and

the normalized frame. To define a higher order feature it is

sufficient to OR two selectors: δLA = δLE ∨ δLH , where

LA, LE and LH indicate the left arm, elbow and hand, re-

spectively. The legs, torso and lower body selector can be

obtained as such. This procedure also applies to derivatives

separately. For a multi-part model the NBNN classifier be-

comes:

argmax
Ck

=
1

S

∑

p∈P

S
∑

i=1

exp
(

‖δp ◦ hi −NNCk(δp ◦ hi)‖
2/σ2

p

)

,

(5)

given a set of parts P . We estimate the σp value as:

σp =
1

S(S − 1)/2

∑

i∈D

∑

j∈D

‖δp ◦hi−δp ◦hj‖, ∀i < j ∈ D,

with a sample of the training data D. The value σp is fixed

for each part and does not depend on the category. The same

approach is used to tune the sigma in Eq. 5. Note that we

are not learning the feature representation, but the key idea

is to align separately meaningful body parts. Our system

seeks the best sequence able to independently align the sub-

parts. As an example, if the full body feature may be noisy,

the classifier will still obtain a strong score from aligning

the torso or the arms in actions such as drinking or eating.

4. Experimental results

The proposed method has been evaluated on two

datasets: the Florence 3D Action Dataset [8]; and the Mi-

crosoft (MSR) Daily Activity 3D dataset [14]. Results

scored by our approach on these datasets were also com-

pared against those obtained by state of the art solutions.

4.1. Florence 3D Action dataset

The dataset collected at the University of Florence dur-

ing 2012 [8], has been captured using a Kinect camera. It in-

cludes 9 activities: wave, drink from a bottle, answer phone,

clap, tight lace, sit down, stand up, read watch, bow. Dur-

ing acquisition, 10 subjects were asked to perform the above

actions for 2/3 times. This resulted in a total of 215 activity

samples. As an example, frames in Fig. 2 are extracted from

a read watch sequence used for test (upper line), and from

read watch training sequences (lower line) of this dataset.

Figure 3. Florence 3D action dataset: Confusion matrix.
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The confusion matrix for our approach on this dataset is

reported in Fig. 3. The results are given for the multi-part

variant of our approach that resulted superior to the basic

solution as compared in Sect. 4.3. From the table it can be

observed that, as expected, the larger classification errors

are observed for actions that involve same joint groups, like

for drink from a bottle and answer phone or for the bow

which is confused with sitdown. It can be also observed

as the temporal ordering accounted in the frame descrip-

tors helps in reasonably distinguishing between actions that

present same body postures but performed in different tem-

poral ordering.

4.2. MSR Daily Activity 3D dataset

The Daily Activity 3D dataset was captured at Microsoft

Research using a Kinect device [14]. There are 16 activities:

drink, eat, read book, call cellphone, write on a paper, use

laptop, use vacuum cleaner, cheer up, sit still, toss paper,

play game, lie down on sofa, walk, play guitar, stand up,

sit down. There are 10 subjects in the dataset. Each subject

performs each activity twice, once in “standing” position,

and once in “sitting on sofa” position. The total number of

the activity samples is 16× 2× 10 = 320. This dataset has

been designed to cover humans daily activities in a living

room. As a consequence, when the user stands close to the

sofa or sits on the sofa, the 3D joint positions extracted by

the skeleton tracker are very noisy. In addition, most of the

activities involve humans-object interactions, thus making

this dataset quite challenging.

Figure 4. MSR Daily Activity dataset: Confusion matrix.

Experiments have been conducted, on both datasets, us-

ing a cross-actor training/testing setup. Specifically, we left

out each actor from the training set and repeated an experi-

ment for each of them (leave-one-actor-out). The confusion

matrix obtained using the multi-part variant of our approach

is reported in Fig. 4. For this dataset it can be noted as

the more critical actions to classify correspond to the cases

where subjects interact with external objects, rather than to

pose variations alone. Our algorithm occupy a very tiny

time-slot (<10 ms) with respect to the user detection and

tracking. For a single user our system runs at 20 FPS on

standard hardware.

4.3. Comparative evaluation

The proposed approach has been also evaluated through

a comparative analysis, which is reported in Tab. 1. The

first investigation aims to evidence accuracies obtained

by using the different variants of our solution. In par-

ticular, in the Table we indicate our base solution with

“NBNN”, its variants adding separately time and parts as,

respectively, “NBNN+parts” and “NBNN+time,” and the

solution which accounts for time and parts together as

“NBNN+parts+time”. Results obtained on both the Flo-

rence 3D and the DailyActivity3D datasets show that the

“time” feature is as relevant as the part based modeling in

improving the performance of the NBNN base approach;

both cues combined together yield state of the art results. It

can be also noted that the improvement obtained with the

“time” and “parts” features is lower for the Florence 3D

Action dataset that has less classes and action samples are

shorter on average. The Florence3D dataset is probably less

difficult than MSR Daily because only a few actions are per-

formed through external object interactions.

Method Florence 3D MSR Daily

NBNN + parts + time 0.82 0.70

NBNN + time 0.81 0.60

NBNN + parts 0.81 0.60

NBNN 0.78 0.53

Actionlets [14] - 0.68

DTW [10] - 0.54

Table 1. Recognition accuracy comparison for the Florence 3D

and the MSR Daily Activity 3D datasets. For the method in [14],

results obtained using only the joints position are reported.

On the MSR Daily Activity 3D dataset, we also com-

pared our approach with the solutions reported in [10]

and [14]. The solution in [10] uses Dynamic Temporal

Warping (DTW) to match the 3D joint positions to a tem-

plate, and action recognition can be done through a nearest-

neighbor classification method. The method in [14], in-

stead, uses the estimated 3D joint positions and a Local Oc-

cupancy Pattern (LOP) as local feature for human body rep-

resentation. Since our method only exploits the joints posi-

tions, for a fair comparison in the Table we report the results

of [14] obtained only using the joints positions, as given by

the authors. In both datasets we can observe that actions

characterized by the same articular groups can be mistaken:

{tight lace, sit down, stand up} and {answer phone, drink,

484484484484



wave} on Florence 3D dataset; on the MSR Daily Activity

we can observe a diffused confusion in the upper left quad-

rant of the confusion matrix relative to {drink, eat, call, eat,

write}. Also, since we are not employing features other than

the joints representation our approach has not very high ac-

curacy on actions mainly defined by the presence of an ob-

ject, like vacuum, laptop,read or write.

5. Discussion and conclusions

In this work, we have proposed a method for human

action recognition which is based on weakly aligning the

3D coordinates of joints in multiple parts of the skeleton.

The approach first defines a kinematic representation of the

human body which results into four chains, each model-

ing a limb. The 3D coordinates of each joint in a chain

are then expressed in a locally defined reference system,

which permits coordinates invariance with respect to rota-

tions and translations. In the proposed basic approach, the

coordinates of the joints are used as feature vector repre-

senting the human body in each frame. This basic solu-

tion is then extended with the use of temporal derivatives

of the coordinates as well as with a temporal feature. In

order to make the approach robust to noise, a part based

solution has been also deployed with permits alignment of

sub-sets of the joints. Both these extensions resulted ben-

eficial in improving the performance of the approach. In

all the cases, a sequence-to-class nearest-neighbor classifier

has been used to score the similarity of a query action. Ex-

periments carried out on two benchmark datasets support

the applicability of the proposed solution. When compared

to other skeletal-based solution our approach shows com-

petitive performance.

Achieved results are still lower than those obtained by

state of the art hybrid methods that exploit both joint and

depth map information. We remark that the main aim of

this work was to show the powerful of information that can

be extracted from the 3D skeleton only, without requiring

the additional processing of the entire depth maps of a se-

quence. The investigation of how to extend our solution also

including such information is left as future work.
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