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Abstract 

Face recognition can be installed in a surveillance system so that it can be 

used for monitoring, tracking and access control. An excellent, intelligent 

surveillance system should be sensitive to the objects far away from the 

camera. Unfortunately, due to the long-distance, objects like human faces 

captured by the camera are too small to identify. As to enhance the subtle 

color differences in the face image, in this paper though we first improve 

the resolution of the captured image using deep convolution neural 

networks (DCNNs). Then the efficient features are extracted and used to 

do classification. As for verifying the effectiveness of the proposed 

method, we used three databases including AR face database, Georgia 

Tech face database (GT) database, and Labelled Faces in the Wild (LFW) 

database, altogether, to conduct the training and testing. Compared to the 

existing approaches, experimental results show that the identification 

accuracy of the proposed method outperforms to any existing approaches. 
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1. Introduction 

For security, face recognition is one of major 

component of automated systems installed in the smart car. 

Not only it can recognize the owner of the car, but it can be 

integrated into the surveillance system to do self-protection 

from various acts of crime caused by passengers or other 

people. Besides, facial recognition systems have been 

successfully implemented in many applications in the real 

world, such as at immigration check-in counter, security 

systems, and attendance recording machines. Moreover, 

some methods of face recognition systems have been 

implemented successfully, such as Principle Component 

Analysis (PCA) [1][2][3], Linear Discriminant Analysis  

(LDA)[4], Singular Value Decomposition (SVD) [5], 

Canonical Correlation Analysis (CCA) [6], Artificial 

Neural Network (ANN) [7], and Deep Learning [8]. 
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Fig. 1. Small sizes of face images taken from the 

Internet: (a) Photo taken from many people; (b) Photo 

taken from a long distance camera. 

 

However, a surveillance camera usually produces a 

small size of face image as shown in Fig. 1(a) and 1(b), 

respectively. It can be seen that the face area got is so small, 
and it is really hard to apply the ordinary face recognition 

system directly, because the face area that is still good for 

recognition is about 32x32 pixels [9], and 64x54 pixels 

[10]. Meanwhile, for a face image smaller than 32 × 32 

pixels, the recognition accuracy was degraded seriously as 

mentioned in [11]. To solve this problem, two stages are 

carried out by many researchers. The first stage is trying to 

enlarge the size of the face image and the second stage is 

doing the enhancement of image quality [12]. The output 

from the first stage is usually the blurry image so that it has 

fewer details and less subtle differences in the facial image. 

Therefore, the second stage is to aim at improving the 

quality of the image produced from the first stage. Using 
this approach, the input image to face recognition is no 

longer the original small face image, but the face image 

resulted from the reconstruction. The image accordingly is 

known as super-resolution images (SR) [13] and is 

popularly known as facial hallucinations [14][15]. In some 

cases, the facial recognition accuracy for low-resolution 

(LR) images can be improved using hallucinated face 

images [10]. However, in other cases, the authors [16] 

revealed that although visual image hallucinations have 

much better detail and sharpness, it could reduce the 

recognition accuracy compared to the LR version (from 
96.35% to 96.30%). In [17], Li et al. showed that the 

performance decreases with decreasing resolution for 

datasets using super-resolution techniques. Therefore, how 

to develop the right model greatly influences the accuracy 

of hallucination facial recognition.  

As for improving the LR image to become the SR 

image, several approaches have been successfully 

developed. In [18], Yang et al. proposed a method using 

the Spare Coding, then Dong, et al. [19] implemented this 

method to produce the Peak Signal-to-Noise ratio 

(PSNR)/accuracy ranged from 26.54 dB to 31.42 dB for the 
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magnification scale x3. In [20], the authors developed 
the Bayesian method. The proposed method consists 
of a two-steps approach to statistical modeling; 
namely, a global parametric model and a local 
nonparametric model. The PSNR obtained by this 
method is ranged from 22.85dB to 32.87 dB. 
Furthermore, in [14], the proposed method used a 
prior gradient and obtained the RMS pixel errors 
ranging from 23.7 to 33.3. 

One method to make SR based on learning is using 

Convolutional Neural Networks (CNNs). Usually, 

Convolutional Neural Networks with multiple hidden 

layers are named as Deep Convolutional Neural Networks 

(DCNNs). Typically, CNNs or DCNNs are used to solve 

classification problems. For example, AlexNet (2012) [21], 

Clarifai (2013) [22], GoogLeNet (2014) [23], ResNet 2015 

[24] were the winners of ILSVRC in the past few years. 

Despite the classification, we can also use CNNs to 

improve image resolution, as stated in [19][25][26]. 

In [19], Dong et al. proposed a method named 
Super-Resolution Convolutional Neural Network 

(SRCNN), which can successfully increase the resolution 

of input images to become SR images. In this method, the 

model is composed of three layers: convolution extraction/ 

representation, non-linear mapping, and reconstruction. 

The filter sizes are 9×9, 1×1, and 5×5, respectively. 

Compared to the previous methods, the advantage of 

SRCNN is simple, but it can improve the PSNR to 32.57 

dB for upscaling factor 3. However, it resulted from natural 

images. Unfortunately, the experiments to enhance the 

image resolution from very low-resolution of the face 

image is not satisfactory (see Fig. 2, for example). 
Therefore, we still require a special approach to improve 

the quality of the face image so that the facial features can 

be extracted properly. In this research, we propose the 

Deep Convolution Neural Networks (DCNNs) to solve the 

very low-resolution face recognition problem. The 

proposed method is named as very low face recognition 

using Deep Convolution Neural Network (VL-FRCNN).  

Here, VL-FRCNN is composed of three blocks: the first 

and second blocks aim to improve the resolution of face 

images and the third block is used for feature extraction and 

classification.  

In general, the major differences between our 
method and other methods are frameworks and loss 
functions used in the built system. In detail, the 
novelty and contribution of each block are 
summarized in the following. 
(1) For the first block: Using SRCNN [19] directly to 

a very low-resolution face image will produce 
a poor image (see Fig. 2, for example). As for 
improving the PSNR of the face image, we did 
extend two extra convolution layers for the 
non-linear mapping. Then applied a new loss 
function. Finally, Adam optimizer was applied 
for computing gradients.  

(2) For the second block: As for improving the 
image resolution further, instead of using the 
deep convolutions layers as proposed by 
Pouliot et al. [27], Kim et al. [12] [26], and 
Zangeneh et al. [28], we used residual 
networks (ResNet) and arranged a new path 
skip connection for the deep convolution 
layers and a new loss function was derived.  

(3) For the third block: As for extracting efficient 
features and doing better classification, we 
applied unshared weight on Fully Connected 
(FC) layers. 

The proposed algorithms were fully analyzed and the 
operations proposed in these three blocks were 
implemented from scratch. 

                                                                                          
                 (a)        (b)       (c)         (d)  

Fig. 2. Some examples of small size images and the 

results after using SRCNN: (a) The original image 

consists of 13x13 pixels. (b)  The result becomes 18x18 

pixels, after using SRCNN. (c) The original image 

consists of 12x18 pixels. (d) The result becomes 28x54 

pixels, after using SRCNN. 

 

The remaining of this paper is organized in the 

following. The motivation is introduced in Section 1. The 

related works are discussed in Section 2. The proposed 

method is described in detail in Section 3. Experiments are 

shown in Section 4, and the concluding remarks are 

summarized in the last section. 

 

2. Related works 

2.1. Image super-resolution 

To implement SR in real applications, researchers 

have tried to obtain images for SR through hardware 

controls [29]. However, increasing resolution is still 

needed, especially in areas such as video surveillance, 

medical diagnosis, and remote sensing applications [29]. 

In general, a low-resolution image can be expressed 

by Eq. (1): 

𝑌 = 𝐷𝐻𝑋, (1) 

where Y is the low-resolution image, X is a high-resolution 

image, D and H are downsampling operators and low pass 

filters, respectively. 
Manipulation of Eq. (1) will produce images with a higher 

resolution (HR). Furthermore, the high-resolution image 

produced from the LR image often called the super-

resolution image (SR). One metric to determine the 
visuality of the reconstructed image is using PSNR. In 
the case, the higher the PSNR is, the visuality of the 
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image reconstructed is better. Fig. 3 shows an 
example. 
In [30], Wang et al. stated the approaches to produce 
the SR images which can be grouped into two 
categories: the reconstruction-based approach and 
the learning-based  approach. The former has been 
carried out by estimating HR images from the 
sequence of LR images. Meanwhile, the latter 
explored the relationship of mapping between pairs 
of high-resolution and low-resolution images [31]. 
For the reconstruction-based approach, several 
methods were developed. Elad et.al [32] used two 
iterative algorithms to generate the desired image 
sequence. Huang, et al. [33] used sparse 
representation and improved objective function by 
autoregressive (AR) regularization and non-local (NL) 
similarity regularization. Zhang et al. [34] proposed a 
single-image SR algorithm based on the rational 
fractal interpolation model. and Yu et al. [35] made a 
unified learning framework using a two-stage 
optimization. The last three methods [33], [34], [35] 
produced the maximum PSNR of 35.25 dB, 36.757 dB, 
and 34.14 dB, respectively.  
Furthermore, some methods including Kim et al. [12] 
[26], and Lin et al. [36] were also developed based on 
the learning-based approach. To get SR images, Kim 
et al. proposed two deep convolutional network 
architectures each with 20 convolution layers; one is 
using Very Deep Super Resolution (VDSR) to produce 
PSNR of 37.06 dB [12], and the other is using Deeply 
Recursive Convolutional Network to produce PSNR 
of 37.63dB [26]. Here, to overcome the 
vanishing/exploding gradient problem during the 
training phase, both methods of Kim et al. [12] [26], 
use skip connections as done by Svoboda et al. [37], 
Dong et al. [38] and Shi et al. [39], respectively. By 
the way, Lin et al. [36] proposed the rules to analyze 
the limits of learning-based SR algorithms. 
Even though many methods have been developed 
from both approaches, the methods developed 
based on a learning-based approach tend to produce 
better super-resolution images [40]. 
On the other hand, face hallucination is a high-
resolution face image reconstructed from a 
corresponding low-resolution face image using 
super-resolution techniques as mentioned 
previously. A number of methods had been 
proposed for face hallucination. Sun et al. [41] used 
Bayesian approach to enhance the primal sketch 
priors like edges, ridges, and corners. Xiong et al. [42] 
used feature enhancement method through a 

combination of interpolation with prefiltering and 
non-blind sparse prior deblurring. Li et al. [43] 
proposed the Space-based Local-pixel structure 
method and produced PSNR of 28.901 dB. An and 
Bhanu [44] proposed a Two-Dimensional Canonical 
Correlation Analysis (2D CCA) method and generated 
PSNR of 32.45-34.89 dB. Further, Yang et al. [45] 
proposed a Local Image Structure-Based method and 
obtained PSNR of 30.18-34.64 dB. Huang and Liu [46] 
used CNN and the Iterative Back Projection method 
and produced PSNR of 29.56-30.90 dB. Next, 
Rahiman and Jiji [47] used Eigen Transformation and 
produced PSNR of 22.404 -33.424 dB.  

18.35 db21.24 db24.39 db30.64 db Original
 

Fig. 3. The images at different levels of PSNR. 

 

2.2. Low-resolution face recognition 

Increasing the use of Video Surveillance for public 

security has made a research on improving the image 

quality of low-resolution face images because 

images obtained from surveillance cameras 

generally have a low-resolution, while the image 

used as a reference or training is a high resolution. 

Typically, there were some methods proposed to 

solve low-resolution face recognition problems. In 

[5], Jian et al. used singular value decomposition for 

performing both face hallucination and recognition 

simultaneously. By combining LFW, GT, and AR 

database together, the method proposed by Jian et 

al. [5] gets PSNR of 22.83 dB and the recognition 

accuracy is 72.15 % for face images each of size 

18x16 pixels using closed-set scenario. Meanwhile, 

Shakeel et al. [48] developed a low-rank matrix and 

sparse error matrix from local feature extraction and 

used a sparse coding algorithm to learning a 

projection matrix, and then used linear regression to 

recognizing face image using the combined 

databases from Extended Yale-B, Multi-PIE, FERET, 

LFW, and Remote face databases. Shakeel et al. [48] 

used open-set scenario for experiments and 

obtained the recognition accuracy of 95.41 % for face 

images each of size 20x20 pixels. Lu et al. [49] used a 

double coupled ResNet for low-resolution face 

recognition using the combined databases from LFW 

and SCFace. The experiments are based on open-set 



 

4 

 

scenario and the recognition accuracy of this method 

is 97.3 % for face images each of size 20x20 pixels. 

Gie et al. [50] used CNN and developed a pair of 

models between teacher stream to recognize high-

resolution face image and student stream to 

recognize low-resolution face image. Both models 

are trained simultaneously and the problem of 

limited computational resources is handled via the 

selective feature approximation. Using the combined 

databases from UMDFace, LFW, UCCS, and SCFace, 

the experiments are based on open-set scenario and 

the recognition accuracies of this method are 95.03% 

and 89.72% for face images each of size 96x96 pixels 

and 32x32 pixels, respectively. Farrugia and 

Guillemot [51] proposed a method using Linear 

Models of Coupled Sparse Support. The method 

contains two dictionaries, i.e. HR dictionary and LR 

dictionary and then learns linear models based on 

the local geometrical structure. Wu et al. [16] 

proposed a deep model composed of two parts, i.e. 

face hallucination for increasing image resolution 

and recognition layers for face recognition, 

respectively. Using open-set scenario, the method 

gets the recognition accuracy of 97.95 % for x4 

downsampling images from the LFW database. 

Horng et al. [52] proposed a method combining RBM 

for feature extraction and DCNN for recognition and 

the recognition accuracy for open-set scenario is 

78.33% for LFW, AT, and AR databases with face 

images each of size 18x16 pixels. Supardi and Horng 

[53] proposed a method based on both SRCNN and 

CNN, where SRCNN is used to increase resolution 

and CNN is used to do recognition. Using open-set 

scenario in the experimental setting, the recognition 

accuracy is 99.00% for 50 persons out of the AR 

database and the size of each face image is 6x8 pixels. 

For low-resolution face identification, Li et al. [17] 

used a neural network with seven layers with center 

loss for experiments using two datasets. In SCFace 

dataset, they [17] used the HR images as gallery 

images, and those captured at the three standoffs as 

probe images and got 31.71% rank-1 accuracy; on 

the other hand, they [17] chose face images from 1m 

standoff as gallery images and images from 2.6m and 

4.2m standoff as probe images and got 69.60% rank-

1 accuracy. However, both accuracies are improved, 

compared to the state-of-the-art under the same 

protocol. In UCCSface dataset, for closed-set 

evaluation, their method beats the UCCS baseline by 

nearly 20% on rank-1 accuracy; for open-set 

evaluation, they achieve 73.6% accuracy when 

compared to the UCCS face baseline result. 

 

3. The Proposed Method 

Many methods related to super-resolution images 

and hallucination face recognition have been proposed. 

However, to develop a new model has still needed to meet 

the practical environment.  

The framework of the proposed method consists of 

two main parts. The first part aims to increase the 

resolution of the face images, and the second part is to 
extract the efficient features and use them to do the 

classification. Both parts are composed of three blocks. 

The first block was inspired by the SRCNN model 

proposed by Dong et al. [19]. This model is relatively 

simple and has proven to provide good results to natural 

images, but in this research, the input of the system is the 

very low-resolution face images, so that besides 

visualization, we also have to pay attention to the texture 

of the images. Using SRCNN directly to increase 

resolution from a very low-resolution face image will 

produce a poor image (see Fig. 2, for example). For that, in 

the method proposed, we did extend the SRCNN 
architecture by adding two convolution layers, 1x1x48 and 

1x1x32, in the non-linear mapping layer in SRCNN. 

The first block has succeeded in improving image 

quality compared to the output of SRCNN, but it is not 

enough for face recognition because the maximum PSNR 

achieved is less than 27 dB.  For this reason, we added a 

second block to improve the resolution of the output 

images of the first block. The second block consists of deep 

convolution networks. The architecture inspired by the 

method proposed by Pouliot et al. [27], Kim et al. [12] [26], 
and Zangeneh et al. [28]. They did succeed in 
developing a very deep convolutional neural 
network to enhance image resolution. For both 
blocks 1 and 2, to broaden the previous architecture, 
besides adding a convolutional layer, we also 
implemented a new loss function. In the previous 
methods, the loss function used is MSE [78]. It is a 
standard loss function and one of popular loss 
functions used in artificial neural networks; however, 
in our architecture, the MSE does not provide the 
best results. 

The third block is the last block, and it contains 
several convolution layers and a pooling layer. In 
each block, we use the Rectified Linear Unit (ReLU) 
function φ =  Max (0, x) as the activation function. 

Fig. 4. shows the framework of the proposed method, 

and the detailed information about each block is 

summarized as follows: 
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 The first block consists of five convolution layers each 

of kernel size 9x9x128, 1x1x64, 1x1x48, 1x1x32, and 

5x5x3, respectively.  

 The second block contains twenty-two convolution 

layers: the convolution layer of kernel size 7x7x96 is 
one layer, the convolution layers each of kernel size 

3x3x64 are nineteen layers, the convolution layer of 

kernel size 3x3x3 is one layer, and the convolution 

layer of kernel size 1x1x3 is one layer. It is to further 

enhance the resolution of images produced previously.  

 The third block contains eleven convolution layers:  

convolution layers each of kernel size 3x3x64 are two 

layers, the convolution layers each of kernel size 

3x3x128 are three layers, the convolution layers each 

of kernel size 3x3x256 are three layers, and the 

convolution layers each of kernel size 3x3x512 is three 
layers. Besides, this block also contains four layers of 

pooling and three layers in fully connected. This block 

aims to feature extraction and classification.  
  

 

Furthermore, we follow [54][55][56], to do 

mathematical calculations on each layer in each block.  
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Fig. 4. The framework of the proposed method. 

3.1. Convolution Layer 

Let  𝐼 be the input of the convolution layer in the 𝑙𝑡ℎ 

layer, K be the kernel, and B be the bias. The convolution 

layer calculated by Eqs. (2) and (3) is listed as follows: 

𝑌𝑟,𝑠
( 𝑙 )

= 𝐵( 𝑙 ) + ∑ ∑ ∑ 𝐾𝑢,𝑣
 (𝑙) 

∗𝐷
𝑑=0

𝐻2
𝑣=−𝐻2

𝐻1
𝑢=−𝐻1

𝐼𝑟+𝑢,𝑠+𝑣
( 𝑙 )

       (2) 

𝐼𝑟,𝑠
(𝑙+1)

= 𝜑(𝑌𝑟,𝑠
(𝑙)

).                                           (3) 
 

where H1 and H2 are sizes of kernel K, D is the number of 
Kernels K, r=0, 1, …, m and s=0, 1, …., n.  

3.2. Pooling Layer 

The pooling layer/subsampling layer is a layer that 

serves to decrease the feature resolution. The purpose of 

pooling is to make the highlights more impervious to noise 

and distortion. There are two different ways to do pooling: 

max pooling and average pooling. The initial step in two 

cases is the same, partitioning the pixel matrix into several 

two-dimensional matrices, for each partition, determine the 

maximum value for max-pooling (or the average value for 

the average pooling). In other words, max-pooling has 
gotten by taking the maximum estimation of every region, 

while average pooling takes the average estimation of 

every region. 

 

3.3. Fully connected layer 

In this research, there are three layers of fully 

connected layers. The first layer (FC-1) receives input from 

the final pooling layer, the second layer (FC-2) is a bridge 

layer connecting FC-1 and FC-3. The third layer (FC-3) is 

the output layer and is used for classification. The three 

fully connected layers are shown in Fig. 5. 

The calculation of a fully connected layer is using 

the backpropagation algorithm [7]. Let 𝑉 be the weights 

between FC-1 and FC-2 layers, and 𝑊  be the weights 

between FC-2 and FC-3 layers. Then the calculation of 

each neuron in FC-2 and FC-3 is done by Eqs. (4) and (5), 

respectively: 

 

𝑍𝑗 = 𝜑(∑ 𝑀𝑖
𝑝
𝑖=1 𝑉𝑖𝑗), j=1,2,3,…,(2p+1) (4) 

𝑌𝑘 = ƒ(∑ 𝑍𝑗
2𝑝+1
𝑗=1 𝑊𝑗𝑘), k=1,2,3,…,N, (5) 

where 𝑀𝑖 is the output of the last pooling layer, p is set to 

m*n corresponding to m rows and n columns of the last 

matrix pooling layer,  𝜑 is the ReLU activation function, 

and ƒ is the softmax activation function, N is the number of 

persons, 𝑍𝑗 and 𝑌𝑘 are the outputs of neurons at FC-2 and 

FC-3, respectively. 

Furthermore, we use Eqs. (6) and (7) to update the weights 

on the fully connected layers. 

𝑉𝑖𝑗(𝑛𝑒𝑤) = 𝑉𝑖𝑗(𝑜𝑙𝑑) − 𝜂
𝜕

𝜕𝑉
, 

(6) 

𝑊𝑗𝑘(𝑛𝑒𝑤) = 𝑊𝑗𝑘(𝑜𝑙𝑑) − 𝜂
𝜕

𝜕𝑊
, 

(7) 

where η is the learning rate, 
𝜕

𝜕𝑉
  is the derivative of the loss 

function with respect to V, and 
𝜕

𝜕𝑊
 is the derivative of the 

loss function with respect to W. 
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Fig. 5.  Fully Connected Layer 

3.4. Training Phase 

In the proposed method, each block has unique 

characteristics and functionally independent, so that 

training for each block can be done separately. However, 

the basic training principle for each CNN in each block is 

the same, but the difference is the database for training, loss 

functions used, and parameter settings. 
Furthermore, the calculation steps in each layer for 

the feed-forward phase follow from [54] and those for the 

backward phase follow from [57]. Meanwhile, the 

principle of the weight update rule is following the 

standard backpropagation algorithm [58] and applies 

Adam Optimizer [59]. So, mathematically to update the 

weights w and bias b at time t is using Eq. (8) and Eq. (9), 

respectively: 

𝑤(𝑡 + 1) = 𝑤(𝑡) − 𝛼
𝑚̂𝑡𝑤

√𝑣𝑡𝑤+∈
, for ∈> 0                      (8) 

𝑏(𝑡 + 1) = 𝑏(𝑡) − 𝛼
𝑚̂𝑡𝑏

√𝑣𝑡𝑏
+∈

, for ∈> 0                      (9) 

𝑚𝑡𝑤
= 𝛽

1
𝑚𝑡𝑤−1 + (1 − 𝛽

1
) 𝑔

𝑡𝑤
 

𝑚𝑡𝑏
= 𝛽

1
𝑚𝑡𝑏−1 + (1 − 𝛽

1
) 𝑔

𝑡𝑏
 

𝑣𝑡𝑤
= 𝛽2𝑣𝑡𝑤−1 + (1 − 𝛽2) 𝑔𝑡𝑤

2  

𝑣𝑡𝑏
= 𝛽2𝑣𝑡𝑏−1 + (1 − 𝛽2)𝑔𝑏

2 

𝑚̂𝑡𝑤
=

𝑚𝑡𝑤

(1−𝛽1 
𝑡 )

; 𝑚̂𝑡𝑏
=

𝑚𝑡𝑏

(1−𝛽1 
𝑡 )

 

𝑣𝑡𝑤
=

𝑣𝑡𝑤

(1−𝛽2 
𝑡 )

; 𝑣𝑡𝑏
=

𝑣𝑡𝑏

(1−𝛽2 
𝑡 )

  

 

where 𝑚𝑡𝑤
is the first moment of weight w, 𝑣𝑡𝑤

 is the 

second raw moment of weight w,  𝑚𝑡𝑏
 is the first moment 

of bias b, 𝑣𝑡𝑏
is the second raw moment of bias b, 𝑚̂𝑡𝑤

is the 

weight-corrected first moment, 𝑣𝑡𝑤
 is the weight-corrected 

second raw moment, 𝑚̂𝑡𝑏
 is the bias-corrected first 

moment, 𝑣𝑡𝑏
 is the bias-corrected second raw moment, 𝛼 

is learning rate, 𝛽1  𝑎𝑛𝑑 𝛽2 are hyperparameters,  𝑔𝑡𝑤
= 

𝜕

𝜕𝑤
 

is the partial derivative of the loss function with respect to 

w, and  𝑔𝑡𝑏
 =  

𝜕

𝜕𝑏
  is the partial derivative of the loss 

function with respect to b.  

In the training, we initialized the weights using 

random numbers that are generated by a Gaussian 

distribution with zero means, and the standard deviation is 

0.001, and 0 for biases for every block. 

The complete flowcharts for training the first, 

second, and third blocks are shown in Figs. 6~8. We 
conduct the joint training between the developed networks 

and the pre-trained VGG-19 model for the first two blocks. 

This idea was not used in face recognition before. 

 

3.4.1. Training the first block 

Given a low-resolution 𝐼𝐿𝑅 image, a network tries to 
predict the image as similar to 𝐼𝐻𝑅  as possible. Suppose ℍ 

is a CNN network with parameter 𝜔, training ℍ aims to 

minimize the loss function (L) between the output of ℍ and 

𝐼𝐻𝑅 , as shown mathematically in Eq. (10): 

ω = arg min
ω

ℒ(ℍ(𝐼𝐿𝑅), 𝐼𝐻𝑅)                              (10) 
 

Now, we define 𝜉16(x)as the feature maps produced by the 

last (16th) convolutional layer of the pre-trained VGG-19 

model with input image x [60], and two-loss functions 

ℒ𝑀𝑆𝐸 and ℒ𝑐 as shown in Eqs. (11) and (12), respectively.  

The total loss function is shown in Eq. (13) [60]. 

ℒ𝑀𝑆𝐸 =
1

𝑛
∑‖𝐼𝐻𝑅𝑖

− (ℍ(𝐼𝐿𝑅𝑖
))‖

2

2

𝑛

𝑖=1

 
(11) 

ℒ𝑐 =
1

𝑛
∑‖𝜉

16
(𝐼𝐻𝑅𝑖

) − 𝜉
16

(ℍ(𝐼𝐿𝑅𝑖
))‖

2

2

𝑛

𝑖=1

 
(12) 

ℒ = 0.5 (𝛾
𝐶

 ℒ𝑐 + 𝛾
𝑚

ℒ𝑀𝑆𝐸 ) (13) 

Here, 𝛾𝐶 and 𝛾𝑚 are trade-off parameters of ℒ𝑐 and 

ℒ𝑀𝑆𝐸, respectively.  

 
Fig. 6. Flowchart for training the first block 

 

Furthermore, as mentioned in Section 3.1, the first 

block is extended from SRCNN, but in the training phase, 

we made changes to the learning rate settings. As we know, 

the SRCNN [19] has three convolution layers: the learning 

rate for the first two layers are set to 10-4, and the last layer 

is set to10-5. Meanwhile, we used Adam optimizer [59] and 

obtained a suitable learning rate 10−5 for all convolution 

layers in the first block. Nevertheless, the database used as 

training data for the first block is the ImageNet database of 

ILSVRC in 2013 which contains 395909 images. It is the 

same as used in SRCNN. Here, if the loss function after ten 

epochs did not change, then the learning process was 

stopped. 
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The main steps of training the first block using n 

pairs of images are described in the following. 

Forward Process: A pair of high-resolution/ low-

resolution images ( IHRi
, ILRi

) were used to train the 

convolution blocks. The output of the last convolution 

block was set to ℍ(ILRi
). 

Backward Process: Counted the loss functions based 

on IHRi
, ℍ(ILRi

), ξ16(IHRi
), and ξ16(ℍ(ILRi

)) using Eqs. 

(11)~(13). The weight and bias of each layer were then 

updated. An epoch was to repeat these two processes from 

i=1 to i=n. If the loss function after ten epochs did not 

change, then the training process was stopped. The detailed 
flow chart can be seen in Fig. 6. 

 

Training the second block 

In the second block, we used a database from Yang 

et al. [18] and BSD200 [61]. During the training process, 

each output of the ReLU layer was applied dropout [62] 

with p = 0.9. Furthermore, we used Adam optimizer to 

compute the gradient and determined the learning rate. 

Here, the learning rate obtained was 10-3. Furthermore, if 

the loss function after five epochs did not change, then the 

learning process was stopped. 

The training process of the second block follows 
from [12]. However, we used different loss function, 

because when using VDSR directly, the PSNR was 

obtained around 19-21 dB [63] for images each of size 

16x16 pixels. Besides, we also used one additional 

convolution layer and redesigned the shortcut path. 

Now, we define Xi and Xi+1 are input and output of 

the convolution layer; also the output of the last layer with 

64 channels is condensed to 3 channels. 

 

Residual Learning 

In [12], Kim et al. using a basic loss function  
1

2
‖y − f(x)‖2  where x is an interpolated low-resolution 

image and y is a high resolution image. The loss function 

for residual learning is 
1

2
‖r − f(x)‖2 , where f (x) is a 

network prediction and r =  y –  x is a residual image. 

In the second block, the network receives four 

inputs: interpolated low-resolution image, feature maps 

from the pre-trained VGG-19 model, residual, and ground 

truth image.  

Now, given the image ÎLR  as an interpolated low-

resolution image from each image in the database, and the 

image IHR as a high-resolution image, then we can rewrite 

the loss functions defined in Eqs. (11), (12), and (13) as 

follows: 

ℒrMSE =
1

n
∑ ‖IHRi

− ℍ(ÎLRi
)‖

2

2n
i=1                              

(14) 

ℒv =
1

n
∑ ‖ξ(IHRi

) − ξ(ℍ(ÎLRi
))‖

2

2n
i=1                         

(15) 

ℒ = 0.5 (γv ℒv + γmℒrMSE )                                            

(16) 

Furthermore, we define r =  ( IHRi
− ÎLRi

) as a 

residual image, and then the loss functions for the residual 

networks are listed in the following. 

ℒ𝑟𝑀𝑆𝐸 =
1

𝑛
∑ ‖r − ℍ(𝐼𝐿𝑅𝑖

)‖
2

2𝑛
𝑖=1                                   (17) 

ℒ𝑟𝑣 =
1

𝑛
∑ ‖𝜉(𝑟) − 𝜉(ℍ(𝐼𝐿𝑅𝑖

))‖
2

2𝑛
𝑖=1                            (18) 

ℒ𝑟 = 0.5 (𝛾𝑟𝑣 ℒ𝑟𝑣 + 𝛾𝑚ℒ𝑟𝑀𝑆𝐸)                                  (19) 

 

 
Fig. 7. Flowchart for training the second block 

 

Here, the goal of residual learning is to minimize the loss 

function ℒr. After the loss is minimized during training, the 

reconstructed image ÎHRi
is then set to ℍ(ÎLRi

)  + ÎLRi
, 

which is close to IHRi
. 

The main steps of training the second block with n pairs of 

images are described in the following. 

Forward Process: A pair of high-resolution/interpolated 

low-resolution images (IHRi
, ÎLRi

) were used to train the 

residual blocks. The output of the last residual block was 

condensed to 3 channels and its output was set to ℍ(ÎLRi
). 

Backward Process: Set r =  ( IHRi
− ÎLRi

) as a residual 

image, and then the loss functions for the residual networks 

based on r,  ℍ(ÎLRi
),  ξ(IHRi

),  and ξ(ℍ(ÎLRi
))  were 

computed using Eqs. (17)~(19). The weight and bias of 

each layer were then updated. An epoch was to repeat these 

two processes from i=1 to i=n. If the loss function after five 

epochs did not change, then the training process was 

stopped. The detailed flow chart can be seen in Fig. 7. 

3.4.2. Training the third block 

Three databases, namely AR [64], GT [65], and 

LFW [66][67] were used for training the third block. We 

have taken five pictures of faces with different expressions 

for each person to become the training data. Since the sizes 

of the ground truth images from the database are different, 
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we cropped and normalized the images to form the ground 

truth images each of size 112 x 112 pixels. Furthermore, 

we arrange a target (label) for each person during the 

training. The output of a neuron corresponding to a labeling 

person should be closed to 1 as possible since it is a real 
number in the range [0,1] for each person. The loss 

function (L) which is used to the third block is the Large 

Margin Cosine Loss as stated in Eq. (20) [68]: 

  ℒ =
1

𝑆
∑ −𝑙𝑜𝑔

𝑒𝜌(cos(𝛼𝑡𝑖
,𝑖)−𝑐)

𝑒𝜌(cos(𝛼𝑡𝑖
,𝑖)−𝑐) + ∑ 𝑒𝜌 cos (𝛼𝑘,𝑖)

𝑘≠𝑡𝑖𝑖

 
(20) 

With:  

𝑊 =
𝑊∗

‖𝑊∗‖
  ;  𝑥 =

𝑥∗

‖𝑥∗‖
 ; and  cos(𝛼𝑘 , 𝑖) = 𝑊𝑘

𝑇  𝑥𝑖 

where 𝑥𝑖 is the ith feature vector corresponding to a ground-

truth class label 𝑡𝑖 , 𝜌 = ‖𝑥‖, 𝑆 is the number of training 

samples, 𝑊𝑘 is the weight vector of the kth class,  𝛼𝑘 is the 

angel between weight 𝑊𝑘  and 𝑥𝑖 , 𝑐 ≥ 0  is a fixed 

parameter introduced to control the magnitude of the 

cosine margin. 

 
Fig. 8. Flowchart to training the third block 

Furthermore, the learning rate that was suitable for 

the third block was 10−3. Also, if the loss function did not 

change again after ten epochs, the training process was then 

stopped. After the training was converged, the weights on 

the FC network were stored separately for each person.  

Let N be the number of persons and set S=5N in Eq. (20) 

as each person has 5 images. The main steps of training the 

third block are described in the following. 

Forward Process: For the jth  image of person i, did 

convolution and pooling for each convolution layer using 

Eqs. (2) and (3). Then did vectorization of the last Max 

pooling layer and did computations on the fully connected 

layer using Eqs. (4) and (5). 
Backward Process: Counted the loss functions using Eq. 

(20). The weight and bias of each layer were then updated 

for each layer. An epoch was to repeat these two processes 

from i=1 to i=N. If the loss function after ten epochs did 

not change, then the training process was stopped. The 

detailed flow chart can be seen in Fig. 8. 

3.5. Testing Phase 

The testing phase is a step to the classification of the 

input face image. Here, all models obtained from the 

training phase are combined into one unit. The weight (W) 

and the bias (B) for each Kernel in each convolution layer, 
and the weight for the fully connected layer for each person 

{𝑊𝑃𝑖
}

𝑖=1,2,..,𝑁
 are loaded from the training phase. The low-

resolution face image (𝐼𝐿𝑅) flows into the input of the first 
block, then the second block until the third block. The first 

and the second blocks do increase the image resolution, 

while the third block does recognize the face based on the 

low-resolution face image of the input.  

Furthermore, we construct the following three steps 

for the network to recognize the input face image. For the 

first step, suppose there are 𝑁  persons, let P= 
{𝑃1,  𝑃2 , … , 𝑃𝑁 } be the person set and we define: 

(1) 𝑇 =  {𝑡1, 𝑡2, … , 𝑡𝑁}  is the target set (label) 

corresponding to each person in P. 

(2) 𝑂 =  {𝑂1, 𝑂2, … , 𝑂𝑁}  is the output set of FC-3 as 

shown in Fig. 5. 

(3) 𝑋 =  {𝑥1, 𝑥2, … , 𝑥𝑚} , the input vector of FC-1 as 
shown in Fig. 5, which is obtained from the final 

Maxpooling in the previous layer. 

(4) 𝑍 =  {𝑍1, 𝑍2, … , 𝑍𝑁}  is the output set of FC-2 as 

shown in Fig. 5. 

(5) ƒ(. ) is a softmax activation function. 

For the second step, we check the similarity 

between the output 𝑂𝑖 and persons 𝑃𝑗  using Eq. (21): 

𝑑𝑖𝑗 =‖𝑂𝑖 − 𝑡𝑗‖ (21) 

with: 

𝑂𝑖 = ƒ (∑ 𝑍𝑖𝑊𝑃𝑖

𝑖

+ 𝐵) 

where Z is obtained using Eq. (4). 

For the third step, we make Rule (1) for 

identification: 

Rule (1):   

If  𝑑𝑖𝑗 = 𝑚𝑖𝑛{𝑑𝑖𝑗} 𝑗=1,2,…,𝑁
𝑖=1,2,…,𝑁

 and i=j  then  

if 𝑑𝑖𝑗 <= 𝛿 then  the person is 𝑃𝑖 

else the person is unknown. 

Here, 𝛿 is the threshold estimated from training process, 

which is used for excluding the person who was not 

registered in the system before. 

The complete algorithm for the testing phase is 

shown in Algorithm 1. 
Algorithm 1: Testing Phase 
(1) Load weights and biases saved in all blocks from the 

training phase to set all weights and biases (W&B) for 

each Kernel Convolution layer and weights and biases 

(𝑊𝑃𝑖
&B) for each FC. 

(2) Process Convolution in the 1st block using Eq. (2) and 
Eq. (3) 

(3) Process Convolution in the 2nd block using Eq. (2) 
and Eq. (3) 

(4) Process Convolution and Pooling in the 3rd block 
using Eq. (2) and Eq. (3) 

(5) Count the FC layer in the 3rd block using Eq. (4) and 

Eq. (5) 
(6) Check the similarity using Eq. (21) 
(7) Classify the image using Rule (1) 
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4. Experiments 

4.1. Datasets 

In this research, to verify the proposed method, we 

used three databases, namely AR [64], GT [65], and LFW 

[66][67]. The database consists of 100 people, 50 people, 

and 460 people, respectively. So, the total is 610 people in 

the database. Each person has five different expressions, 

and the number of images is 3050 images. Data sizes vary 

for each original database, but we did cropping and 
normalization to form the ground truth images each of size 

112 x 112 pixels. The samples of images in the AR 

database are shown in Fig. 9. Furthermore, to obtain a small 

image, we did subsampling with a factor of s= 14, and got 

an 8x8 image. See Fig. 10 for example. 

 

 
Fig. 9. Samples of ground truth images cropped from the 

AR database. 
 

 

 

 

Fig. 10. Samples from the results of subsampling. The 

image resolution is 8x8 pixels. 
 

4.2. Testing 

In the training phase mentioned in Section 3, the 

input of the network receives the high-resolution face 

images, whereas, in the testing phase, the input is a low-

resolution face image. From existing datasets, we have 
tried various image sizes to be used as test data, such as 

6x8 pixels, 8x6 pixels, 8x8 pixels, 16x16 pixels, 20 x20 

pixels, and 24x32 pixels, respectively. 

As stated before, the purpose of the 1st and 2nd 

blocks is used to improve the PSNR of the low-resolution 

face image. For example, suppose the input is a low-

resolution face image of size 24x32 pixels, the illustrations 

of the process on the 1st and 2nd blocks are shown in Fig. 

11. Here, the PSNR obtained from the output of the first 

block is 26.6291 dB and the second block successfully 

increases the PSNR up to 34.62 dB.  
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(a) 

 
                                                (b)  

Fig. 11. (a) The illustration process on the first and second 

blocks with the corresponding outputs. (b) Feature 

detection and face identification of output image. 

Obviously, the visualization of the output of the 2nd 

block is better than that of the 1st block. As an implication, 

the system can detect the important components of the face, 

such as the mouth, nose, cheeks, and eyebrows, which are 

shown in Fig. 11(b). By using the GT database, other 

samples of the output from the 1st and 2nd blocks are 

summarized and shown in Fig. 12. Compared to SRCNN, 

we did improve the PSNR quite a lot. 
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Fig. 12. Some samples from the GT database. 

Compared to SRCNN, the PSNR was improved 

after the first and second blocks. 
 

4.3. Recognition Rate 

The main objective of this research is to develop an 

architecture of CNNs which can improve the identification 

accuracy of the very small size of face images. Here, the 

accuracy is the rank-1 recognition as described in [69] [70]. 

To verify the recognition rate, we conducted two 

experimental settings using open-set scenario for the third 

block. First, we conducted training using high-resolution 

(HR) images and then testing using low-resolution (LR) 

images. Second, we conducted training using LR images 

and testing using the LR image. The size of the watchlist 

for both experiments is 610. As listed in the literatures [5, 

10, 16, 20, 28, 41, 63, 71, 72, 73], the largest size of LR 

images is 36 x36 pixels. Hence, for simplicity, any face 

image whose size is less than 36 x36 pixels is classified 

into an LR image in this paper. 

A. Training using high-resolution (HR) images and 

then testing using low-resolution (LR) images 

In this experiment, the HR image that we used for training 
has 112x112 pixels. We obtained this image using crop 

operations on the face area of the HR images from the 

datasets, and then we did the scaling process to get the face 

image of size 112x112 pixels. That is, as mentioned in 

Section 4.1, the databases used were AR, GT, and LFW 

together. Originally, the dimensions of images in these 

three databases are 576x768 pixels, 640x480 pixels, and 

250x250, respectively. Based on these datasets, as for 

getting the ground truth face image of size 112x112 pixels, 

we need to use cropping and subsampling operations. For 
simplicity, we use the LFW dataset for example. Others 

can be done similarly. After getting the face area of an 

image of LFW by OpenCV then cropping it to get the face 

image of size 182x182 pixels, it then becomes the ground 

truth face image of size 112x112 pixels after scaling down 

by a factor of 1.6. Fig. 13 shows an illustration.  
 

Table 4.1. Comparison of testing results for the images of 

category c1 under Non-ResNet and ResNet. 
 

No Networks 

Training 
Data on 

the 3rd 

Block  

Size of 
Testing 

Data 

(pixels) 

Identification Accuracy (%) 

AR 

DB 

GT 

DB 

LFW 

DB 
ALL 

1 
Non-

ResNet 
HR 6 x 8 87.5 86 88.8 88.36 

2 ResNet HR 6 x 8 90.5 89 89.46 89.59 

3 
Non-

ResNet 
HR 11 x16 92 89 90.87 90.9 

4 ResNet HR 11 x16 95 91 95.33 94.92 

5 
Non-

ResNet 
HR 24 x 32 94.5 92 95.11 94.75 

6 ResNet HR 24 x 32 99 95 99.24 98.85 
 

Table 4.2. Comparison of testing results for the images of 

category c2 between the proposed method and other 

methods based on deep learning. 

Name of Method 

Accuracy (%) 

Size of Image 

8x8 16x16 20x20 

LightCNN [74] in [49] 67.7 86.9 92.7 

LightCNN-FT [49] 70.3 88.9 92.9 

Coupled-LightCNN [49] 80.0 90.2 93.5 

VGGFACE [75] in [49] 75 89.3 93.4 

VGGFace-FT [49]  82.3 92.7 94.8 

Coupled-VGGFace [49] 83.7 93.1 95.2 

ResNet [76] in [49] 72.7 92.3 95.4 

ResNet-FT [49] 88.9 95.9 96.8 

Trunk network [49] 92.2 95.5 96.8 

DCR (Coupled-trunk) [49] 93.6 96.6 97.3 

Two-Branch DCNN [28] 80.8 96.7 98.8 

FR-SKD [50] - 85.87 - 

VLFRCNN-Non-

ResNet(Ours) 
90.00 90.90 

96.89 

 

VLFRCNN-ResNet(Ours) 93.77 97.05 98.93 

 

Furthermore, for the first experiment, the LR images 

that we used for testing were grouped into c1 and c2 

categories, where in c1, the images are 6x8 pixels, 11x16 

pixels, and 24x32 pixels, respectively; in c2, the images are 

8x8 pixels, 16x16 pixels, and 20 x20 pixels, respectively. 

Both categorized images were used to test either on the 

network architecture with residual networks or on network 

architecture without residual networks. Next, the 

recapitulation of the testing results for the images of 
category c1 under network architecture with residual 
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networks (abbrev. to ResNet) and network architecture 

without residual networks (abbrev. to Non-ResNet) are 

summarized in Table 4.1, whereas those of category c2 are 

given in Table 4.2. 

B. Training using LR images and testing using LR 

image 

The LR images which we used for training consist of 

t1 and t2 types. In t1, the size of each face image is 24x24 

pixels and in t2, the size is enlarged to 32x32 pixels. Each 

image of t1 was obtained by subsampling the HR image, 

then upsampling the image obtained previously and finally 

using crop operations to obtain the face image. Like Sec. 

4.3.A, as for getting the ground truth face images, we only 

take LFW for example. Others can be obtained similarly. 

In other words, the original image from the LFW dataset is 

an HR image of size 250x250 pixels. An image of size 

25x25 is obtained after scaling down by a factor of 10 from 
the previous HR image. Then an image of size 50x50 is 

obtained by scaling up by a factor of 2 of the previous 

image. Finally, an LR face image of size 24x24 pixels (an 

image of t1) is obtained using crop operations on the 

previous image and based on the bicubic interpolation, it 

then becomes the ground truth face image of size 112x112 

pixels. The images of t2 were obtained similarly. Fig. 13 

shows an illustration. 

Subsampiling

S=10

25x25

Cropping

 the face area 

24x24

Interpolation 

Bicubic 

112x112

Upsampling

R= 2,

50x50

Scaling down 

by a factor of 

1.6 to make 

Ground truth   

112x112

Interpolation 

Bicubic

 112x112

Subsampling

s= 3.5

32x32

HR 250x250

Pre-process

Cropping the 

face area 

182x182

 

Fig. 13. The preprocess of obtaining HR/LR images as the 
input for training the third block.  

 

Furthermore, for the second experiment, the LR images 

that we used for testing were grouped into c3 and c4 

categories, wherein c3, the images are 6x8 pixels, 11x16 

pixels, and 24x32 pixels, respectively; in c4, the images are 

8x6 pixels. Both categorized images were used to test 

either on ResNet or on Non-ResNet. 

 

After training the 3rd block using t1 LR images (each 

of size 24x24 pixels), it was then testing using c3 category 

LR images. On the contrary, for comparison, training the 
3rd block using t2 LR images (each of size 32x32 pixels) 

was testing using c4 category LR images. Both testing 

results are summarized in Tables 4.3 and 4.4, respectively. 

 

Table 4.3. Comparison of testing results for the training 

using t1 images and testing using c3 images under Non-

ResNet and ResNet. 

 

No Networks 

Training 

Data 

On 

Block 3 

Size of 

Testing 

Data 

(pixels) 

Identification Accuracy (%) 

AR 

DB  

GT 

DB 

LFW 

DB 
ALL 

1 
Non-

ResNet 
LR 6 x8 86 76 86.96 85.9 

2 ResNet LR 6 x8 88 83 87.93 87.54 

3 
Non-

ResNet 
LR 11 x16 87.5 83 89.46 88.61 

4 ResNet LR 11 x16 89.5 87 90.54 90.08 

5 
Non-

ResNet 
LR 24 x 32 90 85 93.15 91.97 

6 ResNet LR 24 x 32 93.5 91 97.28 96.15 

 

Table 4.4. Comparison of testing results for the training 
using t2 images and testing using c4 images under Non-

ResNet and ResNet between the proposed method and the 

image reconstruction method. 

 

Size Image 

Training 

(pixels) 

Size 

Image 

Testing 

(Pixels) 

Method 
Accuracy 

(%) 

48x40 8x6 MDS [71]  52 

48x40 8x6 VLRFRH [77] 95.18 

32x32 8x6 VLFRCNN-Non-

ResNet (Ours) 

90.41 

32x32 8x6 VLFRCNN-

ResNet (Ours) 
95.49 

 

The results of the experiments are analyzed in the 

following. Tables 4.1 and 4.3 show the results of training 
using HR images provide a higher level of accuracy, 

compared to those of training using LR images. This result 

is contradicting to the results obtained by Wu et al. [16] but 

is in accordance with the results obtained by Wang et al. 

[10]. This is because the PSNR of the image produced by 

[16] has around 30 dB, whereas our method is more than 

32 dB. In other words, the image quality produced by our 

method is better than that produced by [16]. This has the 

implication that the features got from the image 

reconstructed from our method are closer to those obtained 

from the HR image (original). Whereas, the features of the 
image produced by [16] are closer to those of the LR 

image. Hence, during testing, the closer to the features of 

the HR image, the better the recognition accuracy. Besides, 

Tables 4.1, 4.2, 4.3, and 4.4 also provide information that 

the residual network (ResNet) provides higher accuracy 

results, compared to those obtained from the network 

without residuals (Non-ResNet). Other results that we can 

also see from Table 4.2 and Table 4.4 are the methods that 

we propose, especially on those using residual networks 

having a higher level of accuracy compared to those 

obtained from the existing methods based on deep learning 
and image reconstruction. Note that while the image sizes 

are set to 6 × 6 , 12 × 12 , 24 × 24 , and 36 × 36 , the 

accuracies got in [71], [72], and [73] are 57.3%, 87.4%, 

90.2%, 92.2%; 60.3%, 84.4%, 88.4%, 91.1%; and 69.4%, 

88.5%, 90% and 93%, respectively. Our results outperform 

those of these existing methods. 
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C. Testing Using Primary Data Low-Resolution 

Face 

Besides testing using datasets, we also verify the 

proposed method using primary data. We have taken data 

from the real environment using a real camera in the mobile 
phone NOKIA 6. To training, the distance of the HR 

images taken is around 2-3 m, while to testing, the LR 

images are taken from 8 m, 10 m, and 15 m away.  

For images obtained from real cameras, we apply 

OpenCV by setting it to detect facial areas up to 16x16 

pixels. If a face is found, the face area will be cropped and 

processed in our proposed framework; otherwise, the 

image got is enlarged using bicubic operation and using 

OpenCV to detect the face area again. Repeat this process 

until a face area is detected.  

Total images to train the third block (see the 

architecture in Fig. 4) are 115 images and for testing, there 
are 30 images taken from 10 persons. Fig. 14. shows some 

successful examples of testing results. 
 

 
Fig. 14. The face images were taken 15 m away and were 

recognized successfully.  

 
Fig. 15. Some failed examples of recognition: (a) 

OpenCV failed to detect face area; (b) camera was not 

focused, and (c) false recognition 

From 30 test images, we found 3 images that were 

not recognized. The failure was caused by (1) OpenCV 

failed to detect face area (Fig. 15.(a)); (2) camera was not 

focused (Fig. 15.(b)); and (3) the identification error (Fig. 
15.(c)). Fig. 15 shows fail examples of recognition. 

 

4.4. Time Consuming 

In this study, the specifications of the computer used 

to testing were CPU Intel Core i5-6200U, 2.88Hz, and 

12GB Memory. The time needed to complete the 

processing of each image is almost the same for each size, 

but each block has different times to complete the process. 

The average time is 3.007 seconds, 1.331242 seconds, and 

1.783875 seconds for block 1, block2, and block 3, 

respectively. Thus, the total average time needed to execute 

one image is 6.122117 seconds. 

 

5. Conclusions 

This research has succeeded to develop a new 

architecture of Convolution Neural Networks to improve 

the identification accuracy of face recognition with very 

low-resolution images. The architecture developed has 

been classified as deeply-CNN models, and it has more 

than 30 convolution layers. Furthermore, the proposed 

method outperforms any exiting methods based on 
identification accuracy.  
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