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Abstract Generating a useful recommendation is only the first step in creating a

recommendation system. For the system to have value, the recommendations must

be delivered with a user interface that allows the user to become aware that recom-

mendations are available, to determine if any of the recommendations have value

for them and to be able to act upon a recommendation. By synthesizing previous re-

sults from general recommendation system research and software engineering rec-

ommendation system research, we discuss the factors that affect whether or not a

user considers and accepts recommendations generated by a system. These factors

include the ease with which a recommendation can be understood and the level of

trust a user assigns to a recommendation. In this chapter, we will describe these

factors and the opportunities for future research towards helping getting the user

interface of a recommendation system just right.

1 Why Does the User Interface Matter?

Recommendation systems for software engineering (RSSEs) can be divided into

two parts: the backend that decides what to recommend, and the frontend that de-

livers the recommendation. In this chapter, we refer to the developer for whom a

recommendation is aimed as the user. Toolsmiths, those developers who design and

build RSSEs, often focus on the backend, because one clearly has to have something

good to recommend before presenting it to the user.
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Less attention is paid to the user interface than the backend. A toolsmith has

many options when choosing a user interface for an RSSE. The first iteration of an

RSSE is typically what is easiest to implement, so that is what toolsmiths pick for

their first implementation of an RSSE as a demonstration of feasibility, yet never get

around to improving the user interface. One could make the case that the reason so

few RSSEs have been adopted by the software engineering community is because

toolsmiths have spent so little time thinking about the user interface. But let us

examine the case of one particular recommendation system outside the domain of

software engineering, a case that suggests that the user interface does indeed matter.

Consider Clippy, a user interface agent that recommended new tools to Microsoft

Word users. Clippy had a reasonably good recommendation algorithm, backed up

by significant empirical research [20]. For example, Clippy would recommend that

users try Word’s letter template, which may save the user a significant amount of

time. However, Clippy was often disliked, even hated, by his user base, enough so

that it was listed by Time magazine on its 50 worst inventions list [17]. Why? Many

retrospectives pin the blame on the user interface, such as Whitworth’s indictment

that Clippy was not sufficiently polite [52].

Although RSSEs do not have such a famous example, the lesson is clear – the

user interface matters. The user interface mechanisms for auto-complete and varible

renaming, which are invoked with a simple keystroke in an editor, are examples of

successful user interfaces for RSSEs, as evidenced by the fact that most integrated

development environments provide convenient mechansisms for toolsmiths to im-

plement them. However, this does not necessarily mean that these two mechanisms

are the appropriate mechanism for all information presented by RSSEs. For exam-

ple, we have argued that for smell detectors [31], a user interface based on under-

lining code that is potentially involved in a smell is inappropriate, because code

smells, such as Long Method [15], are not binary, but are instead matters of degree.

Furthermore, even for RSSEs with a firmly entrenched user interface, such as code

completion that bring up an overlay in the code editor, it is not clear that the current

user interfaces are the best mechanisms to represent recommended information –

perhaps they are simply the mechanisms that people are most accustomed to.

Other communities have likewise realized the importance of user interfaces.

For example, collaborative filtering-based recommendation systems, such as Grou-

pLens [22], have seen increasing attention paid to the user interface in recent years.

Konstan and Riedl refer to a turning point when it became evident that the evaluation

and design of the user experience for a recommendation systems was as important as

ensuring the underlying algorithms were accurate [23]. Work on the user experience

in the collaborative filtering community focuses on such aspects as personaliza-

tion, ratings and privacy. RSSEs typically use algorithms that are less personalized

and thus our focus in this chapter is on different factors than are reported on in the

collaborative filtering-based recommendation community.

In this chapter, we first discuss several factors that affect a user’s likelihood to be

receptive to a recommendation. Next, we discuss the space of options a toolsmith

has when creating an RSSE user interface, and discuss some of the advantages and
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disadvantages of those options. Then, we review some techniques toolsmiths can

use in the design and evaluation of the user interface of an RSSE.

2 Presenting Recommendations

The user interface of an RSSE must present recommendations in a manner that

allows users to consider acting upon the recommendations. Presenting the recom-

mendations requires a user interface of some kind. The toolsmith must make many

choices when designing the user interface for a recommender. We describe five fac-

tors the toolsmith must consider: understandability, transparency, assessability, trust

and timing. As we describe the factors, we provide examples of RSSE user inter-

faces that have made different choices. We also describe how the factors interact.

2.1 Understandability

Understandability refers to whether a user is able to determine what a recom-

mender is suggesting. There are two primary dimensions to understandability: ob-

viousness and cognitive effort. These two dimensions are independent. A user inter-

face can be non-obvious, but once learned, may require significantly less cognitive

effort.

The obviousness dimension describes how easy or hard it is for a user to recog-

nize the kind of recommendation being provided. What a recommendation is may be

readily apparent to a user. For instance, a duplicate bug recommender (e.g., [18]) that

brings up other bug reports from the same project when a new report is being con-

sidered provides a recommendation that is obvious for the user: the recommended

bugs are in a style and form that a user immediately recognizes as a bug report.

When a recommendation is obvious, little or no training is needed to describe what

the recommendation is to a user. At the other end of the scale, a recommender that

suggests properties of an artifact may require more training. For example, Stench-

Blossom displays information about design defects in a users’ code by displaying

an abstract visualization that the user must explore and interpret in order to compre-

hend [31].

The effort dimension describes how much cognitive effort is required to uptake

the meaning of the recommendation when it is presented. A recommendation for

which the cognitive effort to understand is at-a-glance will be easy for a user, once

trained, to recognize the meaning. For example, the size of a petal in StenchBlossom

maps to “how bad” a problem is, and users can simply glance at the visualization to

interpret it, once they have trained themselves to interpret it. As an example at the

other end of the scale, if a user is recommended a source code element, such as a

method, which may be related to a current element being edited [11], the cognitive

effort to understand the meaning of the recommendation may be much higher.
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How can a toolsmith improve understandability in their system? Nielsen provides

several heuristics for user interface design, three of which are applicable for under-

standability in RSSEs [34]. The first is “match between system and the real world”,

which suggests that the system should use words, phrases, and concepts that the

user has likely encountered previously. The second is “consistency and standards”,

which suggests that the system should follow conventions and not make the user

wonder whether two words or concepts mean the same thing. The third is “help and

documentation”, which suggests that the system should be usable without help, but

help should be provided when required in a searchable, task-focused, concrete, and

minimal manner.

2.2 Transparency

In addition to understanding what a recommendation is, a user must be able to deter-

mine why the recommendation is being provided. Similar to other earlier works [45],

we refer to this factor as transparency.

Transparency is related to rationale. If it is clear why a recommendation is being

given, the transparency is high. Using our example of a duplicate bug recommender,

it may be straightforward to provide transparency if the recommendation is based

on similarity of text by reporting a percentage of similarity or by indicating stack

traces that match exactly.

When a recommendation is based on more than a simple measure, describing

the rationale for the recommendation may be more difficult. For example, a rec-

ommender that suggests a likely more efficient command to use in a development

environment may require more substantial text or pictures to explain how the new

command replaces other commands. For example, the user interface for the Spy-

glass system [50], which provides command recommendations, shows the user a

rationale that describes the intended action, such as intending to navigate a call re-

lationship between two specific points in the code, and the various ways of invoking

the more efficient recommended command, such as using a call graph tool through

a keyboard shortcut or a menu item.

When transparency is low and rationale is needed, the content and presentation

of the rationale can have an effect on the user’s perception of the recommender,

such as the user’s trust in the system [47]. The user modeling and collaborative-

filtering recommendation communities have performed many studies into the effect

of different styles of explanation on user behavior (e.g., [29]).

How can a toolsmith improve transparency in their system? In general, the more

information that the sytem can provide about the rationale for a recommendation,

the better. This information is generally available to the underlying RSSE algo-

rithm, and transparency is merely a matter of providing it to the user. However, the

challenge is doing it in a way that remains understandable. In the field of general

recommender systems, Ozok and colleagues advise concrete explanations, such as
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“People who use X also use Y”, over abstract ones, such as “You may also like

Y” [39].

2.3 Assessability

Once a user understands what a recommendation is and why it is being provided,

there is still a need to assess whether or not a recommendation is relevant and is one

that a user wants to take action upon.

Recommendations provided in software development typically require higher as-

sessment than those provided in consumer-oriented domains. For instance, recom-

mending a related news article to a user [22] may be assessable in a split second;

does the title of the article appear interesting? In contrast, recommending a potential

duplicate bug report requires gaining an understanding of the recommended report

and comparing that against the new report: a cognitively challenging task. If seven

potential duplicates are presented to the user, at least six comparisons are needed

with substantial cognitive shifting between each comparison.

There is a spectrum of assessability in software engineering recommenders. At

one end of the spectrum, it may be relatively easy for a user of Reverb [43], which

recommends a web page the user has previously visited relevant to code currently

being edited, to determine if the web page is of use for the current task. The as-

sessment in this case may be simple because the user may recall the web page from

previous interactions. At the other end of the spectrum, it may be difficult for a user

of Fishtail [42], which recommends an likely relevant but not necessarily previously

visited web page, to determine if the web page is useful as it may take them signifi-

cant time and effort to read through the recommended page. In general, the longer it

takes a user to assess a recommendation, the higher the cost of false positivesfalse

positive and the more a recommender needs to be accurate.

Assessability is related to, but different from, understandability and transparency.

Easy to use and transparent recommendations may be more likely to be easy to as-

sess. A recommendation of a web page that a user has previously visited when they

previously edited code may be easy to understand, transparent and easy to assess.

However, a recommendation can be easy to understand and transparent yet hard to

assess. The difficulty of assessing the duplicate bugs outlined above is an exam-

ple of this case. More difficult to understand and less transparent recommendations

may be acceptable if once the recommendations are assessed they are almost al-

ways applicable. For instance, a highly accurate duplicate bug recommender may

be acceptable and considered useful and efficient to a user.

How can a toolsmith improve assessability in their system? If a recommendation

is an alternative to what the user already has already done (such as recommending

a duplicate bug report), the system should make it easy for the user to compare the

existing item and the recommended item. In the duplicate bug report example, the

system can highlight the salient differences between bug reports. If multiple com-

parisons are necessary, a higher level difference summary may be appropriate. In
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general, the system can make it easy for the user to assess the value of a recom-

mendation by comparing the recommendation against the alternatives with respect

to the user’s values.

2.4 Trust

Even if a recommendation is understandable, transparent, and assessable, a users

must trust the recommendation to benefit them in the way the recommender system

implies. The need to establish trust varies with the level of commitment that the user

needs to make with using a recommender. At one end of the spectrum, an RSSE that

makes a recommendation to change a user’s code and that will make the change

automatically requires a significant amount of trust. If the automatic change were to

introduce a subtle bug, the user may not recognize it until long into the future, and it

may take a significant amount of time to track down and fix. On the other hand, an

RSSE that auto-completes a method name may not require much trust from a user,

because if the user does not like the chosen method, they simply delete the identifier

immediately.

Trust is especially important in RSSEs that necessitate behavior changes on the

part of the user. For example, we have previously created an RSSE that recom-

mends integrated development environment tools to users [50]. Such RSSEs might

recommend, for example, that a user use a “Call Hierarchy” tool in an integrated

development environment such as Eclipse [7], rather than using multiple invoca-

tions of a “Find References” command. Even though the RSSE provided high levels

of transparency, which can help build trust [40], users found the recommendations

hard to trust.

So, how can a toolsmith enable the user to trust their system?

• Build it. Start with a small, modest recommendation before making more sub-

stantial recommendations. Although, to our knowledge, user interfaces in RSSEs

have not allowed users to provide explicit feedback, such feedback has been

shown to increase trust in other recommender systems [33].

• Borrow it. Borrow trust from someone or something that already has it, such as a

colleague of the user. For example, rather than saying “when making this change,

you could also look at class X,” instead say that “when making similar changes,

your colleague Bill often looks at class X.”

• Fake it. Because humans are social creatures, they are influenced by social cues,

cues that could be leveraged to improve recommendation acceptance. Cialdini

gives six principles of persuasion that could be leveraged in RSSEs: reciprocity,

commitment and consistency, social proof, authority, liking, and scarcity [5]. For

example, a toolsmith could use authority in the RSSE by appealing to the fact

that the recommendation is derived from Ph.D. work that has analyzed millions

of lines of source code. Cialdini’s principles have been used successfully outside

of software engineering to improve recommendations [10].
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2.5 Distraction

When should an RSSE make a recommendation? Many types of RSSEs make rec-

ommendations when the user explicitly asks for it; in these cases, the answer is clear

– deliver the recommendation when it is asked for. For RSSEs where the tool needs

to take the initiative, the answer is less clear.

For some RSSEs, delivering a recommendation in the middle of a user’s work is

critical. For example, BeneFactor can suggest that a user complete a manual refac-

toring using a refactoring tool [16]. In this case, the longer the RSSE waits to make

the recommendation, the less time the user will save in taking the recommenda-

tion. If the user completes the refactoring manually, the recommendation has lost its

value.

There are downsides to delivering early (and potentially frequent) recommenda-

tions as delivering a recommendation in the middle of a user’s task may be distract-

ing. That is, the cost of the interruption may outweigh the benefit that the recom-

mendation brings, assuming the user even realizes that benefit.

How can a toolsmith reduce distraction in their system? Several user interface

techniques have been proposed to help balance the need for timely recommenda-

tions with the need to avoid distracting users. One is the use of negotiated inter-

ruption [28], which informs the user that a recommendation is available without

forcing the user to acknowledge it immediately. Annotations (Section 3.1) are one

implementation of negotiated interruptions – the user can easily ignore or defer the

recommendations that these affordances contain.1 Another is the use of attention

sensitive alerting [20], where the recommender system tries to infer when the user

is not in the middle of an important task. Carter and Dewan have created such a sys-

tem that gives help to developers when it detects that they are stuck [4]. Adamczyk

and Bailey provide a good overview of techniques designed to reduce distraction in

general human computer interaction that can be applied to RSSEs [1].

3 Strategies Used in RSSE User Interfaces

Many existing ways to present recommendations exist. We divide this presentation

into two pieces: getting the user’s attention (Section 3.1), and providing further in-

formation (Section 3.2).

1 We use the term human-computer interaction term “affordance” to refer to “the actionable prop-

erties between the world and an actor” [38].
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3.1 Interfaces for Getting Users’ Attention

As we hinted at earlier, how contact is initially made between a user and an RSSE

is one major user interface decision when designing an RSSE. One of the major dis-

tinctions is reactive versus proactive initiation [54]. Reactive initiation means that

when users are ready to receive a recommendation, they ask the tool for it. Proactive

initiation does not require the user’s invocation; instead, the tool makes a recom-

mendation when it is programmed to do so, perhaps at a scheduled time or perhaps

because of some event. Schafer and colleagues’ classic paper on e-commerce recom-

menders calls this distinction “automatic” versus “manual” recommendations [44].

Elsewhere, systems implemented with proactive initiation have also been called “ac-

tive help systems” [12].

Not all user interfaces fit cleanly into these two categories. For example, Quick

Fix Scout piggybacks quick-fix recommendations on top of an existing recom-

mender system user interface [30]; the user does not have to explicitly ask for a

recommendation from Quick Fix Scout, but neither is one offered at a particular

time.

Proactive recommendations tend to be appropriate whenever a recommendation

is timely, that is, it may significantly improve the task that the user is doing at the

time the recommendation is made. Reactive recommendations tend to be appropriate

when the delivery of a recommendation does not impact a particularly time sensitive

task, and when communication of a recommendation takes a significant amount of

time.

Reactive recommendations tend to be easier to implement; the toolsmith pro-

vides a button or hotkey, and users invoke it when they want a recommendation.

Finding such a button or a hotkey can be a challenge for the user [32]. There is

a significant challenge, however, in designing and implementing a proactive initia-

tion recommendation system. In the subsections in this section, we discuss several

existing user interfaces for facilitating proactive initiation.

Annotations Annotations are markup on program text that associate a particular

recommendation with the segment of text that they are displayed on. Annotations are

often represented as squiggly underlines or highlights. Figure 1 shows an example

built by Thies and Roth, where a yellow underlining of the code test= null is

augmented by a text hover, providing additional information [46].2

The advantage of annotations is that they are often familiar interfaces for soft-

ware developers, and many integrated development environments make it easy to

implement them. They also appear in a convenient location whenever a recommen-

dation is associated with a specific code location, so that when developers look at

the code, they are likely to notice the recommendation. For example, in Figure 1,

the annotations work well because the recommendation speaks to the variable dec-

laration on which the annotation is displayed.

2 All screenshot images used in this chapter have been provided by their respective authors,

each of which has licensed the image under Creative Commons Attribution license (http:

//creativecommons.org/licenses/by/3.0/).

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
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Fig. 1: An example of an annotation, courtesy of Thies and Roth [46]. Here, the an

information popup is shown after the mouse has hovered over the annotation.

However, annotations are not well-suited for some situations: when recommen-

dations occur frequently in source code, are soft, are imprecise, or overlap. Frequent

annotations are those that would be scattered all over the code, overloading the user

to the point of ignoring the recommendations or turning them off. For example,

Fowler suggests that comments are indicators of poor design [15], but an RSSE that

annotated all comments would be excessive. Soft recommendations are those that

require human judgment, such as what it means for a method to be “too long” [15].

Imprecise recommendations are those that could reasonably be placed on multiple

points in code; for example, a recommendation that coupling should be reduced be-

tween classes could as easily be annotated on the referencing class as the referenced

class. Overlapping recommendations are those that would overlap if the source code

were annotated; for example, if multiple tools all annotated the same expression, at a

glance the developer would not be able to distinguish one annotation from multiple

annotations.

A special type of annotations are what might be called “document splits,” where

information is inserted between lines in a document. Figure 2 shows an example,

where line numbers are shown along the left hand side; between some lines, in-

formation about variable values are displayed. Document splits can display more

information initially than other kinds of annotations, but also may be significantly

more distracting because they distort a user’s documents.

Icons Icons are small graphic images that appear in a development environment.

Icons are typically displayed on the periphery of the user’s workspace, sometimes

as markers in the gutter of an editor. Figure 3 shows an example of the BeneFactor

tool [16] recommending that the developer should use a refactoring tool.

Icons share many of the advantages and disadvantages of annotations, but be-

cause icons do not occupy the same screen space as code, icons may be less notice-

able than annotations when the user does not happen to glance in the direction of

the icon.
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Fig. 2: An example of a document split from the SymDiff tool, courtesy of

Lahiri [24].

Fig. 3: An example of an icon (at left) from the BeneFactor tool, courtesy of Ge [16].

Affordance Overlays Affordance overlays are annotations that appear on top of

user interface affordances, such as files in a browser or items in a dropdown menu.

For example, Figure 4 shows a set of task contexts, where one source code file is

overlaid with a rounded rectangle, for the purpose of offering the user a recommen-

dation that this is the file he should look at next.

Affordance overlays are well suited to recommendation contexts where a rec-

ommendation is frequent or constant and where the existing development environ-

ment’s user interface should be as unperturbed as possible. Affordance overlays
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Fig. 4: An example of an overlay from the Switch! user interface, courtesy of

Maalej [26].

may not work well in high-stakes situations, when a user missing a recommenda-

tion would have a significant impact.

Popup Popup (or toaster) recommendations are those that appear in a new user

interface layer when a recommendation is made, on top of an existing user inter-

face. Popups may force the user to acknowledge them, or may disappear after some

amount of time. Figure 5 shows a basic popup that Carter and Dewan used for help-

ing software developers when they get stuck [4]. Popups typically disappear after

a few seconds, but also have various degrees of ephemerality, from disappearing

completely to leaving behind a affordance (such as an icon) that the user can invoke

the retrieve the recommendation after the popup itself has disappeared.

Fig. 5: An example of a popup, courtesy of Carter and Dewan [4].

Popups may work well in situations where getting the user’s attention to deliver a

recommendation is a high priority and when recommendations are infrequent. Pop-

ups may not work well when the likelihood of the user taking the recommendation

is low.
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Dashboard A dashboard is a user interface affordance where recommendations are

made to users in a fixed, known location on the screen, typically on the periph-

ery of the user’s vision, allowing the user to glance at recommendations frequently

and with low commitment. Like the dashboard on a car, recommendation system

dashboards typically integrate recommendations of different types or from different

sources. Figure 6 shows an example of a dashboard, StenchBlossom, which contin-

uously displays information about multiple code smells while the developer works.

Fig. 6: An example of a visualization of code smells, where each ‘petal’ represents

the magnitude of a single code smell in the code on the screen [31]. For example,

the bottom-most petal indicates a strong Large Class smell [15].

Dashboards may work well in situations where recommendations are continuous

and pervasive. They may not work well when a user does not have the screen real

estate to spare to the dashboard.
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Email Notification Email notifications are those that are delivered via email, rather

than into an integrated development environment. One example is email notifica-

tions delivered by the Coverity static analysis tool [9], which can notify developers

of potential defects via email.

Emails notifications may work well in situations where every recommendation

should be considered by a user, and in situations where collaborating with outside

entities (such as project managers) may be essential when a developer deals with a

recommendation. Because users may be notified about new emails according to their

email client preferences, email notifications of recommendations is a way to provide

the user with enhanced customizability and workflows. Since email is asynchonous,

email may not work well in situations where recommendations must be handled

immediately.

3.2 Descriptive User Interface Options

Beyond making initial contact with a user, toolsmiths often want their recommen-

dation systems to provide additional information to a user. Since providing such

information in the initial contact may be overwhelming, toolsmiths can employ pro-

gressive disclosure [35] to give the user more information. As we discuss in the

following subsections, broadly speaking, this information can be conveyed in a tex-

tual way, as a transformation, or as a visualization. These user interface options for

providing recommendation descriptions are equally appropriate for both proactive

and reactive recommender systems.

Textual A textual description is one that explains a recommendation in text. Tex-

tual descriptions can be enhanced by using markup, visual emphasis, and a tabular

format. Figure 7 gives an example of a textual description from the ASIDE secu-

rity tool, which explains why a developer should fix an input vulnerability. Many

other tools provide textual descriptions, including Niu and colleagues’ tool for rec-

ommending conflict resolution [37], the Example Overflow tool that recommends

relevant source code [56], and the Seahawk tool that recommends relevant answers

from a question and answer site [2].

Textual descriptions may be appropriate when a recommendation requires sig-

nificant context and rationale. However, textual descriptions may not be appropriate

when users have little time to read the text.

Transformative Transformative recommendations are those that show the user the

impact of taking a recommendation. The impact might be what happens when a tool

is invoked or when code is changed. Figure 8 shows an example where a refactoring

is recommended. Before this screenshot was taken, the developer had cut the code

int string_size=string.length();

size+=string_size;
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Fig. 7: An example of a textual description from the ASIDE tool, courtesy of Xie,

Lipford, and Chu [55].

out of the for loop, and has begun typing findSize into that loop. The recom-

mendation system, WitchDoctor, then recommends that the developer create a new

method with the cut code using the appropriate parameters and return value. The

recommendation is made in a transformative way, because the gray code (for exam-

ple, “size =”, “(size, string);”, and so on) previews what would happen

if the user accepts the recommendation. A more conventional implementation of

transformative recommendations might simply show a preview of a change in a

separate windows or popup. ChangeCommander is an example of a recommenda-

tion system that takes this approach [13]. A similar approach would be to allow the

recommender system to make a code change, but then allow the developer to undo

that change.

Transformative recommendations may work well in situations where the con-

sequence of a recommendation is known. They may not work so well in situations

where the consequence takes a significant amount of time for the user to understand,

since the user must essentially reverse engineer the transformation to understand the

problem that it solved.

Visualization. Visualizations convey recommendations in a graphical way. Figure 9

shows a visualization of a callers and callees in a piece of software. Trumper and

Dollner provide an overview of visualization techniques for RSSEs [49].

Visualizations may work well when recommendations are indirect and require a

software developer’s judgment. In essence, visualizations collect and display infor-

mation, with the hope that the developer will take action based on the information

that the RSSE provides. This is contrast to many textual recommendations, which

precisely tell the developer what to do.

In this section, we have discussed several user interfaces that toolsmiths can use

to present their recommendations. However, we do not want the reader to treat this

list as exhaustive – our opinion is that novel user interfaces may better fit the needs
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Fig. 8: An example of a transformative recommendation from the WitchDoctor tool,

courtesy of Foster and colleagues [14].

Fig. 9: An example of a visualization from a call tree, courtesy of Holten [19].
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of users. Such novel interfaces may completely discard our list of user interfaces, or

combine them in a novel way.

The user interfaces presented in this section may seem to be intuitively related

to the dimensions we describe in the prior section, but we view the two as orthog-

onal issues. For example, one might assume that a popup user interface is more

distracting than an affordance overlay. However, the fact that many popups appear

distracting is inessential to that user interface; a toolsmith can reduce the distraction

of popups by using techniques such as gradual fading and more intelligent popup

timing.

4 Choosing the Right User Interface

In this chapter we have provided a review of some desirable properties of RSSEs

and a variety of user interfaces to help implement those properties. When toolsmiths

have an idea for a user interface, how do they design the user interface that is going

to deliver recommendations in an effective way? Here, we provide some practical

advice on how to do so.

First, toolsmiths should determine their level of commitment to getting the user

interface right. At one end of the spectrum, if the toolsmith were just doing a proof of

concept, it may be enough to make the most convenient user interface – or not even

have a user interface at all. For example, WitchDoctor [14] recommended refactor-

ings, but it was evaluated without actually showing the RSSE to developers, and thus

a user interface was not necessary to demonstrate effectiveness. At the other end of

the spectrum, if a toolsmith wants the tool to be widely adopted by the user com-

munity, we suggest making a stronger commitment to implementing a user interface

right.

Second, a toolsmith should choose a strategy for creating a good user interface

that is congruent with the level of commitment. Typically such a strategy involves

two symbiotic parts, design (creating the user interface) and evaluation (determin-

ing the goodness of the user interface). In the following paragraphs, we describe

several strategies for performing design and evaluation, both with low levels of com-

mitment and with high levels of commitment.

With a low level of commitment, here are a few appropriate design strategies:

• Use another interface for inspiration. If a user interface was designed to solve

one problem, a tool that needs to solve a similar problem may be designed with a

similar interface. For example, because both compiler warnings and static analy-

sis warnings serve similar purposes, annotations that are used for compiler warn-

ings may be appropriate for static analysis warnings.

• Mockups. Mockups allow an RSSE designer to create an initial idea for an RSSE

user interface, then communicate that idea graphically. A mockup may be created

using Powerpoint [8], Adobe Fireworks [6], or simply on paper. For example, the

authors of WitchDoctor provided a user interface mockup in their paper, to give

the reader an idea of what a practical implementation might look like [14].
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• Cognitive Walkthroughs. Starting with a basic user interface design (say, a

mockup), a toolsmith can then “walk through” how a user would use it for the

first time by creating a number of scenarios. By pretending to use the design for

each scenario, a toolsmith can determine which scenarios the user interface ap-

pears to work well, Rieman and colleagues provide an overview of the cognitive

walkthrough procedure [51].

With a low level of commitment, here are a few appropriate evaluation strategies:

• Wizard Of Oz. This technique provides a way for toolsmiths to evaluate the user

interface of RSSEs without implementing the RSSE fully; instead, the toolsmith

manually provides fake (but useful) recommendations directly through the user

interface. Maulsby and colleagues provide an introduction to the approach [27].

• Heuristic Evaluation. This technique is a way to evaluate RSSE user inter-

faces by having a panel of experts analyze a user interface by comparing its

features to a set of known good usability heuristics. Nielsen and Molich provide

an overview [36].

With a high level of commitment, appropriate design strategies include those that

fall under the heading of requirements elication and analysis. Indeed, a toolsmith

can treat RSSEs like any piece of software, and design RSSEs using methodologies

such as Participatory Design or Joint Application Design [3].

Evaluation strategies with high levels of commitment include:

• A/B testing. This type of evaluation, more commonly found in web design, gives

one sample of users one user interface, and another sample of users a slightly dif-

ferent user interface [21]. Across both samples, a toolsmith measures an outcome

of interest, such as the number of recommendations taken.

• Controlled experiments. In controlled experiments, different user interfaces to

RSSEs are given to different groups of people and some outcome is measured,

but external variables (such as task) are controlled for [53]. As with A/B testing, a

toolsmith measures some outcome of interest, and results are compared between

groups. However, non-comparative controlled experiments can also be conducted

when no reasonable point of comparison exists.

• Case studies. Case studies are like controlled experiments, except they are not

conducted in controlled conditions, but instead are conducted in a user’s usual

workspace, which improves their generalizability [41]. Data can be collected

through a number of means, such as remote instrumentation or by asking users

to keep journals.

In addition to the reference given above, Toleman and Welsh provide a more in-

depth overview of evaluating design choices [48]. LaToza and Myers provide an

overview of the software engineering design process [25], much of which is ap-

plicable to RSSEs. Chapter ?? also discusses an end-to-end design and evaluation

approach called a field study.
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Getting the user interface right takes time and effort, but it is also a necessary

step in creating a successful recommendion system for software engineering. In this

chapter, we have outlined factors that a toolsmith should consider when building a

user interface for an RSSE, provided examples of choices the toolsmith can make

and have described how user interfaces for RSSEs can be progressively designed

and evaluated.
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