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ABSTRACT

Artificial Intelligence, a branch of computer sclence, a2ttenpts to
emulate human Intelligence wlth computer systems based cn symbol manipu-
latlen rather than numerical processing. The results of over two
decades of artlficial [ntelligence (ALl) tesearch are now beginning to be
applied for natural-language access to computers, computer systems that
act as exzpert consultants, and robotles. Al capabilltlies are also being
developed for planning, design, lmage analysis and understanding, and
other functlons.

NASA, already aware of Its ueed for AL In the years ahead, is
tegluning to develep lts flrct eppllcatleons. The potentlial for future
aprllicatlons ls Indeed enormous. AL will be used to lmprove some
present-day functlons and tco make new programs aad mlsslions practleable.
Al wili be needad for the meznagewent of informatlon, for engineceringz,
and fcor adminlstrative managemert. Uhlle the fliet applications will be
In amlssicn plauning, Al will serve as a vitally imgeortant tcol for diag-
nosls and repalr of faults on future spacecraft. Al applicatlions can he
expected to Lncrease dramatlcally In number and variety during the nexnt
five to ten years, In a manner analogous to the proliferation of com—
puter applications In NASA durlng the last two decades. The gpace sta-
tlon should be planned from the start to Incorporate AL technlques. 4n
ATl research group should be established In NASA, probably at Ames
Research Center, wlth direct and continulug llnks to the Al research
community, the entlre range of applications in NASA, and NASA wmanage-
ment. Although experlenced AL speciallsts are scarce, the proposed Al
research group could help train NASA personnel already skilled in systea
developaent, so that they could cdevelop the artificial Intelligence
applications that will be needed by NASA.
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CLOSSARY

ACRONYM - A model-based vislon systea.

Al - Artlflcial Intelligence. The capabllity of a machine to izitate
intellilgent humar behavior.

AP - Automatlc Programming. A branch of Al.

ARZMIS - Automaticn, Robotics, and Machine Inteiligence Systems. An
acronym used In an MIT study for the George C. Marshall Space
Flight Center.

ARPANET - ARPA Network. A high—-speed (50,000 baud), packet-switched,
diglital network developed by the Defeunse Advanced Research
Projects Agency.

ASEE ~ fmericsan Soclety for Ewgineering Rducatlon, Washington, D.C.

AXAF - Advanced X-ray Astrophysics Facllity. 4n u-ray telescope
spaceczaft.

CAD - Computer-Aided Deelign.
CAM - Computer—-Alded Marufacturing.

CASE - Computer-Alded Systems Englneering. A system diecussed at the
1981 NASA/ASEZE Summer Study.

CAT - Computer-Alded Testing.

CETI — Counrunlcatlon witli Extraterrxestrlal Intelligence.

CHI - A knowledge-based progranming environment.

CMS ~ Command Management System, Goddard Smice Flight Center.
MU - Carnegle-Mellon Urniverxslty, Plttsburgh, Penasylvanla.
DBMS - Data Base Manageuent System.

DEC - Digltal Equipment Corporatliou, Maynard, Magsachusetis.
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DENDRAL ~ Aa expert system for Inferring chemlcal structures.
DEVISER - An expert system for plannlng Vcyager mlsslions.

EL - An expert syster for analysls of electrical circults.
EXPERT - An expert system for medical consultatlon.

GE - General Electrlc Company, Falrfield, Connectlcut.

GCES - Geositatlonary QOperatlonal Euvironmental Satellite.

GPS - Gzneral Problea Solver, an carly problem solver using means-ecnds
analysis.

GSFC - Goddard Space Flight Center, Greenbelt, Maryland.

GSP - Geostatlonary Platform, a proposed communicatlons relay
satelllite.

HASP/SIAP - An expert system for signal prccessing.
IBM - Internaticnal Buslness Machlines, Armonk, New York.

ICAM -~ Integrated Computer-iAlded Manufacturing. A program sponscred
by the U.S. Alr Force.

ITSIS - Intelligent Earth-Senslng Information Systea. A hypothetical
system described at the 1980 NASA/ASEE Summer Study.

INDUCE — Ao expert system for rule-gulded Inductive Inference.
INTERLISP - Interactlve LISP. A dlalect of LISP.

IPAD - Intcgrated Programs for Aerospace Vehicle Design. A prograam
spcuasored by NASA Langiey Research Center.

IPF - Image-Processlng Facillty, Goddard Space Flight Center.

JPL - Jet Propulslon Laboratory Califcrnla Institute of Technology,
Pasadena, Califorala.

JSC -~ Lyndon B. Johnson Space Center, Houston, Texas.

FNEECAP ~ Knowledye-Based English-Enquiry Crew Actlvity Plsouing.
A planning system based on KNCES.

KNOBS ~ Knowledge-Based Systen An expert system for planning
tactical &alr misslons.

LANDSAT - A NASA satellitae for observing earth resources.
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LISP - List-Pzccessing language. A progrumming languege wildely uced
In the AI ccmmunity.

LST - Large-Scale Integrated sealconductor clrcults.

MACSYMA - An expert system for symbolic mathematlics.

MIT - Massachugetts Institute of Technology, Cambridge, Massachusetts.
MITRE - The Mltre Corporatlon, Bedford, Massachusetts.

MOLGEN -~ An expart system for planning experlments In molecular
genetlics.

MSOCC - Multisatelllte Operations Control Center, Goddard Space Flight
Center.

MYCIN - An expert system for dlagnosis and treatment of Infectlous
diseases.

NHASA - Natlonal Aeronautlics and Space Adminlistration, Washingtom, D.C.
NASTRAN - NASA Structural Analysls program.

KBS - Hatlonzl Burezu of Standards, Galthersburg, Maryland.

NCC - Network Control Center, Goddard Space Flight Centex.

NEEDS - NASA End-to—-End Rata System.

POCC - Projcct Operations Contiol Center, Goddard Space Flight Center.
PROLOG ~ Ptégrammlng In Logic. An AI preogramning language.

PROSPECTOR - An expert system for uineral exploratlon.

RECON - A computer-based, blbliocgraphle, NASA data base.

Rl - An expert sysﬁem for conflguring DEC VAX computers.

SETI - Seaicﬁ for Extraterrestrlial Intelllgencec.

SIPE - Systenm for Interactive Planning and Executicn. An expert
plannlng system develcped at SRI Internatlional.

SP - Space Platfora. A versetlle platform for scientiflc and space
aprllcatlens research.

SRI - SRI Internatlional, Menle Park, Califoarnla.

STRIPS - A planning system for Al.
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TS - Telecperator Mancuvering System. A multlpurpose free-flying

satellite tender.

VAX - Virtual-Address Extenslon. A 32~blit DEC computer with 2
virtual-menory operating system.

VLSI ~ Very-Large-Scalc Integrated semiconductor circults
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I INTRODUCTION

he purposc of thlie resort Is to make scme reasonable and well-
founded recommendatlons to NASA regarding the em=rging new cechnology
called artlflclial intelllgeﬁce (AI). Althoush research In AL was
started as a branch of computer sclence approximately at the tlmz that
NASA itself wae created, AL Is just beglnning te be utllized In the recl
world. Itz inltial aspplications, though few In number, have generatad
conslderable Interest In AL”s promlslng and multlfaceted notential.
Thiz report provides a tutorjial description of Al, takes a look at soze
of Itz possible applicatlens In BASA, aund caoncludes with reccamondations
for z cesprehenslive artifleial !ntelligence program in NASS.

Al can be deiinad as a branch of computer sclence whose goal (s to
formallze the characteristlics of Intelllgent behavicr and to Jeslgn,
bulld, 20d comprehend machines that reason, plan, and perceive. These
machines, l.e., computer systems, wlll have many of the cogultlive skills
assoclated with hvwan beings and could therefore be used pervasively
over 3 broad range of human Intellectual activities, Including all the

sciences, the professions, Industry, lliterature, and so on.

Fundamental tescoreh In AL Ls conmcerned primariiy with the preblens
cf knowledge reprecantation and coumcnsense reasoning, and with the
éeveicpmént of tachuloues for findiug solutlons (called heurlstic
search). fLategorfes ef Al systems Lnclade expert systems, planning.

, automitliec program-

L]

theoren proving, visiou, natural language, wototlic

wlng, and learning.
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AT has potential for useful appllicatlons throughout NASA®s actlvi-

ties. These Include the mx agement of Informatlion, englneerirg, Instl-
tutlonal wanagement, end the performance of prevlously Impractlcal mls-
slons. Once Inltlated and properly implemented, AI ls expected to prol-
Iferate In NASA the way computers did durlng the last twenty years. The

folliowlng are examples of potential applicatlons:

® An expert system for mlssfon pleanning. Such an appllcation,
called DEVISER, s already being developed at JPL (Vere, 1981};
It can be used at other NASA locatlons as well.

® An expert syctem to detect and correct faults on spacecraft.

e A vislon system to analyze LANDSAT fmagery.

o Intelligence for autonomous spacecraft In planetary explora-
tlon or in deep space.

¢ Control of high-performance future alzcraft that humans can~
not control alone.

i ]

Automatic generatlon of computer prograxs, replaclag human
programmers.

a Management support, especlally for planning technologlcal
change.

o Engineering support for design, manufacturing, and testlng.

The space statlon not only provides an opportunlty for using AI,

.
but may well require Its appllcation for successful development. The
7

knowledge base that will be created for designing, wmanufacturlng, test-
ing, and operatlng the space station needs to be planned from the start

to accommodate AL technlques.

NASA ~hould establish an Al researxrch group at a NASA center clcse
to an existing Al research comzunity (Ares Research Center would prob-
ably be an ldecal leccatlon). This group should have close tles with the
Al research comrnunity, the areas of applicatlon within NASA, and NASA

naunagensnt.



To develop the AI systems that NASA wlill need In the years ahead,

th

and work closely with NASA applicatlon-development groups.

(3

Al research group could asslst in retralning NASA system developers



This Page Intenﬁonally Left Blank



S AT TR A (NI ety
b o AL e Pt e et S B A

]
]

II FPREVIOUS NASA STULIE!

(.
L

From time to time various individuals within NASA, as well as study
groups that have included both NASA personnel and nomNASA people, have
locked at the impact of future technology, including computer science
and artificial intelligence. Because of the rapid development of Al as
a techrology, only the most recent studies are genuineiy helpful. One
landmark study, by the Qutlook for Space Study Group (1976), recognized
the potential impact of AL in "A Forecast of Space Technology: 1980-

2000" (1676}, but vnderestimated its rate of progress.

The NASA Study Group on Machine Intelligence and Robotics, chaired
by Carl Sagan, met from June 1977 to December 1978. It concluded its
deliberatiors by recormending a vigorcus program of research combined
with practi-al applications of machiune intelligence and robotics in
NASA.

In the summer of 1979, at Woods Hole, Massachusetts, the Innovation
Study considered (among other topics) self-replicating systems. No
of ficial report was published, but thas study’s findings were subse-

quently discussed by Bekey and Naugle (1980).

Following a sympousium on automation amd future missions in space
held at Pajurc Dunes, California, in June 1980, the 1980 NASA/ASEER Sum-—
mer Study mcl at the University ot Saata Clara, Junc-August 1980. They
focused their attention on four space missions in the following : ?;
categories: (1) terrestrial applications, (2) space explorstion, (3)

nonterrvestrial utilizaction of materials, and (4) seli-replicating svstems,
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The 1981 NASA/ASEE Suumer Study met at the Unlversity of Maryland.
Its priucipal theme was the utllizatlon of computer sclence and technol-
ogy In NASA, conslidered from the ctandpolrt of NASA®s needs as an organ-
lzation, the preseat status of sclence and techvology In NASA, and

reccmmendatlions.

We shall nske 1lberal use of the {Indlugs of previcus studies. A
bibliography at the end Includes the publlshed repcrts of such studles,

ac well as cther references clted Lu the follswing text.
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ITI OVERVIEW OF ARTIFICIAL INTELLIGENCE

Computers have been la exlstence now for almost forty years. Whlle
steadily decreasing in price, they have lncreased enormously in both
usabllity and speed. During these decades of extraordinary technolecgi-
cal develcpment, computers have been used prlmarily for either “number
crunching” (e.g., in nuwerlcal analysls) or flle/data processing (eo.g.,
in wost commerclal applicetlonc). However, because thelr Inherent speed
and accuzacy enable exteaslve reasonlng Iin demalny that can be appropri-
ately synbelized, computers cen also be vieved as symbol-manipulating
machines. For cxample, couwputer programs are avallable for symbolic
mathermatlics (e.g., equatlon solving and Iudeflnlte [ntegratlion) using
elgebrale manipulations of mathexzatlcal expressions rather than numeri-
cal technlques. The maln advantage of such programs is that they can
solve mathematical problems of great complexity far faster and were
accurately than any human could hcpe to do. Thils ability to canipulate
symbols opens up exclting possibllities for intelligent computer appli-

catlons.

Artlficfal Intelligence can be viewed as the study and developuent
of technlques for exploltlng thls symtollc-reasonlng potentlal. 1In
practlice, this means the bullding and testluy of programs whose behavior
can be called Intelilgent:. Thls activity Is combined with the goal of
developing a sclence of cognition based on o symbol-manipuiatling,
informatlon~proceselng model of Intelligence. Whlle censliderable pro- |
gresé has been made toward thls general objective, most Al research con-
centrates on such specific aspects of Intzlligence as planulng, reason-

Ing, hypetheslzling, lesrning, conjecturlng, ete., as well a5 cn the



engineering task of bullding systeme and gensral tools. An understand—
Pk ki ade g

Ing of how particular intelligent actlivitiec can be performed s

expected to lead to an understanding of Intelllgence In general - lts

essentlal nature and procesges.

The major problem !n developlng AL systems Is In fluding sultable
symbollc representations of the domalns of laterest, along with commen—
surately apprcepriate inference systems te deduce any necessary conclu-
slops. Expert systexs are outstanding examples; these are proegrams that
appear to the user as experts In thelr respective domalns, allowlng each
user to Interact with the system as if he were deallng with the expert
hlmself (e.g., glving It Inforwatlon and asking It questious). Such
eXpert systems use the same kind of reasoning as the expert, rangling

from rough rules of thumb to preclse deductlion from the avallable data.

Today computer—~based investlgatlons of Intelllgence have dlverged
Into two related subflelds, one predemlnantly thecretlcal and the other

predominantly prectical. ‘The flrst ls coznltlve science, concerned with

the underctanding and modeling of human thought. The secord Is AL,

which s concerrsd with achlieving computer—based Intelligent behavior by

any means. However, lg_gfﬂggiggL_AI prograus tend to emulate the way

people thiak because, to ensure correct behavlicr, the reseatcher and
mopat Thc

user have to understand what the system Is dolng.

With the cost of cemputlng power decreaslng rapldly, the expense of
programming the machine for a speclific appllication has become the don~
Inant ovarall system cost. Advances In AT have wmade possible great
reduct fons In the cost of suftware development whlle Increasing the
flexibllity and rellabllity of the resultln3 systems. In additlon, Al
systems greatly extend the range of useful zctlvitles thar computer sys—
tems can perform, from handling data bases and nunmber crunchlng to serv-
Irg as interactlve Intelligent assistants and on-llne latelligent
experts. This enhanced capablility 1s posslhle, in pavt, because recent
rule-based Al systems mnke 1t posslbla to alter speclflic rules without
upsetting the rest of the program. Also, these modular, rule-baced

representatlons ate more easlly understcod by nonprogrammers.

——
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Progress In artificial iptelllpgence Is limlted more by cocnceptual

difficultles than by hardware constraiats. Ceazrally, the hardest prob-

lem Is the development of a suitable representatlion for each domaln, and
the accumulation of sufficlent domaln-speciflc knowledge (including
search guldance) to enczble useful Inferencez to be drawn In that domain.
Despite these difflcultles, AI has already produced many useful systems
and further research can be expected to produce many more Ia the near
future. hese new systems will be signlflicantly more powezful and

adaptable than those currentliy avallable.

Al research comblnes general research Into a broad spectrum of com-
mon problems with a more speclalized kiInd of research focusling upon
speclflc areas of applicatlon. The core of baclc research Is surrounded

by varlous layers of applications (the "onlion" model) as shown In

Flgure 1.

A. Baslc AI Regearch

The coie of baslc Al research, as shown In Flgure 1, conslsts of

four components. These are describad i{n the following subsectlons.

1. Search Theory

In problem solving, planning, theorem proving, game playlng, and
dlagnoslng, for example, an Al prograwm must search through a large epace
of potentlial solutlons. Usually thls space 1s far too large to explore
"by brute force,” so knowledge —~ especlinlly knowledge about the domaln
belng Invesilgated ~ ls uged to gulde the search. This knowledge is
often lncomplete and is even occaslonally in ecrror, but the guldance [t
provlides ls conslderably better than mere chance. Such inexact Informa-
tlon lIs called heurlstlc. A conslderable body of Informatlon now exlsts

on hew to conduct heurlstically gulded searchas.
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SECOND-LEVEL APFPLICATIONS

——

FIRST-LEVEL APP!LICATIONS

a—

MODELING
HEURISTIC AND
SEARCH REPRESENTATION

OF KNOWLEDGE

PROBLEM

SOLVING VISION
AND
PLANNING
COMMONSENSE
Al SYSTEMS REASONING,
AND DEDUCTION, AND !
LANGUAGES PROBLEM
SOLVING
\/

EXPERT SYSTENMS

FIGURE 1 THE "ONION"” MODEL OF ARTIFICIAL INTELLIGENCE RESEARCH AND
DEVELOPMENT

2. Modeling and Representatlen of Knowledge

Ore of the most dlfficult tasks In developing an Al asplication ls -
to devise s sultable representation and assoclated lonference scheme.

Such a scheme must capture the princlpal concepts of the domaln and

10



allow the efficient computation of any rzquircd information. Sometimes
representations can be studied in the abstract, but usually a represen—
tation and its inference procedures must be studied together in a given

domain to ensure the efficiency of the resuliing system.

3. Commonsense Reasoning and Probiem Solving

Al rescarch is developing methods for reasoning in uncertain and
incompletely known situations. Such metheds are necescary for under-
standing, planning and decision-making under real-world cconditionms.
Success in this area is leading to systems that reason closer to the way
people do, rather than working in the formal algorithmic fashion charac-
teristic of most current programs, and so are much easier to build,
understand, and modify. Because of their progress in developing such
gystems, practitioners are sometimes referred to as “knowledge

engineers."

4. Al Programming Languages

Because of the different programming needs in building symbol-
manipulating programs, compared with number crunching or data handling,
many programming languages (and programming aids) have been developed
for AI. 1In particular, LISP has been used by the AI community since its
development in 1958. It has become the major AI language, with a power-
ful user enviromment that is unequalled in computer science. LISP, and
packages written in it, have made possible the development of very cem-
plex Al systems. LISP has also found many uses outside the bounds of

_ior |
Al. Recently new Al programming languages, such as PROLOG, have become
it X
available. These new languages offer greater programming convenience

than LISP for ccecrtain applications.

1l



B. AI Appllications

The next layexr of AI research surrounding the core Ils concerned
with areas that teneflt {rom progress In baslc AT resecrch. Hany Al
laboratorles arcund the world have groups worklng cn the following major

applications.

1. Expert Systenms

This 1s the name given to a class of AL systams that uwillize u slg-
nlf{lcant amount of expert Information about a particular domaln to golve
problems In that dowmain. The feature distingulshing such expert systems
frcam standard applicatlon programs ls that the expert Information Is
stored In a transparent form (usually rules) that is used by the system
ln accordance wlth and Iln response to the current problem. All current
expert systens seperate the exzert Informatlen frem the Inference pro-
cedure that rezgonsg oa the basis of this Information. Typlcal
numerical~appllication programs (e.g., for space naavigaticn) dictate in
advance hew a2 computatioa fs to be perforued for every jossible computa~
tlonal step, and thus require coaslderable modiflcation Lf the cysteam
needs to be changed. Another difference between expert systeas and con~
ventlonal cowmputer sclence Is that expert systems are deslgned to be

abkle to reason on the basls of Incomplete and uncertain Lnowledge.

Expert planning systems are still In a state of development. These
systems can produce complex plans that obey many ccnstralnts with a
potential for achlievlng an accuracy aund speed that humans ara not able
to match. Although bullding such plannlng systems entalls a high over-
head cost because of the large amount of knowledge that must be acqulred
and the nzed to debug (verlify) thls knowledege, the potentlal returan ls
substantlal because such systems can be used repeatedly at many dif-
ferent locatlons, and without addltional cost. DEVISER, develicped at
JrL, Ls such a plauning system; It can te used for such tasks as plan-
ning misslons. With the addition of sultable domaln knowledge Lt could

be used for deslgning vehlicles and planning tbe control or spacecraft.

12
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2. Viclon

The amount of irformation generzted by an imegiung sencor (e.g., &
TV camera) Is enormous, 3¢ that the task of reduclng thle Informatlicn to
a machine-understandable Internal represeatatlon ralses many challenging

problems. Viglon systems that recegnlze linited classes of Images are

already commercially avallable, but considerable work remains to be done

before A vislon systems can watch the capability of the human eye. A

large bedy of Informatlioun exlste regarding methods for extracting
relevant features from an Image (e.g., edges, reglons, shadows, etc.),
but the higher-level problem of Integrating thie ieformatlon for the
purpose of recognizlng objectse has beeun golved In cnly vesry licited clr-
cumstances. The low-level vislon procegslug willl reguire high-zpeed,

sprcial-purpose VLSI chips to perform feature extractlon In real tlme.

3. Understanding Natursl Language and Speech

Here the problem ls to reduce the Inpuc to an Intermal representa-—
tion that captures the Intended meanlng. In speech undezstanding the
Input Is the digitlzed acoustliec signal, while In natural-language under—
standlng the Input ls text usually entered from a keyboard. Whlle many
problenms remaln to be gsolved, useful natural- language systems are
already commercially available. However, the problem of understarding
speech is much wore dlfficult because of signal Interpretatlon difficul-

ties. Desplte these obstacles, an experimental speech-understanding

\
systems with a vocabulary In excess of a thousand worde has been

o
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4, Autormatlc Prograuaing

The goal In automatle programnlng is to transform a glven progranm
speclfication Into s workin;, provablv correct program for a particular
computer. When the desired program is only lnformally stated (e.g., by
sample Inputs followed by theli corrvespendlng outputs), ther the task of
automatlc programming constitutes inductlive loarnlng; there (s wo
assurance that 1t will produce the Intended program. A formal prograwm
speclfication tau be transformed Into a werking progranm more easlly.

Programs of rnderate complexlty have alrecady been created.

5. Problem Solving and Game Plaving

Considerable progress hag been wade in these areas, wiilch have been
subjects of study siunce the earllest days of Al. TFor example, chess—
playlug programs now tegularly defeat all but grand masters, and prob-
lems such az Rublk”s cube are routlnely solved by probiem~solving pro-—
grams. Such ldealized dozalns were studied becausz they explicate dif-
£icult fundermental issues In Al research. These doralins enable research
progress tc¢ be made on the interestlng fundumental issues, unencumbered
by the disiracting complexltlies of the real world. Game playlng Is a
major analoglical context for understandling human behavior and plannlng

In multlagent sltuatlons.

6. Robotlcs

For a robot to achleve goals and cope with unexpected ceandltlons,
it must bulld and maintaln a world wodel. Thic model, used to evaluate
the effects of proposed actions (plans), depicts the expected ctate of
the world so that sensors can detect error conditlens. As a robot
Interacts with the wor2d, sensors can be uced to update the world ecodel

and gulde future actlous.

R



7. Learning

This general term covers any Al research involving a program that
lomproves 1lts behavior as a result of experlence. Many Interestlng
learning programs have been created, but much research remalns to be

done before learnlng can be regarded as a voutlpe part of an Al system.

C. Applied AI

The outer layers of Al applications In the onlon model Include
systems of Increasing speclficity for use In partlcular zreas. These
systems are characterlzed by a concern for reliable perfcrmance and ease
of use, unlike AI research programs that tend to be usable only by thelir
originators. Areas In which such AI systems have been developed include
mediclne, geology, automatlc control, slgnal understanding, chemistry,
and others. A major 1lmitatlion upon the growth of appiled Al systeas ls
the shortagze of tralnad Al personnel (knowledge englineecrs) to work with
exrperts and transfer thelr knowledge to a useful working system. The
availablilty of high-level languages for construction of rule-—based rea-
sonlng systems, such as OPS5 and PROLOG, wlll make thls task casler, zs

recent experlence at DEC (McDermott, 1982) has shown.

Recently, much AI research has been directed at exper®t systems, as
most Al applications Involve some expertise. These systems usually
exploy rule-bascd reasoning because of the advantages of representlng
knowledge In this form. For example, when an expert systen appiles the
relevant rules to a particular slteatlon, a record ol such rules and
their context can be kept. This record can be ured by the szystem to
explaln its reasonling to the user - to whatever level of ¢esall may be
desired. 1In addlition, If the expert hullding and debuzging a system
does not agree with the system”s reasonling In & specifle sicuaticn, be
can usually resolve the dlscrepancy locally by modifying an exlsting )
rule or adding a ncvw one. Sluce the rules are largely modular, such

modlflcations normally do not alter previcuszly correct inferences.

1s



A major concern of expert-system rescarch s how to use uncertaln
rules {(rules of thumb), so that degrees of belief In !andlvidual rules
can be combined to obtaln a final degree of bellef. Since most human

phcd
reasoning takes place on thes basls of uncertain Information and weakly

supported lmplicatfions, it would clearly be of great advantage [f expert

systems could use siwmllar types of lonferences. Rather than trylag to
lultate huwan behavior directly, ome line of current research ls
directed toward formal models for reasonlng under cceuditlons ef uncer-
taluty chat utllize all the Iluformation avallable, but without overstat-
Ing the strength of any single concluslon. Practical systeams that can
make probabllistic judgements glven particular Informatlon, are avall-

able and are expected to improve rapldly.

Although artiflclal Intelllgence has made great advances and has
already produced a number of practlical systems, future AL systexms can be
expected to grow signlflcantly In scepe and capabllity. This growth
will be especlally expedited by the energence cof spoclal-purpose Al
machinzs {e.g., PROLOG and LISP machiunes belug developed as pzrt of the
Japanese fifth-generatlon project). However, such machlnes will not
themselves create powerful Al systems, as the wmalin limltations are still
conceptuai. Conslderable basic research remalns to be done, rartlcu-
larly in the area of knowledge representation and assoclated inierence
procedures. As some of thls rescarch Is especlally pertinent to NASA s
requiremants, It should obviously be accorded commensurate attentlon and

emphasls by NASA.

-
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IV OVERVIEW OF NASA APPLICATIONS COF Al

Some previous studies have looked at posslble applications of
artiflclal Intelligence in NASA - mogt notably, the NASA Study Group.
That group found prospectlve appllcations In emart sensling, manipula-
tors, COEEESE_EZEEEEE’ spacecraft crisls analysls, locomotion systews,

assembly of large structures, vislon systems, software tools, and com—

puter networks. The number of potentlal appllceations appears to be very

—_—
e

large Indced.

The impact of AL or NASA will be simlilar to the lmpact of comp.ters

—

over the last twenty years, except that AL wlll probably develop faster.

In the case of computers, the first use was In a few high-priority,
operatlonal applicatlons In which cowputers were not only obviously
advant ageous, but for some purposes even essentlial. Computer resources
were llulted and concentrated, as were the personnel who used them.
However, computers have become ublqultous and personnel skilled In thelr

use are found throughout the NASA organlzatlon.

AI Is just now beginning to be used in business and Industry, with
the first truly practical applications implemented durlng the past year

or so. The natural-language Interface INTELLECT has been scld and

- —

fnetalled Iin over a lhwadred locatlons. The Rl system, developed by CMU
and used by DEC for conflguriung VAX computers, Is probably the flrst
expert system to have been put Into Industrlal servlcz. Industrial
rchots In a few large manufacturling organlzations are belng cquipped
with devices such a¢ vision wmodules (from the Al research laboratorles)

to make them "smart.” Expansicn and prolirferation are already oa the
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horizon, however, as many orzanizatlons are now cagaged In developning
systems elther for thelr own use or to goll to future users. Even If
NASA Itself dId nothlng about R&ED In artlficial intelllgence, it would
inevitably become a major user c¢f Al producas along with bheslness and
Industry.

The Space Study Group, In Llts repsrit to the NASA Adzlnistiatonr,
"Outlook for Space” (1976), dlvided technolopgics among tiwee categories,

depending 6n the manner of thelr suppori:

¢ By industry, with liitle or no goveriment support.

e Partlally by Industry, with a reasonable fraction of NASA
support.

e NASA-supported because of unlque pertinence 0 space requlie-
menfs.

e

The Space Study Group put Al In the second category, stating tnat "There
could be major advances In automated {machline) Intelllgence, enubling
spacecraft and surfsce rovers to conduct lmpb:tant tasks ov seguencaes of
operatlons under human directlion, but wlthout the need for constant

step-by-step human control.”

Similar study groups formed since the Space Study Group”s report
have concluded that NASA will probably find AL to be an absolute
reqtltement In carrying out future mlsslons, such as the space statlon
currently In the plannlng stage. 1In generai, AL will be used in two
kinds of applléatlons: (1) to improve exlsting functiocns, and (2) to
enable the performance of tasks that were formerly coneidered lmvossi-
ble.

As regards the improvement of exlstlng functioﬁs, Al can have lts
greatest Impact lu repiaclng human workers engaged In the handling'and
processing of informatloun. For example, a good prospect for early
application ef an Al-type plannlng systea !s the task of luproving the
proﬁuct[vity of personrel in mlsslon planning and related actlvitles.
One system, DEVISER (a JPL development), is belng considcered for use In

several NASA centers.

13
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As regards the enabllng of herctofore lmpossible tasks, AI wlll be
requlred te support advanced aeronaut fcal znd space projects. For exan—
ple, AL techniques for fault lsolutlon, dlagnosls, and repalr wlll be
needed to achleve the degrea of rellablillity required In future alrcraft

and spacecraft.

Evanples of NASA applicetlons can he fouund for each of the major

application areas of AI that were described briefly fn Sectlicn II:

Expert Systems - Expert planning systems wlill apparently
be the first AI systems used In NASA, sluce one of them,
DEVISER, Is already In an advanced stage of developmzent.
It has the potentfal to be used at ceveral places In NASA
and to provlide a foundatlon for future systems with even
broader scope.

Vision - Al techniques will b= a vitally fwportaat ald In
procecsling the enormous awount of Imagery antlclipatea frem
planned mlssions, such as LANDSAT.

Netural-Language and Speech Understanding ~ Probably the
oost avallable AI technique teday. Imnedliate appllcatiens
In NASA are possible as natural-language interfeces to data
bases.

futomatic Programming =~ Tremendous long-range potentlal for
replacing human programmers. Al-type p.ogramming alds can
Increase the productlivity of programmers In the near term.

Froblem Solving and Game Playlng - A useful research tool
for devislng and developing new AI capabilltles.

Robotice = In the form of teleoperatlon, zlready rceagnlzed
as an important NASA technology. As mlssions becomze more
complex and nuiterous, more autonomous robots wijll be nzeded
In response to rising costs.

In summary, the numbar of votentlal applicatlons of Al in NASA is
very large and pervades all of NASA"s activities. The use of expert
planning systems such as DEVISER In ulssion plauning would appear to be
a reasonable cholece for an Initial applicatlon. As experlence is

gained, the scope of tuture appllcatlons caa be Increased. Because of
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the inevitable wldespread use of AT In NASA, its Ilnitlal applicatlons
will not only provide additionasl detalied technlcal knowledge and an
increased reservoir of skilled workers, but wlll also establish the
wanagement framework needed io gulde ths further developaoent of Al sys-

texs In NASA.



V  APPLICATIONS OF Al

A. The Scope of AI Appllcations In KASA

Although NASA has begun development of a few lmportant appllce-
tions, widespread utilizstion of ATl by NASA ls expected lIn the near
future. What we are now witnessing Is just the inceptive phase of a new
technology that Is just starting to emerge from the research laboratory.
Any dlscussion regarding eventual appllcaticns Inveolves the kinds of
uncertaintieas usually encountered when one ventures to predict the
future. Some of the applications dlgcussad here way turn out to be move
difficult than antlclpated, whereas others, Includlng soce ultimzte
successes, may be overlooked entlrely. Fortunately, several previous
studles that have alrezdy consldered some pessivle appllcationg of AL in
NASA4 can serve as a foundation for further rounjectures and proposals.
lowever, the reader should remember that an attempt Is belng rade to
suggest possibilitles over the entlre broad spectrum of KASA actlvities.
Inevitably certaln speclflc future applicatlons, Including some that

might later prove to be Important, may not he wmentloned at this iime.

Just az corputers have prollfersted duclng the past two decades, so
wlll the applications of artlflcfal Intelligence. Thls wili be occur-
rirng at the same tlume that other technslegiles, cuch az very—large-sczie
integrated semlconductov clzcults and diglitel computer networks, are
belng deploved. Just as robotles, a part of AL technology, ls changlng
fuctorles, s0 AL wlll change offlices. The pervasiveness of potenrlal AL
applicatlons will force organlzatlons such as NASA to mak: strotegle

cholzes in the next decade promotlng the use of Al technology.
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To put possible applications in perspective, it would be helpful to
consider NASA’s missions {as listed in the amended version of the

National Aeronautics and Space Act of 1958). These arc as follows:

o Atmospheric and space science

o Acronautical and space vehicles

o Leadership in aeronautical and space science and technology

o Technology transfer

o International coopcration

o Ground propulsion systems

o Automotive propulsion systems

o Bioengineering
All of NASA’s activities support one or more of these missions. A
direct relationchip is evident between AL and the second mission,
aeronautical and space vehicles, e.g., in autornomcus spacecraft and as
stressed in such previous studies as the one conducted bv the NASA Study

Group. In addition, an examination of cach of the other missions would

AL tech—

reveal important prospective applications for aAl. The use of Al
the use ol

niques fc¢r understanding imagery from a geostationary operational

envirommental satellite (GOES), for example, could typify Al’s practical

value in atmospheric science.

Future aeronautical and space science and technology are expected

< - . : .
to become increasingly dependent on artificial intelligence - to such an

/—'—'_’_——_—
extent that rechnological leadership in aeronautics and space science

will presuppose leadership in Al. To succeed in accomplishing the third

mission, theretere, NASA must lead in AL, at lcast in those aspects of

it that are most relevant to NASA s requirenments.

The fourth mission, technology transfer, would benefit national
security, other governnent functions, and the private sector by spinning

off from NASA the AI tzchnology developed for NASA applications. As

[S]
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noted later, Al Itself, In the form of expert systcas, could facllltate

the precess cf technology transfer.

B. Information Managewent

The acqulsltion, storage, transmisslon, and dissemzlunatfon of Infor-

watlon gervade all of NASA”s systems.and progrems. These vital func-

tlons have received the attentlou of several studles In rzcent years.

1. NASA Study Group

The NASA Study Group looked at a large number of potentlal applica-
tions of Al in NASA, includlng all the above wentloned aspects of irnfor-
m2tlon management. The final report of the Study Group llsted the fol-

lowing areas of technologlcal opportunity:

a. Robotics = Use of AT In autonomous exploratory spacecraft
and for an autonomouc lunarx explorer.

b. Smart Sensors = Use of Al in Imzge understanding for such
applications as remnte senslng; crop surveys, and car—
tography. Also envlsaged is the use of AI vision in
teleoperators and a Mars rover.

c. Mission Operatlons — Al in alsslon monltoring, and in
sequencing and control.

d. Software Development — Use of on-llne, Interactlve facll-
itles for software develcopment; other alds to programmer
rocuct lvity.

e. Man-Machine Systems — Low-level, detalled control by Intel- P
igent computers, leaving humans free to carry cut hilgher-
level, uwore coaplex declsion-making and administrative
responsibilities.

Not all of these applications mentlcned by the NASA Study Group are
AL, strictly speaklng. Software development, for cxample, is descrip- X
tive of the recholical envirtonzeunt In whilch Al rescarch Iz conducted. v

Nevertheless, those appllcations of AL that are ldentifled are signiflicant.
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2. 1980 Summer Study

.The 1980 Summer Study consfdered a hypothetical earth~sensing
Informatlon system that could be Llomplemented durling the nexk tuvo or
three decades and that would requlre Intensive applicatlen of artiflclal
intelligence technigues. Thls system wag studled bocsuse of its poten—
tial economic benefits, and because present earth-sencling systewss are
collectling data at a rate far exceeding the rate at which the Informa~
tlon can be digested (formatted, cataloged, verifled, annotated, call-
brated, etc.) and dlsseminated. Called the Intelligent Earth—-Sensing
Informatlon System (IESIS), its demards would be at the far extreme of
present NEEDS (NASA End-to-End Data System) actlvitles, particularly In

the planning., schedullng, and control of satellite systcms.

In the report of the 1980 Summer Study, the IESIS Is described as

follows:

An Intelllgent satellilte system that gathers data In a goal-
dlrected manner, based on speciflic requests for observatlon
and on prlor knowledge contalned in a detailed seli-correcting
world wodel. The world model, or knowledge base, weculd be a
part of the Al system, eliminating the processing and storage
of redundant Informatlion.

A user-orlented lnterface that permits natural-language requests
tc be satisfled wlithout human Interventlon frou informatlon
retrieved from the system library ot from observatlons made

by a member satellite withla the systen.

A medlun-level onboard declslon making capablllty walch opti-~
mizes sensor utllization wlithout compromlsling user”s zequests.

library of stored Information that provides a coaplete detalled
t of all slignlflcant Earth featuves and resources, adjustable

r seascnal and cther identlflable varlations. These features
and theltr characteristics are accesslble through a comprehensive
crcss~-referencing scheme.

Typlcasl data—nrocessing steps Lo a user-IESLIS fnteractlon are listed In

Flguve 2.
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DATA ON DEMAND CRIGIVAL PALE ™5

OF POOR QuALITY

USER
LOGON

SYSTEM/USER INTERFACE
—NATURAL-LANGUAGE QUERY-RESPOINSE

ON-GROUND PROCESSING

—KNOWS ALL SATELLITES

~KNOWS ALL USER REGUERTS

~KNCOWS ALL PRIGRITIES

~BUILD3 PLAN FOR IMPLEMENTATION

-~-GEMERATES COST ESTIMATE PRIOR TO PLAN EXECUTION

UPLINK

SATELLITE SENSING AND PROCESSING
~RAW DATA COLLECTICN

~MAKES DECISION ON DATA COLLECTION
—ONBOARD PROCESSING

DOWNLINK

ON-GROUND PROCESSING
—~PICTURE PRGCESSING
-UPDATE WCRLD MODEL
—~ARCHIVE

—DEL{VER RESPONSE TO USER

FIGURE 2 DATA-PROCESSING STEPS IN A USER-IESIS INTERACTION

The 1980 Summer Study did not descrlbe all the appllicatlions of AL
that would be requlred for the IESIS, but notcd a few of the Important

ones.

Natural Language - Primarily to provlde novlice users with

direct access to IESIS. The natural-languege Interface for

IESIS requlires a domaln model, a user model, a dlalogue model,

reasonable default assumptlons, ccmmon world knowledge, aad .
explanatory capablility. .

Problem Solving - Twc specific Issues were considered. The
Tlrst of these was the comnunleation liuk capaclity. An Al
planner could cignificantly reduce all comaunicatlon link }
volumes by taking several factors Into acccunt: each lndlvideal o
user request, the ensemble of &ll current requests, and a

forecast of expected requests. The second lssue consldered )
was the number of satellltes., If the IESIS concepts fer

observation can be implemented, it may be possible to shift

most data-acqulsltlion tasks to a lower level of resolution.
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This system would allew data-acquisitlon by orbiters at higher
altlitudes with greater flelds of view: thus, a smaller number

of satelllites be required. Success would depend upon a hlgh-
level capabllity to understand relatlounships between sensor
readings and the actual cstate of rhe world as by human-orliented
descrliptors. Thls Is preclsely the problem In visual perceptlon
thet ls addressed by Al.

The foregoing observations noi only propose a feaslble long-range
goal for an earth-senslng loformatlon system, but, at the saune tlwe,
polnt to some of the key AL techalques that will be required In such a
system. Cne can assume, woreover, that other NASA (nformatlon systems

would need come of the szme Al techaiques = natural language, for exam—

ple ~ for slullar purposzes. Space exploration, certalnly, presents many

problems of control and orlentation that are prlme prospects for Al

applications.

3. 198! Suwmer Stuay

The 1981 Summer Study consldered rechnlgues {or knowledge acquici-
tlon and dicsemlinatlon, for storing, retrieving, and processing complex:
and/or large volumes of data., The 1981 Summer Study report concluded
that asslcilation of the vast quantltles of informatlon to be collected
by NASA will be lapossible without new techniques for masslve data
storage, data—-base management, ard data processing. The report states
that NASA will need scphistlcatlon In knowledge rapresentation well

beyond the current state of the art.

Applicatlons of expert systems are discussed In an appendix to the

p
vreport. It Includes the comment that current procedures for tracking,
=

command sequence generation, and data processlng are labor-intenslve,
and that thelr automation orn a wide scale seems a practlcal goal wlith
current AT technelogy. The offort vew undevway at JPL to autcmate the
process df uplinking ccmmande to a spacecrafit s an laportant first
step. Expert systems can lncrease the efflclency of commsnd sequence
generatlon and veriflcation, as well as the overall control of upilok

activity managemeot. The appendlx 2lsoc nates that knowledge-bacsed

~
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planningz systems ran be ucged to iamprova the schedullng, monltoring, and

control of operatlons such as those involved In the shuttle turnarcund.

' The report noted the following potszntlal applicatlons of expert
systems In Informatlon acquislitlou, processing, and dlsseminatlcn:

. \
© Ground support operatfons for the space shuttle and for

earth orblt and planetary spacecraft.

¢ Shuttlz scheduling and monltoring for thwe shuttle turn-
around.

e Fault analysls and wanagement for the shuttle and other
space systems.

e Monltorlng and management of astronsuts” health.
o Schedullng of meetlngs.

o Software deveiopment alds: tools for programming and for
sof tware project management.

® Alds for rescarch and analysis, e.g., DENDRAL
experiment-cchedulling, deslgn, and Interprete
sophistlcated real-time control of exneripeunt

aud MACSYMA,

e Image Interpretatlon; anomaly detectlon for further analysls
by humans.

@ Automatlc management of technical documencation.

9 Self*managing data bases, l.e., data bases that can reorga-
nize themselves as needed for effliclent access, check the
valldity of Inputs automatlcally, etc.

Thus, the three study groups (NASA Study Group, 1980 Sumzer Study,
and 1981 Summer Study), each in a different way, have looked at the need
and posslblilities for AI appllcatlions In the acqulsitlon, storage,

transmlsslon, and disseminatlon of Informatlon.

4. Misslon Flanning

As already unoted, JPL has begun the developxent of an Al plannlag

system (DEVISER) for generating command scquences for the uplink, an
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application fdentified by zli thres grouvps. Lt zppears to be 2 senslble
cholce that, at the same tlme, emphaslzes an lupertant polnt. The first
appllication of Al In NASA 15 a pianning task, whereas those that have

been {lrst outslde NaSA have becen elther natural-language or expert sys-—
tems. But NASA, of course, has lte own unlque prlorltles that cannot be

equated with those that obtcin elsewhere.

5. Other Applicatlons

The first applications of AL in NASA, as exempllfied by DEVISER,
are In the uplink process. An cariler study (Brown, April 1681) con-
gsidered using AI in Mission Operations at Goddurd Space Flight Center.

The following applications were reccmmended:

o An expert system to ald the spacecraft amalyst, auvgnmented
by a natural-language Interface and 2 plannlrng system.

& & plannlng system {or mission planuing f{a the Payload
Operatlonz Contzel Centers {POCC).

Use of Al techiniques Llu the Cownazud Management System (CHS).

[4]

e A plannlng systea for schedullng of rescurces in
Multlsatellite Operations Coatrol Centers (HMS50CC).

8]

¢ A plannlng system for schedullng in the Network Control Ceater
(NCC).

¢ A plannling systenm for scheduling jobs n the Image Processiug
Faclllty (IPF).

o Al techniques for fmage understanding In the quallty assurance
function of the IPF.

o Use of Al technlques for lmage understandlng In the IPF’s
automatlc registratlon of ground contrel polints.

o Use of Al technlques for image understanding ia satellite
iwagety, e.g., In crop surveys.

Other possible applicatlons of Al are belng considered at varlous
NASA centers. For example, Al ls being investigated at Johnson Gpace

Ceater, Flight Control Dlvision, as a weans of monltocring the space
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shuttle dewallrk for irregulacitics. They are also iooking at the pos-—
sible use of Al in couneciion with a DBMS for a system of distributed
data bascs. Under a coatract with Goddard Space Flight Center, the
MITRE-developed, knowledga—-bhaged system KNCBS fs being adapted to demon-
gtrate Its ablllity for dolng arow actlvity plananlng for the space shut-
tle, with a view to Its possible use with the space statlcn. The KHOBS
adaptatlon, calied KNEECAP (Knowledge-Based English~Enquiry Crew
Actlivity Planner), MITRE Project 8980, is belng developad In cooperatlon

with the CGperatlons Divielen at Johnson Jpace Center.

A planning systea simllar to DEVISER cculd ve used for schedullng
sclence exverlments con the spsce shuttle. Thils Is now done manually at

Goddard Space Flight Center, in the Engineerlng Directorate.

The huge amount of data generated by Iwmaglng systems creates a mas—
sive Informatlon storage problem. Artiflclal Intellligence makes Lt pos-
sible tc control this output by examining and cowprchending it In real
time, then selecting and transmitilng only that Information coasldered
Important accerdlug te certain specified criteria. Thls would enable
wonultorlng satelllites to detect and iransmlit Interesting events, ignor-
ing all others, and to dlrect onboard sensoreg to observe important
events 3s they take place. Because of the transmlitting delays inherent
In deep-space missions, such understandling/adaptive systems must be

autonomons.

The large volume of data and the critlcal need for accuracy and
error-free processing make finteillgent expert gystems extremaly deslr-—
able for planning sclentlflc experiments and processing the data. When
guclh expert systems are Introduced, they not only ald the development cf
those branches of science ia which they are employed {e.g., MOLGEN) but
actually engender a newt kind of couwwunlcatlon and cooperaticn wltnin the

comaunity of partlelpating scientlsts.

Al expert systems could ald the process of technology transfer by

roviding on—-line expertlse In a partlenlar area, e.z., In fuel cells.
] S
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In this case, the cxpert system would luclude a knowledre base contaln-
ing the knowledge of human experts about fucl-cell technology and 1ts
applications. Users would then obtaln access tc the sxpert system via a
computer network, which is similar to the way librarians ncw access “he
NASA RECON systen for blbliographlc informatlon about NASA techuoleogy.
In the case of an expert cyvotem, howevor, the user wovld effect technol-
ogy transfer by Interacting directly with the expert systea In the

language of hls discipline.

6. Summary

The area of acqulsltion, storage, transmlssinn, and dlsseminaticn
of Informatlon offers a rich harvest of pecssibilltles for applicatlons
of artiflclal intelligence. The first applicatloas are in the uplink
process, an apparently reasonable cholce, even though UASA”s long-range
plans for AI are stlll belng formulated. A lorng-range geal snd a well~
deflned plan will be essentlial for wmanaglng the develepment of AL appll-
catlons. Ctherwise the alternative wmay be autcmstlon of a nuuber of
discrete ifttle fragments of the present system that wmey nct ccastltute
optlmuam or reasonable steps toward the deslred goal or even be compatli-
ble with one anosther. The {nitlal approach suggestcd above — starting
with an applicatlicn like DEVISER for plannirg command sequences and ther
expanding the scope of the system — appears to be both reascnable and

timely.

C. Englncering

NASA has substantial irvestments In englneerlng systems for the
deslgn of alrcrafr, sracecraft, etc. Some applicstlons of AL that arxe
beilng developed in research laborarories arc expected tc iafluence and

become a part of such systems.
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1. 1981 Sumaer Study

The 1981 Summer Study ausessed WASA s abllity to deslgu, wmodel,
develop, test, operate, and wansge lazge, complez (possibly autonomous)
systewms. Two facete ¢f englnesring systewms were recognized. The flrst
of these councerns the technologles needed for a partlcular klnd of sys-—
ten. Al, for example, Is an essentlal techrology for buflding auvte-
nomous spacecrait. The second facer comprises the collectlon of wmethods,
tools, managerent cecuniques, and deslgn procedures employed In
englneerling systems. Here too, Al techulques are viewed as a requlre-

aent.

The same study group also advocated a zethod of computer-alded sys-
tems englneerlng (CASE) In whlch the central ccaponent ls a complete
descriptlion of the system In wachire-readakle form. The llfe cvela of a
CASE systum Is shown In Flgure 3. CaSE would have a ratural-language
interface, similar to English, that would wake ugs of AL, Tha machine-
readable descriptlon of the systeam would include all the repovts, ucrk-
Ing papers, correspondence, studles, wmodels, data sheets, analyses,
speclfications, parts lists, drawings, plans, schedules, costs, and suap-
porting Informatlon that pertaln tc the system. This knowledge base
would alse fnterface with and support the use of computer alds for all
phases :f development, testlng, and operaticn, such as computer—alided

design (CAD) and computer—alded manufacturlng (CaN).

The representatlon of the system”™s knowledge In a useful foum needs
to bz based on Al technlques for knowledpe representatlon. Thea 4l
N B H
techniques for design, diagnoslis, and other enginesering sctivities can

work In conjunctlon wlith the same knowledge base.

Thr CASE methodnlegy propozed by the 1981 Sunmer Study has a nuaber
of potential acdvantages. Automatlon of enginecring documentatlon is
expected to reduce the tlme speny ln labor-Intenslve activitiles and
loewer cupineering cosus. Other features arve descelbed in the 1981 Suo-

may Study repert as foullows:
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FIGURE 2 COMPUTER-AIDED SYSTEMS ENGINEERING

CASE has impllications for persemnel mix and talent »ools In the
Agercy. A new breed of techulcian, as e.g., "lntegration
engineers” wlll be needed to provide coaslstency and constralnt
checks, since all requlrements nust be met by the deslgn
procedure. Components which appear to satlsfy no requirement
must be scrutlnlzed. Properties aud liwits of materials have to
be checked agalnst how they will be used. Interfacing of
components within a svstem could be checked by the demon
englneers for compatlbility. Hodeling aud simulation of systems




will become standard and will be used to reveal Incongrultles
with all mcdiflcatlons undergeling extunsive checks to determine
the lmpact on other patts uf the system. Cost estlmates could be
automatlcally generated at any polnt ourcling system development.
Under these condltlons, dcs!:r° are naver considered frozen and
thus yleld more flexible and iable systems.

After an orlglrnal unit under development bacomes operatlonal,
CASE deslign producnts should remaln con-line and avaliable for
the life of the particular integratlon. Higher-level CASE
functions wiil permit designers to monltor system-ulde
devclopment, testing, and cperatlons. For iustancs, CASE
can gather nistoric&l statletlcs, ldeuntify procedural ox
developuz:ntal bottlenecks, and pinpolnt specific rrouble
ares where rvedesign could pay off In Improved parformance.
CASE could also be used to dlagnose faults and repair
deficlencles by formulating and modeling a fault hypotheslis
and comparlng resulte wlth the real situation.

Finally, CASE vastly simpilfies and cnhances system asnagement.
Documentatlon ls central to the process, so managezent functlons
such as scheduling and monitorin: can more easily be conducted by
this means. Queries about the system should provide exactiy the
information requested by the user. CASE should even be w@bli? to
refer the user to the technlical literature for more extengive
explanatlons of the theory of the particular parts of the systenm.
Such {eatures wlll allow managers t¢ coutlinucuvsly monltor aad
gulde the developuent and operation of new systecs in real time.

2. MIT ARAMIS Study

In a contract study for Marshall Spac Flight Center, MIT recom~

mendsia simllar approach (Miller et al., 1982).

NASA should counsider developlng a computer slmulation and data
managenent system for satellltes, to be lmplcmevten ch to-end,
l.e. from the original mlsslon definitlon, through spacecraft
deslgn, manufactuve, test, Integratlon, launch, on-orbit
checkout, nomlnal operatlons, spacecraft modiflcations, and fault
diagnosis and handling. Such a system would enhance
compunication beluveca wlsslon superviscrs, and reduce
documentation 20s:ta. As the study group found in its own data
mancgensnt system, i{mportant objectlves are that each indlwvidusl
user should have access to all the data, and that peper should
beccme secondary to the computer as a communlcation wedlum.

[#%}
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An effort along these lines has been under way for a number of

and known as the Integrated

years, sponsored by Langley Rescarch Center
Thls

bl ]
Programe for Acrocpace-Venlcle Deslgn (IPaD) (Fulton, 1982).
effort is coordinated with the Alr Force”s luntegrated Computer—Aalded
Menufacturing (ICaM) program; the two programs are belng developed

jointly, with scma common elements. Both can be regatded as dlreched

toward aund, in effect, valldating the CASZE wmethodclegy described by the

1981 NASA/ASEE Summer Study. Flgure 4 illustrates the ICAM program.

DESIGN

PILANN'*IG AND
GROUP TECHNOLOGY

/MANUFAC- FABRICATION
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ARCH
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MATERIAL :
M \
HANDLING ODELING, O.R.
AND STORAGE
\\\ TEST, INSPECT, EVALUATYE,
\ QUALITY ASSURANCE

FIGURE 4 1AM LOGO

he jolnt Industry~government IPAD program ls a general-purpose
interactlive ceomputling svstem to support englneerlng deslgn, with signl-
ficant capabliity for munagling and manlpulating zaglineering data. It is

intended to suppert activitles at all levels of deaslgn - counceptual,
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preliminary and final -~ and to aid in the assembly and organization of

design data for manufacturing. It is envisioned as being implemented on

~a high-speed network of computers from various ccaupanies. IPAD efforts

have been concentrated on data mauag

(&4

cment for design and manufacturing.
In the future, Al-type tools can be devoloped to work with the IPAD
knowledge base for design, diagnosis, scheduling, and other tasks,
according to Robert E. Fulton, manager of the IPAD Project at Langley

Research Center.

Although CASE is still hypothetical and neither IPAD nor ICAM is
yet fully developed, they share the same basic concept and approach to
systens engineering. The concept and some of the elements of the IPAD
ani ICAM programs that have been developad can be used by NASA for such
systems as the space station. Strong central management will be
regquired fo enforce the standards that will be required for this

approach, but the benefits that can be realized later when nore elements -

‘of IPAD and CASE beccme available will be important for the success of

future missions.

CAD and CAM are widely used in NASA and in those sectors of indus-
try that work witix NASA, particularly the aerospace industry. JPL and
most of the NASA centers have subzstantial investmonts in CAD/CAM
hardware/software, including coaputer aids for the following arcas aad
purpéses: structural analysis (NASTRAN), modeling for analysis of lat-
tice structvres, analysis of test data, electrical layout, coemputationul
€£luvid dynamics, aircraft dynamics, modeling in thecoretical physics,
spacecraft configuration modeling, design of priunted-circuit boards,
design cf infrared and advanced sensors, LSI/VLSI desijzn tools, struc-
tural analysis of large antennas, awvalysis of vehicle zeometry (aero~
dynamics, performance, mass/size, and cost), viﬁration analysis, struc—
tural ard rechanical design of propulsion systems, schadulipg, assembly,

and parts inveultory. .
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CAD/CAM usage 1o expected Lo grow apace whifle, at the some tice,
becoming more Integrated as cowputers and couputer networks preoliferate.
As a2 concomitant of thils procces, AL technigues will bz incorporated
Into what ls now called CAD/CAY. The basic AL apprcach to the represen—
tatlon of knowledge will fufluence the daslgn of the data bases and
thelr management. AI technigu=ss {or naturai-ianguage lnterfacing,
vislon, planning, and decign will becowz part of the computer alds
avallable to englneers. The increasing complevity of UASA systeus,
stralning or exceeding the llwmits of bhuman comprehrncion, requlres new
and better methods to manage the complexity. The capabillty of artifi-
clal Intelligence, both exlsting and poteniially reallzable, offer

effectlve solutions to this problem.

5. Space Statlion

An outstanding opportundty, perhaps & necesslicy, exlsts for the
application of computer—aided engireering to the space staetlon. The
knowledge ise that Is ncw beginning to grow with the Space Station Tesk
Force and the coacept studles belng conductcd by the aesrospace industry .-
needs to become part of tne space-statlion knowledge bhase that will be
used throughout {ts lifetim2, frox original ccucept tc perpetual malante-
nance. As such, 1t must be gulded not only by the esaentlal standards
for compatiblility, such as standard character -zodes, but also by the
principles of knowledge bhase construction that are belng dlscovered,
tested, and formulated In the course of research In artificlal Intelli-~
gence. Many data bases that have been or are belng developed for nen-Al’
applicatlions can be lncorporated in Al systems without dLffliculty (parcts
1lsts, for axample). However, when knowledge {e.g., decisloa rules) is '}
the basls for declslons that way requlre explsnation or modlflcation, -
such knowledge must be represeanted In a way that wlil facllitate the L
needed explanatlon or mod!lflcation. 1f this is «done for data bases con-
nected wlth the space statlon, a good foundatlou will then have been
created for other space statlon subsystems that will utlllze the origl~ ;f;“

nal space-statlon knowledge base and embody artlflcial intelllgence.
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D. Instlitutional Management

1. Appllcaticns In Tradltionzl Manaperent

Many opportunities to apply Al profitatly will appear 1In manage-
ment, probably In all the tradlilonal management arcas: gecal-settlng,
declalon—making, policy formulatlon, evaluatlon, plenning, budgeting,
accounting, auditlng, personnel management, tralnlng, career develep-
ment, Jegal affalre, illtigatlon, investlgatlons, centractlng, procure~
went, Ianterorganlzational rclatlons, Intelllgence, ete. Just as comput-—
ers, word processing, and offfce avtomzaticon are now affectling all these

functions, so also wlll Al have an impact.

Appllcations can be forcseen at any organlzatlonal level and for
any actlvlty in which access to Informatlon and Lts organizatlon ond
aralysis are essentlal elements. Ncotural language will bhe partlcularly
useful In situations in vhich operatloneg are intermittent zad users
Irexperlenced. Eﬁpert systems meet an entirely differcent ser of needs

by offering preater productivity In several ways: .

o Peplacing huzan Intelllgence In the performance of
relatively simpie repetlitive and tlme-consuamlng tasks,
e.g., autoratlng the desk worker who routlinely processes

papers.
o Exteadling the avallablllity of speclallzed knowledge,

with fewer delays and at less cost than having to rely
on scarce human experts.

e Applylng knowledge-based contrcl, organizatlon, and
strategy to human-machline Interactlon.

v Verlfylrg cr supporting complex analyses and declisions.
o Estlmating cests and maklng budget projectlons.
In a broad sense, these systeuws may be considered "people rmplltiers”™

that do not replace humansz, but rather augnent them and expand thelr

capabllitles.

ff?\
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2. The Changling Organizaticn

The 1981 Summer Study Alscussced the lwpact of computer sclence and

technology on NASA as an oxganlzatlon, noting that as the stacte of the

»

art of cowmputlug changes, so will the nature of the organization. As
result of technelogical developzauts acnieved many years ago, computers
have already affected wost orgenizatlons, incliuding NASA. Technological
progress !s hardly slowing down - in fact, It Ig speedlng up. Advances
ia semiconductor technology, for example, are accelerating the changes
and proliferatieon cf computing, and will continue ts do so for sone
years in the future. Along with this vhirlwind of techncloglcal change,
or, to put lt more accurately, as an Integral part of It, AI is tegin-
ning to move from the research laboratory to lts first appllcations In

the real world.

a. Tha Role of AT

The 1951 Summer Study also noted tuat the sawme techrolegy that has
such an lmpact on the organlzatlon can also be used to marage lts Intro-
ductlon. Thus, one area of potential AI application ls In the wanage-
ment of change Iltself. Technologica: change Is th2 prlmary coacernm, but
the techniques are applicable to changes regerdless of thelr nature or

cause.

Briefly, the 1981 Summer Study outlined a method of adaptaticn to

change that Included the followlng:

{1) Knowledge acqulsition throughout the organizatlon
and slmultaneous developument of an organlzatlonal
knowledge basc.

(Z) Plamning fnr organizatlonal change.

(3) Plan executlon.

- (4) Evaluation.
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(5) Replannlng - thea return to {1).

Most of these activitles can be facilliraned or performed more effec-~

tively by using Al systeas.

b. Organizational Chznge

Becauce technology changes the way jobs get dene, the organlzatlon
must change accerdingiy. Unless It succeeds In dolug this, it cannot
expect to realize the full penefits of the mew technology ~ in the worst
case, It may not be able to adopt the technology at all. The success of
NASA”s miscions depends not only on Lts readlness to use nev technology,
but on i{ts abllity to make whatever organizatlonal changes may be neces~

sary to adapt tc such technology.

c. AI-Type Plannlng Systenme

b

Although AI-type planning systems hzve not yet reached the same
stage of developrent as expert systems, thay show proulse of beconmlng a
vezry useful kind of Al appllcatlon, and are beginulng to recelve wore
attenticn In the AI couwmunity. 1In thlsg case, menaglng NASA"s adaptatlion
to change, an lmportant advantage of the AI planner over Its human coun-
terpart Is its abillty to handle a wuch larsper and more complex
knowledge base. Such an Al planner would be used at many dlfferent lev-
els, but because the Al planner can handle hierarchles of plans with
thelr attendant detalle, the structure of the organlizatlon wculd alsé
change. That {s, fewer persons would bc requlred to mancge an actlivity,
since the human marager, auvgmented by the Al-type planaer, would be able

to handle more detalls, together with theil conmplex Interactlons.

Planning takes place zt many levels and for many dlffereat pur-
poses. Planning for change is often considered to be 2 top-management
job, a job that rends tc bz neglected at all ievels of winagewent - &t
least In traditlonal orzanizations that have been stable cr relatlvely

crisls-free. Indeed, studies of crganivations show that those thal are
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stable and successful reslet change, whatever the ocutside motlvatling
force. They exhlblt a kind of homeostasis. Only In a percelved crilsis,
vhen survival ls at stake, do orgenizatlons accomzodate change wil-
lingly. Thls can be fatal In a rzcldly changing world where, by the
time the crlsls is percelved, It can be teo late to adapt (e.g., the
U.S. automotive Industry). {Thie Is a generallzatlon that admits of
sore exceptions.) However, awareness of the rneed for change can lead to
planning for i and, eventually, to change ltself. TIdeally, the guare~
ness should cowe from the top of the organlzatlon, where an overall
strategy can be developed. That strategy (another word for plan) must
be based on the conslderatlons already stated: awareness of the necd for
change, assesswent of the prevallirg sitvatlon and of change—impeliling
forces (knowl.edge acqulsltlon), determinatlion of future goals or direc-
tlons, and planning. As already noted, AL Is concerned with the func-

tions of knowledge acqulsitlon and planalng.

A strategy promulgated at the top of the organizatlon should declde
on the policles that will govern the development of AL appllicatlens for
organizatlonal change. Some key questlons will have to be asked: What
organizatlonal plaaning actlvitles have prlority? At what levels chould
AL flrst be applied in thesc appllcatlons? How much funding shculd be
comaltted to these AL planning appllcatlons? Answere to these and other
questlons will depend both cn the NASA mlssions and on what AL 1s real-
Istically able to accomplish. Al planning systems will be used by KNASA
first for plannlng misslions, not for the planning of change. JPL"s
plannlng system, DEVISER, ls belng developed for plannlng Voyager mls-
slons - speclflcally, for generatlng the commands to be sent to the
spacecraft. Experlence wlith DEVISER and cther planners to follow it
will provide the foundatlon for applicatlons of AI planrers at higher
levels c¢f management - for example, in planning for techneclogical

upgrading of the space statlon.

Although the strategy governlng appllcations of AL planners for
change In NASA must come from the top, implementatlon may take place at

any level. At uvhatever level It does occur, however, It should be -
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within the guldellncs established o the top. Thls klad of disclplined
implementation will enable the systems developed at any level to be

integrated Into a hlerarchy cf systenms.

The 1981 Summer Study concluded:

««. SyStematic recorganlzation may well becomz normal
organizational procedure. At the very least, this wlill
requlire that "change agents" be widely distributed thrcugh-
out the oxganizatlon sgc¢ that people will krow where to

turn in order to Inltlate change. It will also requlire
extremely sophisticated coumputerlzed planning tools

to allow NASA to develep the level of awareness and
Intelligence needed to gulde local and global reorganl-
zatlon.

d. Initlal Appllcations

One posslible applicatlon of Al Is In connection with the NASA Space
Systems Techuology Model, which Is updated annually. The mcdel provides
a wrncwledge base for gulding technology development for future systems
and programs. As such, It Is a plannlng document. Beglnnlag in 1983,
the knowledge basc for the wodel will be computerl:ed, maklug possitle
the application of AI tools In the use of thls knowledge base. The
converslon of the latter to computer form should be dome wilth tihiis In
mind. A natural-ianguage Interface between the knowledge base and its
human users could be added at an early date. Other AI techunlquas, such
as knowledge-based planning, would probably be Introduced later, follow-
Ing experlence with such planning systems as DEVISER. It"s also possi-
ble that the Space Systems Technology Model would be useful In mlsslon
plannlhg at, say, one of the NASA centers, where an Al pianner would te

installed.

Other computerized knowledgs bases way be used In the future in

conjunction with the NASA Space Systems Technology Model — for example,

the NASA Long-Range-Planning Document.
An Important beneflt that would come from the approach suggested
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here is Internal consistency of rie knowledge base. Mexely collecting
or computerizing a data base does not wmake it conslstent or valldate the
items that comprise lt. Howeveyr, 1lf the dJdata base I constructed so
that the knowledge Is represented In 2 form subject to “"reasonlug"” of
the type performed in an AT eunpezt or plaeruing systenm, then Inconslisten~

cles are more likely to be revealed and corrected.

Once a conslstent knowledge~based sysctem has been davaloped, pres-—
pective AL technigques could be uscd to optlmlre plaus, as well as to
replan when elther rvzsources {includlng funding) chanse or wew technol-

ogy becomes available.

e. Summary

Al will be utilized for all the traditlional management functloas
and at all levels. Natural-language Interfaces and expert systems will
be used initially Plannlng, now done largely by hand, will gradweally
become mere automated; the first stage of this precess wiil involve core
puterizing knowledge bases for existing jobs, such as the NASA Space
Systems Technology Model. Krniowledge bases will be linxed in netwcrks
and will in effect beccme Integrated -~ thus avallable to a larger number
of users. Al will intensify the process of autowation by providing
natural-language access and the ability to "reason” about the knowledge.
The jobs of human managers and planners will change as & ccnsequeace

and, Inevitably, so will the organlzatlion.

E. Prevlously Impractical Missionz Enabled by AL

While the appllicability cf artificlal Intelligencs to present tasks
In NASA Is Important, the new ones -that simply could not bhave been done

without Al xay turn out to be the most significant.
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1. Scaling Up Prescnt Opotaticns and Wew Mlssluns

The activities that wiil be possible with AI, that caunot be done

wlthout 1t, are especlally interestlag. Thay seem to be of two kinds:

© Cperations en a gcale thit would uct be feaslble without
automatlion. An examplc ig Coe telephone system, which
would have required more human operaters %han there are
pecple If automatle switching equlpment had nct been
invented. (Nete that a lead tlme for R&D nmust always
be taken into accounz.)

@ New functions, such a2s z2lr cravel, that would never have
become realluy without new technolegy, such as aesonautics.

Our previcus discussion Incluted some ltems of the flrst category.
Anong these was the application of AI In the acquisltlon, storage,
transmission, and dissemination of Information. In regard tc these
functlcns, the 1981 Summer Study concluded that asslmilation of the vast
quantities cf informatlion to be collected by NASA wwiid be lirposslble
without new technlgues for masslve date storage, dat. base management,

and data processliag. A JPL study (McReynolds, 1978% ectimesved that HASA

could gave $1.5 bllllon per year by the year 2000 thiroush a concertced

program of Al jmpiementation.
(*———’—"“‘-—————

The seccnd category, new functlons, Involves perhaps sowmewiiat more

speculatlve projectlons. However, one thing seems cbvious: any slgnifi-

cant exploratlon of space will vequlre largely autonomous spacecraft

—
equlipped wlith and supported by artificlal intelligence. Space ls, safter

—

all, an envlironment of Infinite proportions and distances. Remote con-

trol of spacecraft by earth-based huwan controllers will not be possible
because of the tlme requlred for signals to reach the spacacraft,
because of the latter”s functional complexity, and becauvse of the large

mumber of spacecraft.
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The study donec by MIT for Mavshall Spoace Flight Center JMiller et
al., 1982) explored the potential appllcatjca of automatlion, robotles,
and machlne latelllgence (LRAMIS) to space actlvities, together with
their ground-support infrﬁstructure, during 1985-2000. A systematlc
methodology adopted for the study was deslgned to cover a wide range of

space alssions and Identify the uost promising applications of ARAMIS.

The follow'ng vepresentatlve missions were selecred:

s Geostatlonary Platforz (GSP)
o Advanced X-Ray Astrophysics Facllity (AXAF)
o Teleoperator Maneuvering System (TMS)

& Space Platform (SP).

These wissionz were chosen because they epan the 1885-2000 period and
encompass such a varlety of activities, Including comzunications,
astroncay, satelllte serviclag and zepport, and scieace and aprllcaticn
developnent. Each space project was broken down fato tasks, at flve
successively morve detailed levels — with the smallest tasks, such as
"adjust curreat and volirage,” at the most detalied level. Sixty-ajne
tasks aﬁ this most detailed level were chosen for the study. These vere
then orgahlzcd Into nine types listed below, covering the entire spec—
trum of tasks that NASA”: projects are expected to requlie du!lng‘the

next 20 years, as follows:

o.Pcwer handling

& Checkout

o Mechanizal actuatlion

a Beta handing eag communlicatien
¢ Monitoring and contzol

v Couputation



® Declslon and plannlng
¢ Fault dlagnoesis and handlling

¢ Senslng

The MIT team then consicered what ARANIS capabllitles could be utlllized
to accompilsh the 69 tasks. A classificatlon scheme was developed In
which ARAMIS was dlvided Intc & general areas and subdivided into 28
gpeciflc topics, as shown In Table 1. These 28 toplcs were considered
In relation to each of the &Y rasiks aand, as thils process of appralsal
uafolded, were further reflned Intc 78 ARAMIS capabllitles. 3everal
subjective but systematic methods were used In evaluating the 78 ARAMIS

capabllitlies under conslderatlion.

Table 1
LIST OF ARAMIS “"AREAS” AND “TOPICS”

MACHINERY DATA HAKNULING
1. Automatic Machines 17. Latw Transraission Tech.nology
2. Programmable Machines 18. Data Storsgy and Retrievst
3. Intetligant Machines 19. Data and Command Coding
4. Wanipulstors 20. Data Manipulaticn
6. Self-Replication
SENSORS COMPUTER INTELLIGEINCE

6. Range and Relative Niotion Sensors 21. Scheduling and Planring
7. Directional and Fointing Sensors 22. Automatic Pragramming

Tactile Sensors 23. Expert Consulting Systems
8. Foree and Torque Sensors 24, Deductive Techniques {Theorem Proving)

10. 25, Computer Architecture

11. Aachine
12. Ortersensors (Thermat, Chemical,
RAadiation, ete.)

s:on Technigues

N2 N-MACHINE FAULT CETECTION AND HANDLING
13 Humze-Nachine interfaces 272, FReliabihty and Foclt Taterancd
4. Humza Aycmentation and Too's 27. Statys Mordtoning and Fatlure Diagnoses
5. Telcoweratisn Tecnaues 28, Reconiguritive ered Faull Recoiry
16, Compoeter-dided Disign
5L
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One approach focused upon the relatfionships among the ARAMIS capa-
billitles, In view of the fact that the development of some ARAMIS capa-
bllitles depends upon the development of others. These relatienships

wére described graphlcally in a "technology tree.”

‘Another method establisued seven declslion criterla:

o Time to complete the task
e Maintenance

8 Nonrecurring cest

@ Recurring cost

@ Fallure proneness

Useful life

Q

Developmental Risk.

Then, for each of the 69 tascks, these 7 declsion criteria were applled.
Points were assigned subjectively for each criterion,
5. The points were zllotted to each of the candidate ARAMIS capablli-
ties for that task, one prospect belng the exlsting technology that
would be used to accomplish the task. Sixty-nine Decision Criteria Com-

parison Charts were developed, one for each task.

Using the technnlogy trees and the 69 charts of decislion criterla
values, the group then systematlcally evaluated the candldate ARAMIS
capabllities for each type cf task. Scme of the concluslons that relate

to Al appllcations are as follows:

@ Power handling - An onktoard adaptlive control systea
capable of modifylag its own programming.

6 Checkout - A computer slmulation of mlsslon sequences,
either pricr to launch as part of spacecraft veriflcatlon,
or after launch to suppoct misslon decislonc or fallure
diagnosis.

¢ Mechanlcal asctuation = A dexterous manlpulator under
human control.

46

an a scaie ¢f 1 to

-



Soxiopd”

¢ Datz handling and cozmunication - Fault-tolarant
sof tware.

¢ Monitoring and conteol -~ Au onbeard adaptive control
systen.

¢ Computation — For lcgical oneratlong and evaluvations, an
expert system with human supesrvisicn and a learnlng expert
syster with internal slmulatlon.

o Declsion and planning ~ Computer modeling and
simulation.

0 Fault dizgrosis and handling = An expert system with
hunman supervision. "The study group fecls that exnpert
systems may become not only declirable but necessary in
future spacecraft misslons. The traditlonal phllocophy
ls to anticlpate all possible onc-point and two-point
fallure modes during the deslgn process, and to deslgn
elther safeguards or reccvery systems tc deal with possible
problems. However, as spacecraft complexity lLncreases,
the predlictlon of all such fzllure modes and effects
becomes comblnatorially enormous.”

The MIT group concludes that AL may be necessary for even plennad
space mlssions and that the most critlical eppllicatlon may be In the area

of fault dlagnosls and handling.

3. General-Purpose Robot Explorer

The 1980 Summer Study studled three f.-ture space mlsslons that
would require AI, including a general-purposc robot explorer spacecraft.
They conslidered In da2tall a demonstratlon misslon to Titan, largest of
Saturn”s moons. Titan was chosen In part because It lles far encugh
from ecarth to preclude direct intensive study of the plaret from terres—
trial observatlion facilitles or easy telecperator control, yet les near
encugh for system monltoring and human interventlon. The target launch
date for the Titan demcnstration wag set for 2000, with five years on
slte. The team that studlied thls mlssion concluded that the wust lupor-—
tant single technological fector In maklng automated space-exploraticn
missions of the future feaslble Is the potentlal capacity cf artiflclial
Intelligence for learning in and about new cnvirovmente and for

genceratlng scientlfic hypotheses.

T
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4. Automated Manufacturlng Svstem {n Space

The 1980 Summer Study locked at a permanent, highly automated,
general-purpose, space wanufacturing facillty that would evolve Into a
self-contalned productlion cell, independent of material supply from
earth. Several baslc "startlng kilts” were desceribed Ln the study, which
also devoted some of Its attentlon tc the concept of extractling raw
raterlals from the moon and asterolds. The study concluded that a
wanufacturing facllity In space would require that system functlons be
taken over by AL and autonomous robots, thus acceleratling a trend

already evident [n Industrial robotlics.

A more lmmedlate use of Al for autcmated assexbly In space (e.g.,

In geosynchroncus or low earth orbit) with materials cupplied from earth

(%]

Is a very atfrractive poseiblllicy. cnlzutousmous vobots In orbit would
enaple many tasks, such as assembly of large aateanas, space statlon
construct lon, repalr and malntenance, constructlon of interplanetary
space veblcles, and repalr of satellites. These tasks can be accoa—
plished without the hlgh cost and risk of manned assembly, especlally as
the more dlifflcult portlons of the robot”z tasks car be direct: from

earth.

There are several hardware conslderations that make It simpler to
design and bulld robots to accomplish these mlssions than to deslgn and
bulld equlvalent terrestrial robots. Tor example, In space the power-
to~welght ratlo of a rotot Is not lwportant because thls only affects
the speed at which objects can be woved (which should be kept low for
safety reascng anyway}. Although production of preclsion robots with
high power-to~welght ratios Iz the maln deslign protles for carthbound
robots, very “"weak” robots can perfecrm quite well In space. TFurther-
rore, space forms a perfect background for exlsting vision systeuns

because of 1ts pltch blaciness — except for the stars and planets, whlich

48

P

[ ,A‘.';I;: !

~—t

.

>

o



e

provide excellent refevence polnts fcr directing and orlenting the cam~
era. The vacuun of spate is also uncluttered and clean and Is a perfect

insulator, allowing metal-to-mztal contucis to be detected by changed

~conductivity without the possiblility of stray conductlon paths. The

slgnificance of these speclal ceadltions ls that NASA could gala sub-
stantlal cepabllity to do wmarufecturlng, repalr, and assembly in space -
at low cost and In the near future - by ucling speclally designed robots.
Thege robots and thelr sensors wouid be contrclled by Al plannlag ecys—
tems that could either be directed from =arih to apry level of detall or
could modlfy thelr uwn behavlier, ss nscesseary, to achleve the asslgned

objectives.

5. Seli-Replicating Systems

The 1980 Summer Study also proposed an eutomated, multlproduct,
remotely coutrolled, reprogrammable lunar manufacturlng faclllity capable
of constructlng duplicates of itself that would theugelves be capable of
further replicatlon. The requlred technology is bused, In part, on CAD,
TaM, CAT, and robotics. The study team noted that, wheo the technlques

‘AD, CAM, CAT, and robotles are used to produce components of thelr
systems, a hlgh level of automation thet Albus (1978) has called
“rapersutonmatlon” Is achleved. The self-replicatling lunar factory lis

Illustrated In Flgure 5.

Self~-replicating systems have been studled at Marshall Space Fllght.
Center, -startling with a theoretical foundation from which the englneer-
lug ccncepts for self-replicating systems have bdezn develeped. One con-
cept Is for a "universal constructor,” a device that car huild any
machlire If provided wlth proper Instructions (von Tieserhausen and Dar—~
bro, 1980).

A number of opportunities for NASA in space werz considered at
Woods Hole. While not deallng speciflcally with artiflclal intelll-
‘ 3 sf y
gence, The Innovatlon Study assumed advances fn AL and robotlics as a

basls for most of the advenced coucents lncluded In Its ceport.
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As regards the subject of celf-repllicating systems, the potentlal
difference In cutput batwecen linear aud exponentlal systewms wvas recog-

nized as phenomenal.

6. Other Applicatlors In Space

Because ground-space communications are vuluerazhle and will be
increaslingly overlcaded, onboard AL systemz to operate, dlagnose, plan,
and replan for such future mlssionre as the space station are esgsential,
ecpeclally for time-crltlcal responses. In additlicon, AL systems could
help conflgure onboard equlpment and Instruments (e.g., the Rl systenm,
used at Digital Equipment Corporatlon for automatlcally generating VaX
configuratlons in datall), scheduls crew tasks, and provlde Intelllgent
Interfaces between subsystems. These Interfaces could be betwzen the
crew and statlon eculpment, between the ground and statlon cystems, or

between statlon systems themselves.

Space-station robot operations, especlally those lnvelving high-
speed local feedback, will have to be run by local AI expert cystems for
planning and replanning. Thls includes such operatlons as space assem~

bly and enternal statlon malntenance.

Because space Is a unlque environment, NASA will have to develcp
Its own systems for these applicaiions. Sowe of the necessary Al tech-
nology can be expected to come froz normal development In the fleid, but
the speclal conditlons of space will require speclallzed knowledge bases

and robot control.

The feregolng coasideratlons highlight the fact that an AL systew
posscssing some ablllty to plan, monltor, dlagnose, and zeplan, or at
least to advlse and avslst a person to do these tasks, Is eszential for

time=-critical cperatlons and extremely useful for normal operatlons.



As far as deep~space miusiéns are coicarned, fully autonomous AL
gsystems that can plan, monlter, dlagnose, and replan are essentlal
because of carth—-based communication delays. Such an AL systea ruct be
able to model itself and all its subsystens, since Ilts ablilty to repalr
ahd conirol ltgelf without effective contact with earth requires that It
have such a model. This self-modellrg akillty ls espzcielly luportant
for autcnomous mlsslons In deep space, but It alsc has cbvious advan—
tages for performing slmilar tasks on earth (e.g., nlning deep under—
ground). Although NASA will beneflt from general robotles/Al research,
ilts unlque deep-space requlrements (especlally the need for very high
rellability and the extreme degree of autonomy) wlll Inevitzbly lmpel
NASA to do Al research in the directlon of 1lts speclal needs.

A survey of the future of robotlics and automatlon In space was pub-
lished In 1978 by Heer. The flndings, based on the 1978 NASA Space Sys—
tems Technology Model, were summarized In the the chart shown In Table
2. The survey concluded by stating that "... a new level of robotics
and autcmation should catalyze some wmissicnz, but the techrology will
malnly be developed and applied to reduce operaticnal costs for 2il wmis-

slons.”

Concepts that are even more advanced, such as spacz settlement,
presuﬁpose a highly developed AI technoleogy (Jchnson ead Holbrow, 1977).
The degree of automatlion and flawless manltenance that will be required
will necessitate Intelllgent systems that will, most assuredly, Incor-

porate artificlal Intelligence.

The search for entraterrestrlsl Intelligence (SETI) can be alded by
Al In at least two ways. Slnce SETI Is a difflcult searzh problens and
heurlstic search Is a prime subject of AL research, a direct appllication
Is posslble for zutomatlon of the search process (Morrlissn et al., ‘
1977). Moreover, an uaderstanding of Intelllgence and m:adels of intel~
ligence are essential for SETL ~ and It 1s preclsely toward the achieve-—
ment of those goale that Al research is dlrected. ("The CETI Program,"” .
1974). . VT
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7. Applicatlons in Acrondutlcs

In additlon to space missilons, other future gystems of concern to
NASA depend on advances Ip AT and robotlcs. For example, the MIT ARAMIS
study concluded that Al will Be nccessary co obtaln the degree of rella-
bility needed for future cpace micslons. For the same xeasons, Al will
be an absolute prerequisite for future, high-performance, fly-by-wlre
alrcraft that humans slone cannot contrel. Sech alrcraft are desirable
because they can be more energy-efficlent, but the practlicaily lnstan-
tanecus response time requlred by the contrel system is too short for

human pllots.

Another possible applicatlon In aevonautles ls In computatlonal
fluld dynamlcs. At the present tloe, experienced aercnautical eagineexs
(huran experts) declde where to use elther fine or coarse gridding, a
declslon that can have a substantlal effect on the amcunt of cowmputatlion
requlired. Thelr declsion 1s based on thelr best judgeent a2s to where
laminar flow can be eupected, where turbulence may oceur, etc. The
Applled Computaticnal Dyramics Branch at Ames Rescarch Center fs now
Jookjng at posslble AI techniques that can be used to perforw thls func-

tlon.

8. Automatic Programming

One of the most rewarding potentlal galns from AL, however, will
likely come from the fleld of Al research known as automatlc programming
(AP). AP systems would write thelr own applications programs according
to speclfications that describe exactly what the program ls intended to
achleve, thereby reducing the tlme, effort, snd expertlise requlred in
the productlen precess. Knewledge-based AP systems differ signlificantly
from the so-called automatlc program geunerators currently belog mark-—
eted. ‘these rudlmentary systems simply select program fecatures from a
menu In much the way an Indivlidual might select factory opticns on an

autcuohlle., A true AP systenm, on the cother hard, would be analcgous to
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feedlng Into a computer the baslc specificatlons rur an autowobile, such
as maxjmum specd, number of paseengern, oic., and having an automobile
automatically designed In conformance with chose speclflcations. A
‘majbr example of experimental work in thils fleld ls the CHI system
developed by Cordell Green at the Laﬂc?nl Instltute (Barr and Feigen-—
baum, 1982, pp. 326-335). CHI fs an Interzctlve, knowledge—based pro-
gramulng environmeat that emphliaslzes the use of a very-high-level pro-
gramalng language, V, both for programs and for »nrogram knawledpge.
Offshoots of AP are pregram trausformatlon and program verlflica-
tion. Program transformation 1s the process of systematlcally rewrliting
a program without alterlng its external behavior, generally for the pur-
pose of Improving lts efficlency. Progrsm veriflcatlon is the process
of provlng that & program satlisfles a glven speciflcation. These two
of fshoots of AP are, perhaps, even more Important than the mcre general-
Ized approach of program syntliesls, since walntenance tasks (lacluding
edlting, debugging, and modlficatlon) are estlmated to be Increasing at
an alarming 22 percent per year. Walntenance curyently consumes np ¢
33 percent of the average programser”s clwe and up to 70 percent of wmost

programming budgets.
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VI CATALOG OF AT RESCARCE ZND CEVELOPMENT

The followlng 15 a sumagry of the maln areas of research and
development in artlificlal Intalllgence. AJ rz=search activity is split
between heelc research on fundamental lssues, such as knowledge
representation, and research omn speciflic arees of applicatlon, such as
vlicleor, planning, ete. Of course, all appllcation areas utiilze
advances lp baslc AIL; consequently, to reap the full beneflt therefroo,
NASA should support baslc AL rececarch %o encouxage ite growth and to
help develop an expanding rescrvolr of professional expertlise In this
loportant area. The fact that thers are probleoms connected with AL
epplicatlons that are unique to HASA™s nmlaslion mares the support of Al
regearch and development neceesary and, as soleriens are found, ulti-

wately rewarding.

Most Al research In the United States ls conducted In universitles,

with the remalnder predominantly In research Instltutes. These centers

each support research In nearly every area -{ Al described below. The

leading Al establishments (In alphabetical order) are

Carnegle-Mellon Unlversity (CMY)
Massachusetts Instltute of Technology (MIT)
The Mitre Corpuratlion

The Rand Corporatlon
Rutgars Universlity

SEI International (SRI)
Stanford Universlty
Unlversity of Rochester
Yale Unlversity
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In addltlon, many computer cclence departucents of other unlversl-
tles suppotrt Al research on a lesser scale, while some large corpora-
tions (e.g., Hewlett-Packard and Schluuberger/¥alrchlld) and AY start-up
companies (e.g., Teknowledge) support Al research and development, usu-
ally wlth a strong appllcations orfentatlon. All the instltutioas wen-
ticned sbove are iavelved in the entire spectrum of Al research,
although the emphasls varies from one establishment te ancther; conse-
quently . they are not llsted separately under each of the research bhead-
Ings belcw. The following sectlons outllne the basic areas of Al
research and development, with particular stress on thelr relatloashlp

to NASA.

A. Baslc Research

1. Heurlstlc~8earch Theory

In the carly davs of Al cesearch, 1t was thought that suffliclently
fast and efficieut search procedures would enable the solutlon of dLffi-
cult problems. This expectatlon rerained unful{llled, however, as it
became appzrent that without sufflclent kucwledge to gulde the search,
the system would waste Its time lInvestigating unproductive branches.
Since thls revelatlon, AL research has Investlgated heurlstic search
guldance technlques, with conslderable success. There is now a large
body of both theory and actual results (for example, see the rcceat

artlicle by Pearl, 1981).

2. ¥nowledze Representarion and Acquisitjon

During the 1970s, it was reallzed that AL reccarch should be
directed largely at general knowledge representation and the methods of _Lf;ll_

acqulring and using thls kncwledge. 1In particular, representations for e
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tire, uncertain and Incomplzte knowledge, processes and actlong, and

'knowledge about other agent”s knowledge, have been Investlgated.

~There 1s divided oplnicn In the AT communlty regazding the best
framework for bulldling particular zepresencations. On one slde are
those who have developed high—level rezprescrtatlions or representatlon
languages with en Inteanded Intultlve interpretation, while, on the
othex, are these who bulld wore formal representations In mathematlceal
loglce. The flrst group had Inltlal success with such representatlfouns as
gemantlc nets ard causal inference retwerks, but thesc mathods later
encountered diffliculties of lnterpretatlon becazuse the meanlng of these
representatlous had never beenr precisely defined. Although loglc had
always had a clear meaning, {t suffered from computatlional difflcultles.
The development of computer languages based on loglc, such as PRCLOG,

have removed many of these computatlional barrlers.

Regardless of which type of representational framework is used, any
nontrlvial domain requires that the approprlate concepts and relatlon-
ships be disceveraed and thet an extensive knewledge begse using thie
fczinework be built. Even when the approprlate language is cbvious. a

large Inveetment Is necessary to bulld a worklng debugged systen.

3. Commonsense Reasonlng and Preblem Solving

This area of Al rescarch Is concerned with developing representa-
tlons and Lnference procedures for real-..rld reascning, Iucluding the
use of uncertaln and Incomplete Informatlion. Such iepresentations
should reflect the level of detall necessary for the partlcular applica-
tion. For exnmpie, it ls often unnecessary to solve the heat flow equa-
tlons in detall to deduce that au absorbent surfece exposed to the sun

may lead to overheatlng. Such cough reasoning, scietices referred to as
y g B 5

“nalve physice” or "commcnscnse reasonlng,” Is often sufflciznt to solve

problems without detalled calculatlons. .

e v




The development of representatlons that caoture the essentlal pro-

pexties of a particular dowain without btecomling excesslively complex can

1

be a surprislngly difficult ?fask. For example, one area of mnalve phy-

sles that has been extens.: .y lnvestligated is the representatlon of
liquids. This domaln zalsct nh questlons as: 1s a lake still the sauwe
leke after 21l the original water In 1t hae bzen replaced? and How does
cne represent flow and coverflow In different situatlons? Because of the
unlqueness of the epace cavlrornment, NASA wlll have to Invest conslider-
able {luwe and money develeplng sultable representatlons for every msjor

appilicataion srea.

4. Al Languages

Because of the complexity of AL systezs, there has been g trend to
develop hetter programming tools so that researchers caun cencentrate on
the applicatlen rather than the software support. Thls effort hac
resulted In advanced {high-level) languages that make symbolie represen-
tatlon and reasoning easy, and in programmlag-support environtents that
avtomatlically take care of such detalls as flle handling, online debuc~

girg and editing, etc. One of the earliest symbolic languages was LISP,

introduced in 1958 (McCarthy et al., 1965). It has proved so useful

that 't Is stlil the main language of Al research more than twenty years

after its Introductlon. Although the basle structure of the language

has remalpned unchanged during this perlod, a pewerful support environ-

ment has been developed (e.g., INTERLISP), that rellcves the programmer

of wuch of the software deveiopment burden.

A wmore recent Al language that Is galning popularity is EBGLOG.

This I;>e ruile-based language that oifers certaln advarntages over LISP
in soume spplications. One advaatage ;;-;;;;—;E6Z55~ZII;;;—;TE;;Z;;;;;‘
to be uvsed in multiple ways, dependlng on which arguments are bound vhen
It is called. In additlon, PROLOG Includes a data base system as part
of the lanpuage. thss avoliding the need to wrlte ¢ae In LISP. PROLOG

can bo regarded 53 the next step roward even higher-—level languages that
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allow the user/programmer to spcelfy what is to bhe done then leave the

detalls of executlon tc the language system. In PROLCG there Is a clear

-separation between the loglc of the domaln (expressed as facts and

~rules) and the control that dictates how thls specificatlon will be used

to answer particular queries. In thec future, even less control informa-

tion will be required from the user.

As AL research continues, cnhancements of the basic Al lanpuasges can
be expected mainly by continuing to bulld the pregravwmlsg support
environment  Ar Increase In speed can also be expected, alded by the
Introducticn of dedicated, speclal-purpose hardware. Ezxamples are the
LISP and PROLOG machines of the Japanese fifth generatlon coaputer pro-
ject (Feigenbaum and McCorduck, 1983). These software/hardware tocls
will facillitate the ruture developuent cf expert systems, as will the

even higher-level languages that can be expected to emerge.

8 AL Applications

1. Expert Systems

Expert systems are programs that capture an expert”s expertise
in a particular area, for subsequent use by a nonexpert. Such programs

differ from normal speclal-purpose programs, such as those for space-
craft navigatioa, in that the embedied expertlse ls usually approxlmate
and uncertaln. If there Ils a well-developed theory for the domain of
interest, thlis shoﬁld be embedded In a spaclal-purposae program, by using
appropriate software tools. lowever, when the only knowledge about a
domain is In the form of "rules of thumb,” uncertaln assoclatlons, and
only partlally understsod relatlonshlps, an expert systea can usually be

bullt te utilize such information. For o survev of Al i2search in

expert systems see Gevarter {May 1982).
—

Seme of the domalns to which expert systeas have heen applled, ,

together with the coxresponding programs, arc listed bhelcw:

(&)
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Medicine - The MYCIN oys
recoumendatlion — Shorcll
EXPERT (general diagneslis —

ca (Infectlovs dlagnesls and therapy
7

T

Geology — The PROSPECTOR systeﬁ‘(huda, 1680), whlch has been used
to locate a molybdenum deposit, and ls currently belng eaplcyed
In a survey of selected aceas for pesslible useful deposlits.

Signal Analysis — The HASP/SIAY program (Nii et al., 1582),
which analyzes underwater acoustic slgnals to detect ships and
cther cbjects desplte 2 high level of background noise.

Fault Diagnosis - The EL prograa (Sussean, 1977), can
simulate the opervation of an electrlcal circuit and thus
deduces the posslble cause of a fallure; it can even suggest
specific tests to track down a fault In the systen.

The above applications are all characterlzed by a varying degree of
uncertalnty Iin the Information supplied, 2s well as in the rules used.
These expert systems are still able to perfozm well under conditions of
uncertainty Dbecause they use methods of Inference simllar to those

employed by an zwpert under the same clrcumstances. Conventlicanal com-

puter science Is unable fo produce progrags that handle uncertaluty with 7X£

-
anything like the ability of exvert systems, because rhev orocess all

Informatlon with the same algorithw rather than by adapting to the

information available.

The general categorles of tasks that expert eystems have been

applled to can be broken down as follows:

a Interpretatlon/Diagnosls - This category of sxpert systems
Inciudes all those that can accept data from the user about a partlcular
case and when sufflclent Information haes bheen recelved, return a diag-
nosis or Interpretation of that case. Examples lnclude wuss spectro-
scope data Interpretatlon (DENDRAL - Bucharan and Felgenbaum 1978) and

most of the medical expert systems (MYCIN, ZXPERT, etc.).

D Deslgn Systews — These are expert systems that may bhe given par-
ticular Informatlcn and constralnts and are requlred to produce an cut-
put that satlsfles the glven deslon criterla. They Include, for exam-

ple, planning systems that are ce2qulred te produce a gplan In a
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partlcular slituation, chemical synthesis programs that generate a pro-
cedure for syntheslzling a particular molccule, and iusle composlitlon

prograns whose cutput conforms te & preccribed style and form.

c. Prediction and Inductlen Syvstems - These systems eccept data and
look for patterns or othef forms of order. VWhen such patterns are
found, they can be coanblred witin Informatlion about 2 particular case tc
predict the most llkely outcome. Tn mest expert gystems, the discovery
of patterns ls performed by the expert vrlior to knowledge tramsfer; In
wany domslins, however, elther there are no experts or the patterns are
very weak and deeply burled In the data. In such cases, an Inductlve
expert systes Is essentlzl. An example of an Lnductlve system Ls INDUCE
(Michaiskl, 1980), which inferred the relationshlp between gymptowms and

disease In soybeans.

d. Monltoring and Control Svstems - Thece systeos xeceive gpeciflc
online data from the geunsors on the objezt Lelng wonltored/controlled.
This data Is rapldly Interpreted by the e¢xpert system and the appropri-
ate respences generated. In e rmonltoring exnpert syctem, partlcular
ill~dafined gituatloans are represeated that willl trigger specifled .
alarws If they are ever Jetected. Control systems, on the other hand,
can Inltlete complex cozmands to try to bring the systea that is belng
controlled back withln operational parameters. Often the generation c¢f
an appropr.ate response will require slimulation of the expected effects
of posslible actions on the controlled system. Such expert
monltoring/control systems differ from conventlonal computer controlled
feedbacl systems In that they can respond to complex sltuatlons a pro-
grammer may not have thought of by applying domaln expartise, in the
form of causal models, to dlagnose and correct whatever problem or prob-

lems may have arlsen. .

2. Features of Expsrt Sysiens

In each of the tvpes of expert systems described above, the folleowlng

features are usually found:

g
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a. An Explanatlon System —= The system should slways be able to
retrace. lts reasoning in a partlcuiar case and explaln what It did st
each step and why. This explanatcry capabllity enables the user to
accept or reject the systom”s concluslicns 1€ he disagrees with Its rea-
sonlng, and alds the expert In debugging the system. Some expert sys—

tems provide a "seunsltivity analysls™; this Informatlion tells the user
wvhat lnput data are most imporrant to & system in rcachling lts conclu-

glons.

b. Modularicy ~ One of the maln reasons for preferring Al expert
systems over conventlonally prcogrammed systems with a great deal of
bullt—-in expertlse is that, in AI systems, it Is easy to locallize errors
to partlcular facts and then to wodlfy the latter wlthout diszupting the
program. This capabillity stems directly froam the “"rule-based” architec-
ture of ATl systems that store their knowledge In the form of wmodular
facts and rules so that a partlcular modiflcation wlil aot alter others.
Thece facts and tples are lnterpreted Ly a domaln~indepzondent program S0
that such modiflicatioas wlll not affect the Interpretlvs program. Such
data~drilven prograxs are also more transparent to the expert and ucer.

c. Use of Models - There Is a divislica between "shallow” znd "deep”
expert systems. In a shallow system, the surface symptoms (features)
are related dlrectly to the corresponding dlagnosls accoxdling to the
rules provided by the expert. A deep system, on the other hand, relates
a case to Its own modal of the situatlon, uslng the node2l to propagate
posslble effects and deduce posslble corrective actions. In a shallow
cystem the expert has Incerporated hls understanding of the domalin In
the form of rules relating the sympteoms to the dlagnrosls, thereby
resderlng the systea unable to reason from flrst principles about the
dormaln. Deep systems are obviously harder to bufld because of the dif-~
fleulty of constructlng a computer model, but they are much more flexi-—

ble and can be applied to a much wider range of potential situatlons.
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The main difflculties that must be surmounted In developling expert
systoms are, firstly, finding general methods for comblnling diverse
pieces of uncertain Informatlon to reach a probeblllstic concluslon and,
éecondly obtainlng, representing, and debugglng expert knowledge about
a partlcular domain. Tipiéélly this last step may take several man-
years of effort. Thils Investment Is usually worthwhlle, since the
resulting expert system can then be used repeatedly - whenever and wher-
ever It Is needed Turtheruoie, methods are currently belng developed
for dealing with these problems ihat should .educe the time It takes to
buiid new systems. DBaslc research In expert systems ls continuing at
most Al research ceuters end companies already exlst (e.g., Tecknowledge)

to ald custcomers In develcping thelr own expert systems.

3. Planning

Consldersble AT research has been done on planning systeas (an
loportant type of exrert system). Thls has resulted In many advances,
such as technliques fer representing tlme (e.g., DEVISER - Vere, 1582)
and geometric modelirg In such programs as ACRCNYM (Breooks, 1681).
These systews nave been appllied to such tasks as controlling autoromous
robots, assembly plannling millitary, and space missions. Any nontrivlal
planning task utllizes a large amount of domain-speclific knowledge to
gulde the planner at every step. The ma or use of this knowledge Is to
slmulate the relevant portlon of the world In which the plan Is to
operate so that the planner, prlor to executlon, can detect any poten-—
tial difficulties in its current plan. In additlon, considerable
heuristlc knowledge is required to gulde the planner”s choices whlle
bullding the plan, so as to ensure efficlent exploration of the entlre

spectrun of possiblilitles.

If a planner i[5 desigued to be interactlve — that ls, 1f the user
can make choices, and ask the system for informatlon (and vice versa) -
the system then resembles the current generation of expart systems. An

exanmple of this type of system Is KNOBS, developed by tae Mitre
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Corporatlon to be used for Alx Force wmisslon plannlng. However, a
platner can be designed to be completely autoncmous (e.g., DEVISER), an
essentlial requircment for contrclling an autonomous vehicle or for

semlautonomous coperatlons in space.

4. Thecrew Proving

Theorem-preving reseavch has been golng on since the inceptlion of AL
because a successful theorem prover would allow the automatic deduction
of consequences in any demain that could be formally represented.
Despite Inltlal successes, theorem proving has falled to match lts prom-
Ise, leading to a decline In thecream-proving researcl. The waln reasons
for fallure have been the dlfflculty of representing Interesting domains
and the coaputational difflcultles in ccntrolllhg the search space
without domain specifle heuristlic guldance. Subsequent research has
emphaslzed knowlodge representatlon and methods of controlling deduc-
tlons. A useful by-product of thls ressarch is the language PROLOS,

which allows the usger to control the deductlon process.

5. Vislon

One of the worst btottlenecks In using coaputers ls the problem of
transferring Information to the machine. A keyboard Is the usual wmeans
of informatlon transfer, but, glven the dictum that a plcture Is worth a
thousand words, it Is clear that the computer could understand the world
much better If It were possible to use a camera to supply visual infor-
mation taat the cowmputer cculd understand. The advantages of vislon for .
computers that interact wilth the real world has been long reallzed In
Al, and there ls a couslderable body of research In this area. The
ma jor preblems have to do with Interpretation of the resulting dligltized
Image rather than withk the hardware needed to obtain such lmages. Feor a

—

survey of Al research in computer vislon sece Cevarter (September 1982).
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Research on computer visicn is stlll fua its Infancy, but already
there are commerclally avallable Al-based vision systemes that are rou-
tinely belng used In cutomated facterles for such tasks as Inspection
and recognltlon, as well as guidlng rolots in assembly tasks. These
achievements are posslble cnly beczuse the vork environment can be
highly constralned, so that, for exasple, the cemera Is In a known posl-

3

tlon relative te the work-bench and the lightlong Is optlmally arranged.

The main approach In current Al vislon research s to try to reclate

the Image to an unknown world model by means of such clues as edses,

reglons, color, and shadlng contours to sugpest plauslible three-~

dimenslonal world models. These models are then further refined by

knowledge about real-world constraints and reference back to the lmage.
The ability of such experlimental programs to recognlze real lmages has
improved over the last decade, but ls stlill far from achieving general
scene recognltion. Even when an experlmental vislon systeam does recog-
nize objects In a scene, the process {s generally very slow - on the
order of minutes. . Howaver, thls tlue ilaitatlion should not he con—
sidered important, since the speed of computers can be expacted to
Improve substantlally over the next decade and mwost vislon prcocedures

are designed so that they can execute In parasllel.

of mAjor signiflcance to NASA ls the fact that space offers an

ldeal envircnment for the primitive vislon systems that are currently

availab;g;_ Thls 1s because space Itself Is a2 near perfect black back-
ground. The fcw features In space (stars, planets, sun, and moon) make
excellent markers, since thelr preclse positions are known ln advance

and so they can be used to accurately locate the positlion o :ome object

(e.g., a structural member) In space. NASA should therefore start Its

research on robotlc as<ewnbly In space beginning with currently availlatle

v&gggg~§1;Lamz;_ As regards support of such research, SRI

nternat{onal™s Artiflclal Intelllgence Center malntalns a vislon
- N —

testbed that contains most of the advanced experimental Al vision sys~

tems developed In the U.S. -
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5. Natural Language

Because of the high cost of tvainiop programmers and tlme such »
tralulng requlres, it would be hlghly decivzble If the users could com—
municate with the system In Englich {oy some other natural language)
rather than In “"computerese.” Unfortunately, this ls a very difflicult
task when the target {s a system with the English capabllity of an adult
specker, In view of the lnherent amblgulty and context-sensltive charac-
ter of naturzl languages. For exawmple, a major stumbling block In
natural-language research is the protlem of iesoiving reference (known
as anaphora), partlcularly proucominal refervence. To lllustrzate how dif-

ficult this Is, consider the followlng palr of sentences:

The councilman refused the wemen a permlt to demonstrate because

they feared vlolence.
and

The counciimen refused the wozen a pernlt o demcnstrate because

they advocated vioclenre.

These seatences dlffer by cnly one word, but a human has no difficulty

In seelug the shlift In veference of the pzonoun "they."” The reascns four
the reasons «of

thls shiit Involve a complex comblination of knowledge of politics and

pr

soclety that a coomputer would also have tn have before It could be

expected to dlisamblguate such sentences. The representaticn and use of

peneral commensense kncwledpe for understanding Is a wajor toplc of Al

research.

Another wajor dififlculty in computer understanding of natural
language Ls finding the Intended meaning »f abbreviated sentences
(technically referred to as ellipsis). Tor exazuple, having just been

told to put something down, a person might respond "Where?”, which is
short feor "Where should I pur 1t?." To understend the ameaning of such a
responce, a computer would have to vunderstand what s happenlng, what

the poals of the varlous actors In this scenarlo are, and so on.
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There avre also problems In understanding the asblpuous uces of cuch
fr———— )

worde (quantifiers) as eack, every, som2, any, &ll, most, etc. For
’.———-—_‘--———_—_—_
example, does "Will averycna on Leard plesse throw a plece of furnlture
overboard” zzen thet everyone glivuld plck up the same plece of furniture
or a diffexent plece per person? Raesolving such quantifier ambizulty
requlres understending the sltustlon and employlng conslderable world

kacwledge.

It chould be clear from ths above difficulties that there is no sim—

ple solutlon to the problem of fully understanding natural larguage In

wan—~rachine {nteractfon, although Al research has made conslderalle pro-

gress In thls directlon. Tortuneately, experlence with naturai-language
Interfaces to, say, a data base has shown that, in a regtricted domaln,
o degree of amblguity can be resolved bzcause of the limlted nuaber of

Intexpretatlions that can be put on a partlcular gentence. In such

cengtrucied that enable nalve users to Interact usefully with the sys~
tem. Such systeis avoid the tricky dlsamblguation prcblewms by asking
the user to rephrase the Input. Users goon learn how to phrese imputs

so that the system understands them. Besldes the few commercislly

avallable natural-lanpguage systems, consldéerable work s belng done In

thls arez by all the major AI research estebllishments. In fact, there
Ic a well-established and actlve professional organlzation (the Agsogin~

ticn for Coamputaticnal Lingulstles) that holds regular ceonferences ic

coordinate, publliclze, and promote natural-language research.

6. Roboticc

Thiere has been a lot of Interest in thle subject In recent yaars,
as ceflacted by a growing nuaber of journals and professlonal publica-
tions devoted to robetles and sutomaticr In general. Frinelpally .

tecouse of an lnerease !n Industrial appllcaiicns, & large amount of
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robot harduvare has been develcped that is a counsiderabie lwprovement In
price and performance as compered with earller sodels. Robets are
elther arus on a flxed base (called maunlpulators) or mobile carte with
some sort of plck-up-and-place capebility. A wodern manlpulator can
-achleve hlgh accuracyv aand repéatabllity ln parformlng actlcns and can
1ife up to oneffenth of lts cwn welght witliout gacrirflicing performance.
This strength-to~welght ratic ic of greac lmportance in terzestrial
applicatlons (e.g., in servicing the chuttle on the ground), but It is
of littlc consequence in space, where this ratio will only affect the
speed at wnlich things can be woved. For a survey of AL ressarch In

robotlcs sce Gevarter (March 1682).

As In couputer appllcatlons, the maln difficulty In the use of
vobots Is not the cost or capabilities of tha hardware, but the cost of
progracizlng them to achleve the desired geoals. Even in a factcry, whlch
Is a hlghly controlled envircnment, the major bottlereck In setting up a
new acsembly leg !n programnling all the automated systems (Includlng the
robots) to work lu proper ualson. Thls Is net surprieliag, sinece even an
artlficlal envircoment, such @s a factory, has far wmore selemants that
can go wrong than wosk programs typlcally deal wita. ?EE_EEQE&QEJQ@

programming an autonomous robot lIn en unsiructured and posslbly uaknown

environment Is clearly beyond current conventional programming netho-

—
dologles.

N

Al was applied successfully to the problem of controlling an auto-
nomcus robor as leong ago as 1972 (STRIPS - Fikes et al., 1972); further
research since then has added to and greatly lamproved the technlques for

Intelligent rotot conirol. Most of thls research ceomes under the hesd-

Ing of planning expert systems, slnce produclng a plan for a robot to
Pttt symtEds,

execute (that will then achleve the given goals) ls just z particular

form of plooning.

Thete are numerous difflcultles ln autozatlecally producling plans
for a robot or group of robets that arxe sufflciertly accurate aud rebust

to be useful. These 4difflicultles include the following:
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a. Use of Sensors {e.y., cadevas, focce.detectors, and contact

N

swlitches) — The maln difficuity in planning wlth sensors ls to be able
to model the sensor and the Informatlon It can provide se that the plan

cen include calls to use spacific scnsois at partlcular stcges in the

ot

plan as needed. It Is still sn ALl resc¢arch problem to produce plans
that use gensorwprovided informaklon o gulde executlon along alterna-
tive paths and detect when errvor conditinns occur, but considerable pro-
grecs has been made toward this objective. If the Unlted States is to
malntain a lead in robotlcs technology, a major Investment {n roubotlces
plannlng resecarch is the best gtrategy. Moreover, the end result would
be very useful to NASA in both terrestrial applilcations (e.g., shuttle

servicing) and in space.

b Cooperating Robots - There are meny problems entalled in
representing the actlons ¢of nultliple robots that are cocperating to per-
form some task. If all the robots are controlled by a single con-
troller, the main difflculty In produclng plams for such a system Is to
ensure tinat there wlll be no hareful i{ateractlons among the actlons that
different robots are performiug slmultaneously. This interactlon detec-

tion can bte parformed by an spproprliate world glusulaticn.

If there ls 2 separate planning systew on board each cooperating
robot, every planner has to wodel the other planners” goals and possess
the knowledge to predict what the other robots will do. There are many
difficulties in representling such knowledy2 fully, e.g., such Infinite
regressing as "He thinks that I think that he thinks that ..." and prob-
lems of deadlock when one robot {s walting for another to finlsh whlle
the second robot 1s walting for the first to flnish, etc. As there is
considereble AL research In »rogress on reprusentational problems of
this kind, reasonable worklng systems can be expected Iln the Ilntermedi-
ate future. Research on such problems ls essentlal if projects like the
lunar gceif-replicatlng automatic manufacturing and assembly station are
to be glven serlous attentlon. At the same tlme, more lrmediate prob-
lems, such as assewbly In LEO with multiple robtots, must be dealt w;th

and resolved The main rohkotics research centers are MIT, Stanford, CMU

— ———————
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corporatlons {e.g., IBM, GE, DEC, Boeing, etc.) have thelr own robotics

research and applications proups.

7. Automatic Programming

To a liritad degree current compllers already do “automatlic pro-
granning.” They ars given a descriptlon of what a program ls to do In a
high-level laaguage, then wiite a machine~code program te do lt.
Automatic programulng In Al can be viewed as a "super compiler” - i.e.,

s

a program that can accept a very-nigh-level descriptlion of what the pro-

gram Is to accomplish and produce 2 working program to do Lt. The
high-level descriptlon might be In a precise formal language such as
logic or set theory, or It might be a "loose™ English descrlption that
requires further dialogue between the system and the user to resolve any

arblgulties.

The task of automatically writlng a program to achleve a stated
result is closely reclated to the task of proving that a glven prograr
actually achleves a stated result. Thls proof task ls called pregram
verification Many automatic programming systems produce a verlflcation

of the output program as an lmportant slde benefit.

in one fori1 of automatic programming, the user describes the
iIntended behavior of the target program by glving exawmples of Input and
Its corresponding output. Since this method of Instructlon is
Inherently amblguous, it Is possible that programs thus produced will
not necessarily do what the user Intended In 21l clrcumstances, in con-
trast to rhe results of formal specifications. Such automatic

prograuning-by-exauple systems are exhlbitiug a type of learning.

Thore has been conslderable pregress to date in the area of
automatlc programming and programs of moderate complexity have been syn-

thesized. Glven NASA”s already large lavestment In custonmlzed software

~
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and Ilts entlcipated future é}bwth;'fﬁeucéé}gehce of practics.
automat le-progranming systeme will help mzke both aew softus-:
ment and the relmplewentation of exlstling software much wsre 2.
In addltlion, the existence of such systeme will enahle ceoap.sa:
tlions to be developed that are tco difficult or costly teley, =
assure greater rellabllity in the end’product. Consequent v .

area of Al irn which a NASA Investrent can_yleld an enorInsLs ...

8. Learuing

Learning Is a gemerlc tezm that epoliec to all Al prog:ese
Izprove thelr behavior as a recult of experlence. Glve trhis va-
definlitlorn, lt_ls not surprislng that there are many differec
learning, as well as many dlfferent procedures that can be s
Mlchaiskl, 1980, for a survey). The most Important of thess .

learnlng ere listed as follows.

a. Learning Countrol Informatlon - This occurs wher o ;7.
exzrlne its own behavior In response to previcus Jnputr zns
results to discover where guessed correctly cr lIncorreztl;.
then relate the results of thls gnalvsis to thoge part cf

were responsible, It can modify such parts to luprove it: o~ -
subseguent Inputs. For example, a plannet,'duiing the plavs. -
i1tself, can examine traces of lts prevlious plannlng attezys :
when it Investligated dead ends. If tlie planner usss rule: -
sloas as to which brench to Ilnvestlgate next, lt can #uam -

to find those: responsible for making bad cholcesc and w.ay > - .

Ingly. Automatic programming can alsc be viewed as th: .-

trol irformatlon to & loglcsl specificatlon of program.

informatlou can come from attempting to ran the popram (in--

1

[»}

£ by rearening frem flrst principles to Jdetuerwins wviiar o

tioun l= nceded.
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b. Discovering Order ka the World = In thls case, real-world dats
are avalyzed by the learndng progvem Lo dlscern any wegularitles and
then use them to make predictlonz ox explain the data. There I3 a major
dichotomy In the technlques used, depending on whether the data are
expected tc be almost "nolseless” or very "nolsy.” In the nolseless
case, there are qulte simple procedures for extrzacting the simplest gea-
ergllzatlon to explalin the data, as for exsmple, In finding a gremmar
that could have generated a glven set cf sentences or a taxcnomy that
gilves the slmplest clagsiflczation of the glven data. 1In the nolsy case,
however, the inductlive search procedure must apply wore couplex statist—
ical mathods to declde if a parcicular "theory" of the data is supported

by the data or is just a chance correlatlon.

Unfortunately, the amount of rescarch In this basic area of Al is
pltlfully small compared with that In other areas. One reason for thils
Is that learning ls such a wlde area that It is not a useful research
strategy to try and develop a general-purpose learnlng system, bub

rather to cenceatrate on Including learning in particular syscems such

]

as planners, natural-language systems, snd autowatlc planners. Even
with these limlted alnms, the amount of research Is scill swall and frag-
wentary. This !s uafortunate, since Ir is clear that the most direct
road to truly intelllgent flexible systems lIs to allow them to learn so
they can lmprove themselves. Because of thls potentlal and the need for
antonomous systems to learn, thls ls one area of AL that WNASA should

serlously conslder funding.
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9. Svomary

Tne major areas of Ai baslc rescarch and applications tizve been
reviewed. Thev are all different - =ach with 1ts own particuler
relevance to HASA”s alwms and rogcurces. In some areas, such as robot
assembly in cpace, some of the besle research necessary has already been
done, making it posslble {or NASA achleve useful pregress in the near
future. In other areas, such as fully sutonomous remcte-vehlicie

control, much resesrch remalus to be dene.

-
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VII CONCLUSIONS AND RECOMIMENDATIONS

In the preceding dliscusslion, ve reviewved the current state of
artiflclal-intelligence technoleogy and consldered a wilde range of polen~
tlal applicatlone of AL In KASA. Some conclusiong and recoazendat!ons

with respact to an AT program fov NASA can now Le affered.

A. Conclusicns

The number of prospective appllcatlons of AL in NASA is already
very large - and growing apace. At preseat, NASA Is developling only one
or two appllcatlons, too few in view of the potentlal. Within the next
five to ten years, the numher of applicaticns wlll incieasc dramstl-
cally, In a munner analogeus to the prcliferatlon of compnier applics—

tlons In NASA twarty years ago.

NASA needs Al to lwmprove performance In existlng tasks and to

enable ncw tasks that would not be pesslble without AI.

The Inftial application belng develc.ed la NASA Ls an expert plan-
nlng system, DEVISER (belng developed at JPL), for misslon plaanning.
Although DEVISER does not represent the latest AL technology, It s ‘
nevertheless sound and a good base for edditlonal development. Current
Al plannlng technology can support enhancecent of DEVISER as well as an
expansion of Ilts scope. In additlon to DEVISFER, a MITRE~developed plan-~
ning system, KNOBS, 1s belng adapted to crew actlvity planalng by God-
dard Space Flight Center. Ocher plunning systems, such as 5RI"s SIFE,

could also b ajapted :o NASA wmisslon planulng.
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Misslon planning has been Identifled by several past studles as a
good prospect for applicatlon of Al technology, and such systems as
DEVISER, KHOBS, or SIPE can bu applied at Goddard Space Flight Center’s
Miszlon and Date Operations, Johnson Space Center”g Operations Division, .

and at cther centeis.

An aree related to wlsslon planning -~ monltoicling, dlagnosls, and
repalr - has also been ldentifled as lmportant fovr the appllcatlon of Al
and In nced of attentlen. Current AL techrology could also support

appllcations In thls area.

NASA”s AL requirements sre not limlited to a few Al technlques.
NASA will need them ail.

NASA 1s hardly alone, of course, In needlng AIL. Al techueclogy will
Inevitably be developed cver a broad spectrum of applications lu the
world outside NASA. However, NASA"s prlorities are differeant and its
requivements for Al technology In space, cuch as for extremely auto-

nomous robot systems, can justiflably ke rcgarded as speclsl.

In engineering, AL will be needed as an Interface between users and
complex cita bases, as well as for plannling, monltorlng the progress of
projects, etc. An lmportant opportunity exlsts for AT in the develop-

ment of the space statlon.

As regards management, Al systems will be used for fmproving the

"

ef fect lveness of all the traditional functlions, as "people ampliflers.”
In additlon, AI plannlng systeas can be especlally helpful in plannlﬁg

for techrnological chang~.

NASA Is becemlng more and more dependent on computer data bases, In ¢
sclence, applicatlions, nperatlons, englneering, and nany other areas of I

actlvity. AI techniques can be used to provide an Intelligent Interface

20
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between users and coliectionc of data Luses that require different
access languages and procedures (as Illustrated In Figure 6). Also,
future egystems employing AL techniques will be more effectlve if curreat

" data-base development Is done with such systems In wind.

HANSUAGE DATA
i NG
NATURAL
LANGUAGE

Oy

RIACCESS | LANGUAGE

| P aYSTZHA oy
L/ANGUAGE DATA
e EASE

FIGURE 6 ACCESS TO A COLLECTION OF DATA BASES

Artificial Intelligence will be esseuntlial for future RASA nisslionc.
The uvse of AU for fault dlzgnosis and repals in futuve alrcraft and
spacecraft has been Identlfled as crliticsl. Eventual space algslons,
guch as a robot explorer, autcmated manufacturing, aud self~replicating

‘systems, will also require AI.

NASA will certainly beneflt greatly from progress In automatlc pro-
granulng, as It will then tzke far less tlime, effort, and expertlse to
produce software.

B. Recommendatlong

1. Planning and Monitoring

DEVISER should be exploited jummedlately to zerve as a aucieus ays—
ten for one or two appllicatlons In mlsslon planning, apart froa the

‘actlvity at JPL. DEVISER represents NASA"s current experlence In Al

79
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systems, and has imparted as essontial momentum that should not be lost.
An effort to use DEVISEP at & center such as Goddard will develop addi-
tional knowledge and experience within NASA and provide a base for

expanding AI applications.

A project to use Al for monitoring spacecraft downlinks and diag-
nosing faults should be initiated alongz the lincs already being con-

.

sidered in the Flight Control Division of Johnson Space Center.

2. Space Station

The space station is an opportunity, perhaps a nccessity, for
artificial intelligence. One study, conducted by MIT for Marshall Space
Flight Center, concluded that Al may be indispensible for fault diag-
nosis and repair in planned space missions such as the space station. A
knowledoe-based Al system for the space siation should be started now,
beginning with conceptual design. The varicus data bases that will be
created and used during the desipn, testing, opervatilon, and mainlenance
of the space station should all become part of the kncowledge base (an
approacu also advccated by the MIT study,. This kncwliedge base could
then accommedate many purposes, some of which would vrequire AI tech-~
niques. The use of such techniques with the space-station knowledge
base should begin as soon as possible. ‘arly application of artificial
intelligence will guide the development of the space-station data bases
to make them wore compatible with Al technigues, as well as providing an
cppertunity to test and verify the data bases. Al should be introduced
into the dcsign'of the space stction on a selective basie at first, but
eventually with a sutficieatly broad scope to encompass the entire
knowledge base. All data base developmant fov the gpace station,
including IPAL data hascs, should he plarved for eventuel operation with
Al systems. The management of the space stotion project, in both its
development and its implementation, should be supported by an expert

planning system. y
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3. 4 NASA AY Rescarch Gron

el

Because of the I[mportance ¢f artifizlal Intelllgence in NASAs
future, NASA needs an In-hcuse resesarch group. Thls group must work
towvard several objectlves, but its hasle functlom will ba to establish
NASA s wembership {n the Al rosccueb ébmuunlty. It chould provide
technlcal guidance for all the WASA applicatlouns of AI. It nesads to
understand and beccme an intsgral part of the Al research: communlity -
and, at the same tlme, of course, to understand and be a part of NASA.
Inftially concentrated at one cencer becouse of the scarclty of Al per-
sennel, In~house AI capabllity should eventually become distributed In
the NASA organlzatlon, just as computer technology has become so widely

distrlbuted In NASA durlng the past twanty years.

Membership in the AI research community would provide NASA with
constantly updated knowledge abcut current AI technology and cccess to
the research rescurces (Includling large amounts of software) shared by

the communlty. The AL rzsearch coamounity Is presently quite small andé

.primarily scademic, ccnslsting of approulimately 2 thousuand reegecarch pro-

fesslonals who maintaln good mutual communlcation through the ARPANET,
exchanges of visltors, semlnars, soclety m=etlings, etc. Most lmper-
tantly, the cophistlcated, user-orlented, and highly effective Al
software environment is at present cocperatlively develcped, maintalned,

and shared by the entlire AL communlty.

The NASA AL research group would ensure the avallabillity of per-—
tlnent current technology for NASA appllcatldns. As a relzted and very
Important benefit, it would also provide educatlon and tralning for NASA
personnel recponslble for appilcatlon developwent. Because experlienced
Al applicatlons development perscuncl are scarce amd difficult to

secure, tome current NASA people will need to be retralmned.

An Al research group should be established at an appronriate NASA
center, preferably near a major Al rezearch communlty. Ames Research .
Center would appear to be an ldeal cholce. Five aspects of the

reconranded center arc as follows:
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¢ The Al research group should he modeled after a gsuccessful,

©

L1

establicshed AL research fucillity, Iun both perscnnel and
facillties (computers and software). It sheould grow to
a total of twenty to thirty péksans and expect to spend
approximately two iilllun dollars 4 vear, with an

investment of two to three miillen dollars In coaputers.

- CV 9
As Lt will teke geveral vears to reach thls level and,
moreover, flnding qualffled personnel will not bea ecasy,
a start should obviouzly be mrde as scon as possible.

An Al research facillity similar to the one rocouzended
here was described in a previows situdy for Coddard
(Brown, Octoter 198l1;. However, the facllity recoa-
mended for Goddard was more applicatiouns-orlented and
1limited In scope than the research grcup recomzended
here. Flgure 7 deplcts a suggested arrangewment for
organlzation and staffing of the proposad rescarch
group, with a total of twenty persons assumed. The
faclljity could be operated by countractor personnel and
scme fractlon (but less than cne-half) of the research
staff could be comprised of visitors, elther HASA
personnel on loan for tralning or computer sclentists
from cther &1 resezrch groups.

GROUP MANAGER
ADNINISTRATIVE ASSISTAN
SECRETVARY

]

SENIOR COMPUTER SCIENT!STS (5)
FACILITY MANAGER COMPUTER SCIENTISTS (£)

OPERATOR APPLICATIONS SYSTEM DEVELCPERS (3}
LISP PROGRAMMERS (2)

" FIGURE 7 ORGANIZATICN OF THE RECOMMENDED Al RESEARCH GROUP

The center should share resources with the AI research
coamunlty, making use of the ARPANET, visltor exchanges,
guest lecturers, and such professlonal socletles as the
Amerlcan Assoclatlon for aArtiflclal Intellligence.

The center should take an aggressive rele ln laentlfylng
and assisting In the developuent of AI applicatlons in NASA. .

Future applicatlons of Al {n NASA must be conslistent
with overall NASA programs and objectlves; thls requlires

&2
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systematlc guldonce by mgnagemant'andfan overall under-
standing of NASA on the part of the A1 research group.
Consequently, a good management stiucture extendlng upwards
to the topmost echelons of the NASA organlzation needs

to support, and be supporied by, the Al research group.

- Figure 8 ILllustrates the positicn of the NASA Al reszarch group In
relatlon to the Al research coumunlty at lsige, to appllcatiors of AL in

NASA, and tc NASA management.

The application of AL asystemeg ls a new endeavor. Ceonsszquently,
experlence in developing AL applicaticins outslde the icseazch laboratory
is practically nonexlsteat. In genaral; AI rescarch personmel are not
really interested in developlng practicul applicatlons, so that future
professlonals who can devote themselves to such development will, for
the most part, have to come from elsewhere. HNHASA will need to create
1ts own personnel. It already has Indivliduals with experlence ln system
development, but without knowledge of artlffclal Intelligence. The
obvlous solutlon is to start by utlliizing and retralning these people.
The proposed research group would facllitate this effort by having NASA

syaten developument personnel agsist fa Its AL researeh activizles,

&11 of the recommendations presented here have far-ceaching impll-
catlons for decades to come. Each calls, Howeve;, for lmmedlate zction:
(1) for wmlssion planning, applicatlions development at one or more
centers such as Goddard and JSC; (2) for the space statlon, a ccmultment
to design princlples that acccmzodate AL t:chniques; (3) for AL research
In NASA, an approprlately organlzed and supported group at Ames Research

Center.
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