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#### Abstract

Curiosity is considered to be the essence of science and an integral component of cognition. What prompts curiosity in a learner? Previous theoretical accounts of curiosity remain divided -novelty-based theories propose that new and highly uncertain stimuli pique curiosity whereas complexity-based theories propose that stimuli with an intermediate degree of uncertainty stimulate curiosity. In this article, we present a rational analysis of curiosity by considering the computational problem underlying curiosity, which allows us to model these distinct accounts of curiosity in a common framework. Our approach posits that a rational agent should explore stimuli that maximally increase the usefulness of its knowledge and that curiosity is the mechanism by which humans approximate this rational behavior. Critically, our analysis show that the causal structure of the environment can determine whether curiosity is driven by either highly uncertain or moderately uncertain stimuli. This suggests that previous theories need not be in contention but are special cases of a more general account of curiosity. Experimental results confirm our predictions and demonstrate that our theory explains a wide range of findings about human curiosity, including its subjectivity and malleability.
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## Reconciling Novelty and Complexity through a Rational Analysis of Curiosity

In 1928, upon returning from a vacation, Alexander Fleming, who was a professor of Bacteriology at St. Mary's Hospital in London, noticed how a mold floating in one of his dirty petri dishes held the surrounding bacteria at bay. This peculiar event led him to develop a hypothesis that would be a prelude to the development of penicillin. The history of science abounds with incidents in which an event piqued the curiosity of a scientist thereby leading to important discoveries (other examples include Curie, Faraday, and Planck). For this reason, intellectual curiosity has long been recognized as the essence of science. In fact, Herbert Simon famously titled a 1992 talk given at Carnegie Mellon as ‘The cat that curiosity couldn't kill' and described curiosity to be not only the beginning of all science, but also its end (Gobet, 2016). Curiosity is not just integral to scientists. It is a basic element of cognition from early on in life, and has been linked to better learning (Von Stumm et al., 2011; Gruber et al., 2014), memory (Kang et al., 2009), and decision-making (Pierce et al., 2005; Law et al., 2016). Thus, a better understanding of curiosity will have implications for science, pedagogy, and our understanding of human cognition.

Considering how important curiosity is to scientific discoveries and many other aspects of cognition, it is surprising that our understanding of curiosity as a psychological phenomenon remains quite limited (Gottlieb et al., 2013; Kidd \& Hayden, 2015; Simon, 2001). Several theories have been proposed to describe the mechanisms behind curiosity and they generally fall under two different theoretical approaches. The first approach includes novelty-based theories, which link curiosity with novelty by hypothesizing that gaining information about novel stimuli is intrinsically rewarding (Berlyne, 1950; Lehman \& Stanley, 2011). The second approach includes complexity theories, which posit that curiosity is driven by stimuli that are at an intermediate level of complexity i.e. neither overly simple nor overly complex (Berlyne, 1960; Loewenstein, 1994; Schmidhuber, 1991; Oudeyer et al., 2007). These theories predict that curiosity is a U-shaped pattern of preference for stimulus complexity (Kang et al., 2009; Baranes et al., 2014).

A large body of research has demonstrated the strengths of each of these theories and shown
evidence of curiosity being influenced by both novelty and stimulus complexity (Ranganath \& Rainer, 2003; Wittmann et al., 2007; Kang et al., 2009). However, both these theories make different predictions about curiosity and it is not yet clear when and why is curiosity driven by novelty and not stimulus complexity (and vice-versa). Thus, to date, the field has not reached a consensus on a unified or an integrated view of curiosity (Kidd \& Hayden, 2015; Coenen et al., 2017).

In this article, we present a formal framework that unifies previously distinct theories of curiosity and explains how human curiosity operates across a wide range of contexts. In contrast to previous theories, we do not provide a mechanistic explanation in terms of psychological processing steps or neural machinery. Rather, we provide a functional characterization of curiosity by performing a rational analysis. Our explanation takes the form of a computational-level theory, in the sense introduced by Marr (1982) and pursued by Anderson (1990) among others (Chater \& Oaksford, 1999; Griffiths \& Tenenbaum, 2005).

We start by identifying the abstract computational problem addressed by curiosity and derive an optimal solution to that problem. In other words, to begin with, we do not attempt to explain what curiosity does but rather first explain what curiosity should do. Our approach posits that a rational agent should explore stimuli that maximally add to the value of its knowledge. Depending on the structure of the environment, the stimuli that maximize this value can either be ones that are completely novel or that are of intermediate complexity. We then use this rational solution to explain human behavior, positing that curiosity may be a mechanism by which people come to act in accordance with this solution. This perspective helps to explain when people's curiosity should be influenced by novelty or stimulus complexity. As a consequence, our rational analysis serves as a useful tool to understand the relationship between previous distinct theories of curiosity that have dominated previous work and suggests a way to unify them into a single framework. From the perspective of our framework, these apparently disparate factors influencing curiosity are not discrete cases requiring separate explanations but rather points on a continuum.

The plan of this paper is as follows. First, we review different definitions of curiosity that
have existed within the literature, both to provide background and to establish our viewpoint. We then review past models of curiosity, dividing them into novelty-based and complexity-based approaches. Next, we introduce our rational model of curiosity and show how our model offers support to previous accounts of curiosity under different circumstances thereby unifying them in a single model. We then conduct behavioral experiments to test our model's predictions and evaluate how our model accords with human curiosity. We close with a discussion of the significance and implications of our results.

## Background

We begin by reviewing two strands of research that have primarily concerned researchers studying curiosity - defining curiosity and studying the factors that influence curiosity. For a comprehensive review, we refer the reader to Baldassarre and Mirolli (2013), Kidd and Hayden (2015), Gottlieb et al. (2013), and Gottlieb and Oudeyer (2018).

## What is curiosity?

The task of defining curiosity has turned out to be a surprisingly difficult endeavor, as is evident from the lack of a single widely accepted definition of curiosity. One of the earliest and most influential accounts of curiosity was laid out by Daniel Berlyne who classified curiosity into four different forms (Berlyne, 1966). The first form, 'epistemic curiosity', is the desire for information and knowledge. The second form, 'perceptual curiosity', is curiosity driven by novel objects and stimuli. The third form, 'specific curiosity' is the desire for a particular piece of knowledge such as the final piece of a puzzle or knowledge about a particular question. Finally, the fourth form, 'diversive curiosity', is less directed and simply stimulation seeking to escape boredom. While these distinctions seem intuitive, researchers note that the definitions laid out by Berlyne are not very straightforward as they are rather convergent (Litman \& Spielberger, 2003). For example, curiosity can be perceptual-specific (attending to novel features to aid problem solving) or perceptual-diversive (attending to novel stimuli to avoid boredom) or epistemic-specific (reading a specific book that one enjoys) and even epistemic-diversive (reading about random topics
to avoid boredom). Modern researchers define curiosity as information-seeking that is motivated by an intrinsic drive (Loewenstein, 1994; Oudeyer et al., 2007). This view of curiosity is distinct from traditional information-seeking which can be both internally (studying for the sake of pleasure or enjoyment) or externally (such as studying for an exam for sake of better grades) motivated . However, viewing curiosity in the light of intrinsic or extrinsic motivation leads us to a challenging philosophical problem of understanding a decision maker's mental states and delineating what is extrinsic and what is intrinsic (Kidd \& Hayden, 2015; Miščević, 2016).

Given the ambiguity and lack of any universally agreeable definition of curiosity, we here adopt a broader view of curiosity. Like prior researchers, we consider curiosity as information-seeking but we are agnostic to whether it is driven by intrinsic or extrinsic motivations. Some researchers have also advocated for adopting a similar viewpoint (Kidd \& Hayden, 2015; Murayama et al., 2018). Taking this approach helps us to better understand and relate different strands of curiosity research into a common framework. Further, this is also consistent with our aim of providing a functional explanation of curiosity as drives (intrinsic or extrinsic) are mechanisms rather than functions.

## What causes curiosity?

A number of theories have been proposed in the past to describe the psychological processes involving curiosity. These theories can be broadly organized into two classes: novelty-based and complexity-based. In this section, we describe these theories in brief, and provide their individual strengths and weaknesses.

Curiosity based on novelty. Several psychological theories have linked curiosity with novelty by hypothesizing that gaining information about novel stimuli is intrinsically rewarding (Berlyne, 1950). Berlyne described this as a driving force that motivates an organism to seek out novel stimuli which diminishes with an increase in exposure. Novelty-seeking has also been supported by various neuroscientific studies that show that novel stimuli activate reward-responsive areas in the brain (Ranganath \& Rainer, 2003; Wittmann et al., 2007, 2008; Düzel et al., 2010).

Recent computational models and reinforcement learning algorithms have also demonstrated the use of novelty as an efficient exploration strategy in various domains (Lehman \& Stanley, 2011; Tang et al., 2017). However, a severe limitation of novelty-based theories is that they assume that it is optimal for an individual to explore novel stimuli in all environments. A novel stimulus doesn't necessarily mean that it contains information that is useful or generalizable to an individual. This is also pointed out by previous studies that show that exploration based only on novelty could lead agents to be trapped in unlearnable situations (Gottlieb et al., 2013). Further, as pointed by several researchers, novelty theories also cannot account for people's familiarity preferences and their tendency to sometimes avoid highly uncertain situations (Loewenstein, 1994; Kidd \& Hayden, 2015).

Curiosity based on stimulus complexity. An alternative perspective on curiosity is provided by theories based on the idea that curiosity is a function of stimulus complexity, that people's curiosity is driven by stimuli that are neither too simple nor too complex. Thus, people's curiosity is drawn towards optimally incongruent events (Berlyne, 1960). One such theory is Loewenstein's information-gap hypothesis (Loewenstein, 1994) which proposes that curiosity arises whenever an individual has a gap in information prompting it to complete its knowledge and resolve the uncertainty. Thus, curiosity peaks when one has a small amount of knowledge but it diminishes when one knows too little or too much about the stimulus. A number of studies have supported this prediction and showed that curiosity is an inverted $U$-shaped function of confidence, with people showing the highest curiosity for topics that they are moderately confident about (Kang et al., 2009; Law et al., 2016). While the information-gap hypothesis has considerable strengths, it also faces several limitations. For example, the theory is constrained in that an individual can only be curious about stimuli in known contexts. Thus, if an individual has no prior knowledge about stimuli in the environment then it is not clear how curiosity will function in that environment (as one will not be curious about any stimuli in an environment where it has no prior knowledge). Further, this theory also can not explain why people's curiosity is often influenced by novel stimuli in the environment (as one has little confidence and larger gaps of information with respect to novel
stimuli).
Another recent theory based on the idea of stimulus complexity is the learning-progress hypothesis which proposes to model optimal incongruity via prediction errors. According to the learning progress hypothesis, curiosity is guided by the hypothesis that learning progress generates intrinsic reward (Schmidhuber, 1991, 2010; Oudeyer et al., 2007). This hypothesis proposes that the brain is intrinsically motivated to pursue tasks in which one's predictions are always improving. Thus, an individual will not be interested in tasks that are too easy or too difficult to predict but will rather focus on tasks that are learnable. A number of papers in developmental robotics and reinforcement learning have supported this idea by operationalizing learning progress using information-theoretic measures such as surprise, uncertainty, information-gain etc., and showed that based on learning progress, an agent can efficiently explore in an unknown environment (Oudeyer \& Kaplan, 2006; Oudeyer et al., 2007; Sun et al., 2011; Pathak et al., 2017). However, despite its strength, this theory is again limited in certain situations. For example, at any given point of time, there exist many stimuli in the environment for which an agent can reduce its prediction error and make learning progress. In those cases, a purely learning progress driven agent may be sub-optimal as the agent will not prioritize stimuli based on usefulness or cost of learning.

## Empirical findings

A number of studies have been conducted in the past that lend empirical support to either novelty-based or complexity-based theories. In this section, we briefly review four major empirical findings on curiosity. Later, we will use these findings to evaluate our own approach to explaining and understanding curiosity.

1) Curiosity is influenced by novelty. Across a series of experiments, Berlyne showed that rats and humans alike have a tendency to be more curious about stimuli that are novel to them (Berlyne, 1950, 1966). ${ }^{1}$ Smock and Holt (1962) confirmed Berlyne's findings in another series of experiments and showed that young children tend to explore and play with novel toys much longer

[^0]than familiar toys. We note that this finding is in line with novelty-based theories but incompatible with complexity-based theories.
2) Curiosity is an inverted $\mathbf{U}$-shape function of confidence. A number of studies have explored the effect of confidence on curiosity and found that people's curiosity is highest for stimuli for which they are moderately confident about (Kang et al., 2009; Baranes et al., 2015). For example, Kang et. al. (2009), asked participants to rate their curiosity for knowing the answers to different trivia questions and found that people were most curious about trivia questions for which they had a moderate amount of confidence. Other studies have also demonstrated this effect of confidence on curiosity using similar experimental paradigms (Baranes et al., 2015; Marvin \& Shohamy, 2016). While this finding is in alignment with complexity-based theories such as the information-gap hypothesis, novelty-based theories cannot explain this finding.
3) Curiosity is highest for moderately difficult tasks. In recent years, researchers have also studied the influence of task difficulty on curiosity (Baranes et al., 2014; Geana et al., 2016). Similar to the effect of uncertainty, these studies demonstrate that in the absence of any external rewards, people prefer to spend most time exploring tasks that are moderately difficult. This finding is in accordance with complexity-based theories such as the learning-progress hypothesis but not novelty-based theories.
4) Curiosity increases progressively. In a recent study, Baranes et. al., (2014) showed that in a free play task, people first explore easier tasks and then with an increase in time and exposure, people gradually switch from exploring easier tasks to progressively harder tasks. This finding is again in accordance with complexity-based theories such as the learning-progress hypothesis but not novelty-based theories.

## Summary and prospectus

Novelty-based and complexity-based theories make different commitments about the psychological factors that relate to human curiosity and make a compelling case for an influence of these different factors on curiosity. However, due to their orthogonal predictions, it is not yet clear
exactly how and when curiosity is influenced by one of these factors and not the other.
Despite differences in their predictions, a common theme of these models is that they all provide a mechanistic explanation of curiosity and describe how curiosity functions and how it relates to different psychological factors. However, none of these theories adequately explain why curiosity is influenced by these factors in the first place. In other words, what is the function of curiosity and why does curiosity work the way it does? Previous theories of curiosity are vague at this ultimate (Tinbergen, 1963) or computational (Marr, 1982) level of analysis.

To address this challenge, we take a fundamentally different view, focusing on the abstract problem of curiosity and the form that the optimal solution to that problem should take, rather than the process. Our approach supports past theories rather than supplanting them, and suggests that previous theories need not be in contention but are all special cases of a more general account of curiosity. As we will describe in the next section, our work provides a way to understand and unify novelty and complexity based approaches in one common framework.

## A Rational Analysis of Curiosity

We now provide a rational analysis of curiosity, in the spirit of Marr (1982) and Anderson (1990). Marr (1982) proposed three levels at which any information processing system should be understood: the levels of computational theory, representation and algorithm, and hardware implementation. Analyses at the computational level answer the question "What is the goal of the computation, why is it appropriate, and what is the logic of the strategy by which it can be carried out?" (Marr (1982), p. 25). In the context of curiosity, a computational-level analysis seeks to identify the abstract problem being solved by curiosity and to understand the logic that makes it possible to solve this problem. Instead of explaining what curiosity does, our analysis here serve to explain what curiosity should do. However, in pursuing a rational analysis, we are not trying to make claims about the rationality of human curiosity, nor are we making commitments to the mechanisms or the psychological processes involved in curiosity. In fact, our framework is not strictly normative - it also suggests how people may become curious about seemingly sub-optimal


Figure 1. The computational problem. (A) An agent is in an environment with $n$ stimuli. (B) Suppose the agent encounters the $k$ th stimulus in the future (top row). If the agent produces the correct response to the stimulus (middle row, left), then it receives a reward (bottom row, left). If the agent produces the incorrect response (middle row, right), it receives no reward (bottom row, left). (C) Given this, to maximize rewards, the agent wants to learn the correct response for as many stimuli as possible.
tasks and we briefly outline some possible psychological mechanisms in the General Discussion. In this way, we expect that our approach of studying what a rational agent should do will be a valuable tool in understanding how people's curiosity actually works. We now begin our analysis by considering the abstract computational problem underlying curiosity and then formally deriving an optimal solution to this problem.

## Computational problem underlying curiosity

Consider the following problem. An agent is in an environment with $n$ stimuli (refer to Figure 1(a)). Suppose that in the future, the agent encounters some of these $n$ stimuli again. In that future encounter, if the agent produces the appropriate response to those stimuli, then the environment provides a reward to the agent (Figure 1(b)). Given this, the goal of the agent is to maximize future rewards by learning the correct response for every stimulus (Figure 1(c)). In other
words, the agent wants to know as much as possible about the reward structure of the world. ${ }^{2}$ Unfortunately, due to resource and computational constraints, the agent cannot learn the correct response for every stimulus in the environment (Simon, 1990; Gabaix et al., 2006; Pierson \& Goodman, 2014; Griffiths et al., 2015). Thus, the agent faces the problem of deciding what to explore in the environment in order to maximize its knowledge (and subsequent rewards) in the future. ${ }^{3}$

How should the agent solve this problem? A crude way to do so would be to explore various stimuli in the environment using random exploration. However, this approach is unlikely to be optimal in complex environments that contain a large number of stimuli. One way for the agent to improve its performance is to align its exploration with respect to future occurrence of various stimuli in the environment. For instance, if the agent will never encounter some stimuli in the future, then the agent should not explore those stimuli (as knowing about those stimuli will not help in maximizing rewards in future). To account for this, the agent computes the "probability of
${ }^{2}$ Note that for the sake of simplicity, we treat each stimulus as being independent (i.e. knowledge of one stimulus is not correlated with knowledge of other stimuli). However, our analysis can be easily extended to cases where the knowledge of one stimulus is correlated with other stimuli (i.e. when learning about one stimulus provides information about other stimuli). Furthermore, our analysis also treats different stimuli as having the same reward magnitude. Our analysis can again be extended to cases where different stimuli (and subsequently pieces of information) have varying reward values. While people undoubtedly have to solve more complex problems (for example, problems in which sequential dependencies hold between current and future actions) we focus on this case for its simplicity and its resemblance to the tasks typically used in experiments exploring curiosity.
${ }^{3}$ As an aside, we note that the information-seeking problem described here is similar to the multi-armed bandit problem (Daw et al., 2006; Cohen et al., 2007; Bubeck et al., 2012). However, multi-armed bandit problems face a tension between exploiting a familiar option for a known reward and exploring unfamiliar options for unknown rewards - the so called explore/exploit trade-off. In contrast, there is no such tension in our version of the problem - the agent's goal is to simply explore, i.e. obtain information about the correct response for as many arms as possible. This information can then be exploited by the agent in the future to maximize rewards (as more information will help agent produce the appropriate response to various stimuli resulting in higher rewards in future). We refer the reader to Appendix A where we expand on the similarities and differences between these two problems in detail.


Figure 2. Relationship between exposure $h$ and confidence $c$. (A) If the agent has encountered a stimulus often in the past (top row), then it would have a higher confidence value $c$ (bottom row) for that stimulus (and vice-versa). (B) We assume that the confidence $c$ of the agent increases at a decreasing rate with respect to exposure $h$.
occurence", $p_{k}$ i.e. the probability that the $k$ th stimulus will occur in the future (Anderson, 1990). ${ }^{4}$ However, simply making decisions based on probability of occurrence will not be enough - the agent should also align its exploration with respect to its current knowledge. For example, the agent should avoid exploring stimuli for which the agent already knows the correct response (as the agent will definitely get rewards for those stimuli in future and it should aim to maximize knowledge for other stimuli). In line with this, for each stimulus $k$ in the environment, the agent computes the probability it knows the correct response to that stimulus. The higher this probability is, the higher the chance of agent making the correct response to that stimulus and obtaining rewards in future. We call this probability the agent's "confidence value", $c_{k}$. In other words, confidence, $c_{k}$ is simply the probability computed by the agent that if presented with the $k$ th stimulus it will respond appropriately. Note that, the agent's confidence $c_{k}$ is directly influenced by the number of times the agent has encountered the $k$ th stimulus in the past. That is, if the agent has encountered a stimulus often in the past, then it would have a higher confidence value for that stimulus (and vice-versa). We call this number the agent's "exposure", $h_{k}$. We here assume that confidence, $c$ increases at a

[^1]decreasing rate with respect to exposure, $h$ (refer to Figure 2).
For convenience, we describe the relationship between $c$ and $h$, a kind of a learning rate, by a bounded growth function,
\[

$$
\begin{equation*}
c_{k}=1-e^{-\gamma_{k} \cdot h_{k}} \tag{1}
\end{equation*}
$$

\]

However, our qualitative predictions hold for any monotonically increasing function. Here, $\gamma_{k}$ is a constant value that denotes the learning rate i.e. how quickly can the agent learn about the $k$ th stimulus. This learning rate $\gamma$ is different for each stimulus and thus confidence increases at different rates with respect to exposure for different stimuli. Stimuli with low learning rates would be harder to learn, as the confidence of the agent will increase slowly with respect to exposure. Stimuli with high learning rates are easier to learn, as the confidence of the agent will increase sharply with respect to exposure. ${ }^{5}$

Value of knowledge. Given estimation of $p$ and $c$ for every stimulus, the agent then computes the value of its overall knowledge. If each stimulus was equally likely to occur in the future, then the value of the agent's knowledge would simply be the average of its current knowledge i.e. confidence $c$. However, since some stimuli are more likely to occur in the future than others, the value, denoted as $V$, is a function of the probability of occurrence $p$ and the confidence factor $c$ and is given as follows:

$$
\begin{equation*}
V=\sum_{k} p_{k} \cdot c_{k} . \tag{2}
\end{equation*}
$$

According to this equation, the value of an agent's knowledge is the sum over all stimuli of the probability that a stimulus will occur in the future multiplied by the probability that the agent knows how to react to that stimulus. This is not a mathematical assumption but simply a consequence of the structure of the problem - the value of knowledge is simply the chance of successfully responding to the next stimulus computed by summing over all stimuli in the environment.

The problem. Recall that the goal of the agent is to decide what to explore in the environment in order to maximize its knowledge and subsequently rewards in the future. In other

[^2]words, the goal of the agent is to increase the value of its current knowledge $V$ and the agent can do that by taking actions to increase $h$ for the various stimuli in the environment (as that will increase $c$ and in turn increase the value $V$ ). Thus, the computational problem faced by the agent is choosing the appropriate action i.e. deciding which stimulus $k$ to increase exposure $h_{k}$, in order to increase the value $V$ which in turn will help the agent maximize future rewards.

Deriving an optimal solution. To solve the problem of choosing which stimulus to explore further, the agent can evaluate the change in $V$ as it explores each stimulus in the environment. Thus, for every stimulus $k$ in the environment, the agent can compute the change in its knowledge that would result from exploring that stimulus. The agent can then use that to select which stimulus to explore first - the stimulus that causes the largest increase in the overall value should be explored first. This is because exploring the stimulus that causes the largest increase in the overall value implies that the agent would end up exploring the stimulus that increases the reward magnitude maximally. Therefore, it would be optimal for the agent to explore the stimulus that causes the largest increase in the overall value. The agent can perform this computation simply by differentiating $V$ with respect to $h_{k}$,

$$
\begin{equation*}
\frac{\mathrm{d} V}{\mathrm{~d} h_{k}}=p_{k} \cdot \frac{\mathrm{~d} c_{k}}{\mathrm{~d} h_{k}} . \tag{3}
\end{equation*}
$$

Optimal solution and curiosity. An agent operating according to the above model will explore stimuli that have a high rate of change of value with respect to exposure associated with them. Maximizing this rate of change, i.e. $\frac{\mathrm{d} V}{\mathrm{~d} h_{k}}$, is the optimal behavior under which the agent will explore stimuli to maximize its knowledge and subsequent rewards. This rational solution i.e. maximizing rate of change is the behavior which the agent should adapt. We postulate that the sense of curiosity is the mechanism that produces and drives this behavior in humans. Under this view, we take the rate of change $\frac{\mathrm{d} V}{\mathrm{~d} h_{k}}$ to be approximately the curiosity the agent has for knowing about the $k$ th stimulus, which we denote as $\Omega_{k}$, assuming that the agent will explore the stimuli in the environment that it is most curious about. ${ }^{6}$ Thus, according to our framework, the function of

[^3]curiosity is to simply help the agent to achieve its goal of maximizing rewards in the future. Under the choice of the form of $c_{k}$ given in Equation 1, we calculate this derivative as follows:
\[

$$
\begin{equation*}
\Omega_{k} \approx p_{k} \cdot \frac{\mathrm{~d}\left(1-e^{-\gamma_{k} \cdot h_{k}}\right)}{\mathrm{d} h_{k}} \tag{4}
\end{equation*}
$$

\]

Upon differentiation, we get the relationship of curiosity $\Omega_{k}$ with respect to probability of occurrence $p_{k}$, learning rate $\gamma_{k}$, and exposure $h_{k}$ as follows:

$$
\begin{equation*}
\Omega_{k} \approx \gamma_{k} \cdot p_{k} \cdot e^{-\gamma_{k} \cdot h_{k}} \tag{5}
\end{equation*}
$$

## Summary

In this section, we performed a rational analysis of curiosity in which we considered an agent whose goal was to know as much as possible about the reward structure of the world to maximize its expected rewards. We suggested that the agent should consider the future occurrence of various stimuli in the environment (which we termed 'probability of occurrence', $p$ ) as well as its current knowledge about various stimuli in the environment ('confidence', $c$ ), and use those estimates to compute the 'value of knowledge' $V$. Note that the confidence $c$ in turn was determined by number of times the agent encountered a stimulus in the past ('exposure', $h$ ) as well as rate at which the agent could increase confidence of a stimulus (the 'learning rate', $\gamma$ ). To maximize the expected rewards, according to our framework, the agent should simply maximize the value of knowledge $V$. The optimal solution is to compute the rate of change of $V$ w.r.t exposure $h$ and then increase exposure $h$ for the stimulus that maximally increases $V$. This optimal solution is the behavior which a rational agent should adopt to maximize rewards. We suggest that curiosity is the mechanism by which people approximate this rational behavior. As we will show in the next section, studying curiosity under this lens can help to explain various empirical findings about human curiosity.

## Reconciling Novelty and Complexity-based Theories

Having a formal account of curiosity, we now describe how our model relates to previous theories of curiosity. First, we note that in our framework, there is no fixed assumption about the


Figure 3. When past and future are correlated, curiosity is highest for stimuli with moderate exposure and confidence. (A) Graphical depiction of an environment where probability of occurrence $p_{k}$ is related to exposure $h_{k}$ and subsequently confidence $c_{k}$. Here, the probability that the agent will encounter a stimulus in the future (top row) determines the number of times the agent is exposed to the stimulus (middle row) which in turn determines the confidence of the agent about that stimulus (bottom row). (B) Model prediction about the relationship between curiosity and exposure in this environment. (C) Model prediction about the relationship between curiosity and confidence in this environment. In this environment, the agent's curiosity is an inverted U-shape function of exposure and confidence.
form of the environment. We consider two different forms of environmental structure. The first form is an environment where $p_{k}$ is related to $h_{k}$ (as described in Figure 3(a)). In this environment, stimuli frequently encountered by an agent are more likely to be encountered in the future. Thus, the probability that the agent will encounter a stimulus in the future determines the number of times the agent is exposed to the stimulus which in turn determines the confidence of the agent in knowing that stimulus. The second form is an environment where $p_{k}$ and $h_{k}$ are independent of each other (as described in Figure 4(a)). In this environment, the agent can encounter any stimulus in the future regardless of previous occurrence. These are obviously two extremes - perfect correlation of the past and the future and perfect independence - but they allow us to explore


Figure 4. When past and future are independent, curiosity is highest for stimuli with lowest exposure and confidence. (A) Graphical depiction of an environment where probability of occurrence $p_{k}$ is independent of exposure $h_{k}$ and confidence $c_{k}$. Here, the agent can encounter any stimulus in the future (top row) regardless of previous occurrence(middle row). (B) Model prediction about the relationship between curiosity and exposure in this environment. (C) Model prediction about the relationship between curiosity and confidence in this environment. In this environment, the agent's curiosity decreases with an increase in exposure and confidence.
correspondingly extreme forms of curiosity.
Complexity-based theories. When the agent is in an environment where $p_{k}$ and $h_{k}$ are related to each other (as in Figure 3(a)), then $p_{k}$ is proportional to $h_{k}$ and the relationship between curiosity and exposure given in Equation 5 reduces to

$$
\begin{equation*}
\Omega_{k} \propto \gamma_{k} \cdot h_{k} \cdot e^{-\gamma_{k} \cdot h_{k}} \tag{6}
\end{equation*}
$$

Subsequently, using Equation 1, confidence will be related to curiosity as

$$
\begin{equation*}
\Omega_{k} \propto\left[-\log \left(1-c_{k}\right)\right] \cdot\left(1-c_{k}\right) . \tag{7}
\end{equation*}
$$

Interestingly, this relationship between curiosity and confidence is very similar to the one described by the information-gap hypothesis (Loewenstein, 1994). Loewenstein used Shannon's (1948)
entropy formula to describe the relationship between curiosity and confidence:

$$
\begin{equation*}
\Omega_{k}=\left[-\log \left(c_{k}\right)\right] \cdot c_{k} \tag{8}
\end{equation*}
$$

Both the information-gap theory (Equation 8) and our model (Equation 7) predict an inverted U-shape relationship between curiosity and confidence (empirical finding 2). When an agent is in an environment where probability of occurrence is related to exposure, our rational model thus parallels the information-gap theory.

Intuitively, this makes sense. If the agent is in an environment where frequently encountered stimuli are more likely to appear in the future, then to maximize rewards, the agent should explore stimuli for which it has moderate exposure and confidence. This is simply because the stimuli for which the agent has little exposure are very unlikely to occur in the future, and while the stimuli for which the agent has high exposure have a high probability of occurring in the future, the agent already has high confidence for those stimuli.

Our model also relates to the learning progress theory (Oudeyer et al., 2007) in this kind of environment. According to the learning progress hypothesis, an agent is intrinsically motivated to pursue tasks in which predictions are constantly improving, thereby avoiding boring or extremely complicated tasks. An agent operating under this model ends up exploring stimuli of 'intermediate complexity'. If we consider the case where various stimuli within the environment have different learning rates $\gamma_{k}$, then according to Equation 6, the agent will be most curious about stimuli that have a moderate learning rate (empirical finding 3). This is because the agent will first explore stimuli that have a high learning rate (i.e. are easier to learn), but with increased exposure, the agent's curiosity would be primarily driven towards stimuli that have a moderate learning rate. Stimuli that are very hard to learn (i.e. low learning rate) would induce the lowest curiosity. Thus, in this environment, an agent that aims to maximize its knowledge behaves similarly to an agent whose curiosity is driven by learning progress.

Novelty based curiosity. Under theories that are based on curiosity driven by novelty, an agent is most curious about stimuli that it is least confident about:

$$
\begin{equation*}
\Omega_{k}=1-c_{k} . \tag{9}
\end{equation*}
$$

According to our rational model, when the agent is in an environment where $p_{k}$ and $h_{k}$ are independent of each other (as described in Figure 4(a)), the relationship between curiosity and exposure will be the one described in Equation 5, where $p_{k}$ is simply a constant value. Thus, curiosity is highest when exposure is lowest and it decreases as exposure increases i.e. curiosity is highest for novel stimuli (similar to empirical finding 1 discussed above). The relationship between curiosity and confidence can be rewritten as

$$
\begin{equation*}
\Omega_{k} \approx \gamma_{k} \cdot p_{k} \cdot\left(1-c_{k}\right) \tag{10}
\end{equation*}
$$

If $p_{k}$ and $\gamma_{k}$ are equal for all $k$, this reduces to Equation $9 .{ }^{7}$ Thus, when the probability of occurrence and exposure are not related to each other, our rational model is similar to the previously proposed novelty-based theories of curiosity.

Intuitively, we can interpret this as follows. If the agent is in an environment where any stimuli can appear in the future regardless of past experience, then to maximize the value of its knowledge, the agent should explore novel stimuli, i.e. stimuli to which it has least exposure, as these stimuli are equally likely to appear in the future and the agent currently does not have any knowledge about them. The expected value of knowledge is increased most rapidly by learning more about the stimuli with least exposure and lowest confidence.

## Intuitions and predictions

Whereas previous theories associated curiosity with factors such as novelty and complexity our model shows that, depending on the structure of the environment, an agent's curiosity can be driven by any of these factors. In this way, our rational model allows to bridge previous theories related to curiosity in a single framework. In an environment where the probability of occurrence and exposure are directly related, our rational model makes predictions corresponding to complexity-based theories of curiosity. In an environment where probability of occurrence and exposure are not related, our model is akin to novelty-based theories of curiosity.

[^4]As an illustration, consider an individual living in San Francisco. Presumably, on a given day, this individual would be more likely to be curious about the weather of San Francisco compared to the weather of a novel city such as Kakamega. This is perhaps likely driven by an assumption being made by the individual that their past and future experiences are correlated with each other and therefore the probability of requiring information about the weather of Kakamega will be very low. Now, consider a scenario wherein the same individual has to move to Kakamega for a new job opportunity. In this setting, the individual might be more likely to be curious about the weather of this novel city. This is partly due to the fact that in this new scenario, the individual's past experience and future probability of occurrence are very weakly correlated with each other resulting in the individual to be more curious about the novel city (Kakamega). While the two environment structures considered here are obviously two extremes, this can be a useful tool to understand people's curiosity in different settings.

In the following experiments, we test our model predictions by evaluating how people's curiosity is driven by novelty and complexity in different environment structures. Our first set of predictions come in the setting where the learning rate $\gamma$ is equal for all stimuli in the environment. In that setting, our model predicts that depending on the environment structure, curiosity can be driven by either novelty or stimulus complexity. We test these predictions in Experiment 1. Our next set of predictions come in the setting where the learning rate $\gamma$ is unequal for various stimuli in the environment. In this setting, our model predicts that the agent will have highest curiosity for stimuli that have a moderate learning rate. However, an agent's curiosity towards harder stimuli can be modulated by either manipulating the probability of occurrence or exposure of those stimuli. We test these predictions in Experiment 2. We note that both experiments use a paradigm that has been widely employed in experiments on curiosity (Kang et al., 2009; Gruber et al., 2014; Marvin \& Shohamy, 2016; Baranes et al., 2014; Geana et al., 2016), which parallels the set of assumptions used in defining our rational model.

## Experiment 1: Switching between Novelty and Complexity

We first begin by considering an environment, where the learning rate $\gamma_{k}$ is equal for all stimuli $k$, i.e. the agent's confidence increases at the same rate with respect to exposure for all stimuli. In this case, our rational model makes two different empirical predictions.

Prediction 1. The first prediction arises when the agent is in an environment $p_{k}$ and $h_{k}$ are related to each other (as in Figure 3(a)). The relationship between curiosity and exposure can be described using Equation 6 and between curiosity and confidence using Equation 7. Thus, Equation 6 predicts that an inverted U-shape relationship will exist between curiosity and exposure and Equation 7 similarly predicts that curiosity will be highest when the agent is moderately confident about a stimulus (see Figure 3). We test this prediction in the confidence sampling condition of Experiment 1.

Note that this prediction fits the complexity-based theories such as the information gap and the learning progress hypothesis, which also predict an inverted U-shape curve between curiosity and confidence i.e., empirical finding 2. While several studies have supported the existence of this U-shaped relationship, our model also predicts how to make this effect go away as described in our second prediction.

Prediction 2. Our second prediction comes in when the agent is in an environment where the relationship between $p_{k}$ and $h_{k}$ no longer holds true (as described in Figure 4(a)). Then the relationship between curiosity and exposure will be the one described in Equation 5 and the relationship between curiosity and confidence will be that given in Equation 10. Equation 5 predicts that curiosity is highest when exposure is lowest and it decreases as exposure increases. Similarly, Equation 10 predicts that curiosity will be highest when confidence is the lowest (also shown in Figure 4). We test this prediction in the uniform sampling condition of Experiment 1.

This combination of predictions is unique to our account of curiosity. While the second prediction accords with the novelty based hypothesis and empirical finding 1 , that hypothesis cannot reproduce our model's first prediction. On the other hand, while the complexity theories were in line with our model's first prediction, those theories fail to explain our model's second prediction.

We now conduct a behavioral experiment in order to test our model predictions. The experiment used two different scenarios - confidence sampling and uniform sampling - to assess whether people's curiosity is affected by changes in the relationship between probability of occurrence and confidence. In the confidence sampling condition, we created an environment such that probability of occurrence was related to confidence (Figure 3(a)) and in the uniform sampling condition they were independent of each other (Figure 4(a)). Based on our model predictions, we hypothesize that an inverted U-shape relation will exist between confidence and curiosity in the confidence condition and a decreasing relation will exist in the uniform sampling condition.

## Methods

Participants. We recruited 303 participants from Amazon Mechanical Turk. They earned $\$ 1.50$ for participation with the option of earning an additional bonus of $\$ 0.80$. Participants in the experiment were randomly assigned to one of two conditions: confidence sampling condition (157 participants) and uniform sampling condition (146 participants). Informed consent was obtained using a consent form approved by the institutional review board at the University of California, Berkeley.

Stimuli. The stimuli used in the experiment were 40 trivia questions on various topics that were taken directly from Experiment 1 in Kang et al. (2009). According to the authors, these questions were designed to measure curiosity about semantic knowledge and evoke a range of curiosity levels.

Procedure. The experiment was divided into three phases - Phase 1, Phase 2, and Phase 3 (refer to Figure 5). In Phase 1, participants were shown 40 trivia questions one after another and were asked to rate their confidence (i.e., probability that they know the correct answer) and curiosity in knowing the correct answer. Curiosity ratings were on a scale from 1 to 7 and the confidence scale ranged from 0 to $100 \%$. The order of trivia questions was randomized for each participant. Note that Phase 1 of our experiment followed the procedure of Kang et al.'s design closely. This part of the experiment took approximately 7-8 minutes to complete.


Figure 5. Design of Experiment 1. The experiment was divided into three phases. In Phase 1, participants were presented with the 40 trivia questions and asked to rate their curiosity and confidence in knowing the correct answer. In Phase 2, participants had the choice to reveal the answers to the previously shown 40 questions at the cost of waiting for 10 seconds for the next question to appear. Following that, in Phase 3, participants had the chance to answer 10 of the previously shown questions to earn bonus money. Note that instructions were provided before each phase.

In Phase 2, all previous 40 questions from Phase 1 were again shown one after another and participants had the choice to reveal the answer to those questions. However, each time participants chose to reveal an answer, they had to wait an extra 10 seconds for the next question to appear. Findings from Experiment 3 of Kang et al., (2009) showed that participants were more likely to spend time, to wait longer, for the answers that they were more curious about. Thus, requiring participants to spend time to obtain information served as a proxy to measure their curiosity.

In Phase 3, participants were shown 10 out of the previously shown 40 questions and were given the chance to answer these 10 questions. For each correct answer, participants were given a bonus of $\$ 0.08$. To discourage participants from using Google or other search engines, they were only given 2 minutes in total to answer the questions.

At the beginning of the experiment, participants were randomly assigned to two conditions the confidence and the uniform condition. These conditions differed in the way the 10 questions were sampled in Phase 3 and apart from that, the two conditions were exactly the same. In the
confidence condition, the sampling in Phase 3, was done based on the confidence ratings provided by the participants i.e. the questions for which participant's confidence rating was higher were more likely to appear in Phase 3. In the uniform condition, this sampling procedure was completely random i.e. each question was equally likely to appear in Phase 3. Importantly, participants were informed about the sampling procedure for their respective condition before the beginning of Phase 2. The confidence condition thus creates a situation in which confidence is related to probability of occurrence (Figure 3(a)) and the uniform condition breaks this relationship (Figure 4(a)). To ensure that participants understood the sampling procedure, participants had to answer a multiple-choice question about the sampling procedure after the instructions for Phase 2 were shown to them. If they gave an incorrect answer, participants were shown the instructions again and had to re-answer the question (this process was repeated until they answered the question correctly).

According to our model's predictions we should see an inverted U-shape between curiosity and confidence for both the conditions in Phase 1. However, the curiosity of participants (i.e. the answers they revealed) should be different for both conditions in Phase 2. This is because participants were informed about the sampling procedure only after Phase 1 (and before Phase 2) and therefore people's curiosity in Phase 2 should be affected by their knowledge of the structure of the environment. In particular, for the confidence condition, participants' probability of revealing an answer should be highest for questions which they were moderately confident about. On the other hand, in the uniform condition, participants should be most curious about questions for which they were least confident about.

## Results

For all analyses that follow, we removed participants that revealed either none $(=0)$ or all of the answers $(=40)$ in Phase 2. A total of 49 participants were excluded based on this criterion and our final data consisted of 253 participants (133 in the confidence condition and 120 in the uniform condition).

Phase 1. Following Kang et al.'s methodology, the raw curiosity ratings were individually


Figure 6. Empirical results from Experiment 1. (A) Results from Phase 1. Relationship of curiosity and confidence in Phase 1 for confidence sampling condition (top) and uniform condition (bottom). The markers indicate mean curiosity at each confidence level and the solid curve is the regression line. Curiosity is an inverted-U function of confidence for both conditions. (B) Results from Phase 2. The graph plots the probability of participants revealing an answer as a function of confidence in Phase 2. Consistent with our model's prediction, an inverted U-shape exists between curiosity and confidence in the confidence based sampling condition and a decreasing relationship exists in the uniform sampling condition.
normalized and confidence was re-scaled to range from 0 to 1 , and we fitted the data to the equation: curiosity $=b_{0}+b_{1} \times c+b_{2} \times c \times(1-c)$ to both the conditions, where $c$ was the re-scaled confidence score. Consistent with our prediction, an inverted U-shape exists between curiosity and confidence for both conditions (Figure 6(a)). For the confidence condition, the model provided $r=$ 0.2 and a significant coefficient for the quadratic coefficient i.e. $\mathrm{c} \times(1-\mathrm{c})\left(b_{2}\right.$ estimate $=1.87$,
$p<0.05$ ) and an insignificant coefficient for confidence ( $p=0.9$ ). For the uniform condition, the model provided similar results with $r=0.2$ and significant coefficient for the quadratic coefficient ( $b_{2}$ estimate $=1.65, p<0.05$ ) and insignificant coefficient for confidence $(p=0.6)$. We obtained equivalent results whether we used the raw or re-scaled confidence ratings. Thus, for both conditions, the model provided a significant quadratic coefficient, supporting the presence of an inverted U-shape between curiosity and confidence for both conditions.

Phase 2. We first computed the probability of participants revealing an answer conditioned on the confidence rating for both the conditions. As per our model's predictions, an inverted U-shape exists for the confidence condition and a decreasing relationship exists for the uniform condition (Figure 6(b)). Similar to the previous analysis, we fitted data to the equation: curiosity $=$ $b_{0}+b_{1} \times c+b_{2} \times c \times(1-c)$ to both the conditions. For the confidence condition, the model provided $r=0.75$ and a significant coefficient for the quadratic coefficient ( $b_{2}$ estimate $=0.6$, $p<0.05$ ) and an insignificant coefficient for confidence ( $b_{1}$ estimate $=-0.03, p=0.5$ ) thereby implying a U-shape relationship between curiosity and confidence. For the uniform condition, the model provided $r=0.8$ but the coefficient for the quadratic coefficient was not significant ( $p=0.34$ ). On the other hand, the coefficient for confidence was significant $\left(b_{1}\right.$ estimate $=-0.27$, $p<0.05$ ), implying a decreasing relationship of curiosity with confidence for the uniform condition. We also conducted individual-level analysis of the data that further supports these results and refer the reader to Appendix B for the details.

## Discussion

Experiment 1 tested and found support for two key predictions of our model. When participants were in in an environment where probability of occurrence influenced exposure, then their curiosity was highest for stimuli for which they were moderately confident about. When participants were in an environment where probability of occurrence and exposure were independent of each other then curiosity was highest for novel stimuli, i.e. stimuli for which participants had little confidence. These results suggest that human curiosity is not only sensitive to
the properties of the stimuli but it is also influenced by the structure of the environment - depending on the environment structure, curiosity can be driven by either novelty or stimulus complexity.

## Experiment 2: Manipulating Learning Rate

Until now, we have considered the case wherein all stimuli in the environment had equal learning rate $\gamma$. We now consider the setting where the learning rate $\gamma$ is not the same for the various stimuli in the environment. Here, the agent would learn about different stimuli in the environment at a different rate (with respect to exposure) and thus some stimuli will be harder to learn than others.

Our model predictions are shown in Figure 7 (derived from Equations 5 and 6). We first begin by noting that regardless of the environment, the agent's curiosity increases progressively i.e. it first starts by being curious about easy to learn stimuli and then gradually becomes curious about moderate stimuli and then eventually harder to learn stimuli. Second, regardless of the environment, the agent's curiosity integrated over exposure is highest for stimuli with medium learning rates (refer to Figure 7(a) and Figure 7(b)).However, as also shown in Figure 7(a) and (b), with a further increase in exposure, the agent gradually becomes less curious about stimuli that have a medium learning rate (as its confidence eventually reaches $100 \%$ ) and eventually becomes curious about stimuli that are hard to learn. In the second case i.e. Figure 7(b), we assumed equal probability of occurrence $p_{k}$ for all $k$. However, recall that when probability of occurrence and exposure are independent of each other (Figure 4(a)), then $p_{k}$ is simply a constant. Therefore, if the probability of occurrence of low learnability stimuli (i.e. harder to learn stimuli) is higher than other stimuli, then our model predicts that the agent will be most curious about low learnability stimuli (refer to Figure 7(c)). ${ }^{8}$ We summarize our predictions below:

Prediction 3. People will be maximally curious about stimuli that have a moderate learning rate i.e., stimuli that are moderately difficult (consistent with empirical finding 3). We test this prediction in the baseline condition of Experiment 2.

[^5]

Figure 7. Model predictions about the relationship between curiosity and exposure when different stimuli have different learning rates. (A) Environment where probability of occurrence is related to exposure, (B) Environment where they are independent of each other, and (C) Same environment setting as B but here the hard stimuli i.e. stimuli with low learning rate have a higher probability of occurrence. In all three cases, the agent's curiosity increases progressively from easier to harder stimuli. In A and B, the agent's curiosity integrated over exposure is highest for stimuli with medium learning rates. In C , the agent's curiosity for hard stimuli i.e. with low learning rates is higher (compared to A and B ) due to their higher probability of occurrence.

Prediction 4. With an increase in exposure, people will eventually become more curious about stimuli that have a low learning rate i.e. stimuli that are harder to learn (consistent with empirical finding 4). We test this prediction in the increase condition of Experiment 2.

Prediction 5. People's curiosity towards harder to learn stimuli would also increase if the probability of occurrence of those stimuli is high. We test this prediction in the probability condition of Experiment 2.

We note that Predictions 3 and 4 are in line with predictions from previous complexity-based theories like the learning-progress hypothesis. In addition to these, our model also predicts curiosity can be modulated towards harder to learn stimuli by manipulating their probability of occurrence (Prediction 5). We now conduct another behavioral experiment to test these predictions. The experiment used three different conditions - baseline condition, increase condition, and probability condition - to assess whether people's curiosity towards harder to learn tasks is affected by increase
in exposure and probability of occurrence.

## Methods

Participants. We recruited 209 participants from Amazon Mechanical Turk. They earned $\$ 0.75$ for participating in an experiment that took approximately 5 minutes to complete with the option of earning an additional bonus of $\$ 0.25$. Participants in the experiment were randomly assigned to one of three conditions: baseline condition (78 participants), increase condition (64 participants), and probability condition (67 participants). Informed consent was obtained using a consent form approved by the institutional review board at Berkeley.

Stimuli. The stimuli used in the experiment were three games of varying difficulty - easy (Game 1), medium (Game 2), and hard (Game 3, also refer to Figure 8). Each game consisted of two uniquely colored square boxes that could be unlocked via a key sequence consisting of the four arrow keys (left, up, down, right). The participant's goal was to learn the correct key sequence for the six square boxes. Importantly, the number of key sequences required to unlock the boxes were different for each Game (this length was indicated by a number printed in the center of each box). More specifically, the two boxes in Game 1 required only 1 key input to unlock them. The two boxes in Game 2 required 3 key inputs to be unlocked. Finally, the two boxes in Game 3 required 6 key inputs to be unlocked. In this way, the three games were varied in their difficulty with Game 1 being easiest to learn, followed by Game 2, and then Game 3.

Procedure. The experiment was divided into three phases - the exposure round, the practice round, and the bonus round (Figure 8). In the exposure round, participants were shown the three games sequentially and they were given a small number of guesses to play each game (this number varied by the condition the participants were in). To help participants remember the corresponding key input once they had correctly guessed it, a progress bar was also displayed on each screen such that one portion of the progress bar filled up with the label of the correct key input everytime a correct guess was made. Participants were also informed that this round was only meant to provide them a brief exposure to the three games and they should not be concerned if they
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Figure 8. Design of Experiment 2. The experiment was divided into three phases. In the exposure round, participants were shown three games sequentially and were given a short amount of guesses to play each game. The three games varied in their difficulty with Game 1 being easiest to learn, followed by Game 2, and then Game 3. In the practice round, all three games were shown in one screen together and participants were given 30 guesses overall to practice the three games to learn and master them. In the bonus round, participants were shown one of the three games and had a chance to earn bonus money. Note that, in all three rounds, the remaining number of guesses, the progress bar, and the active box (highlighted in yellow) were displayed to the participants.
couldn't completely learn all the three games in this round.
In the practice round, all three games were shown in one screen together and participants were given a total of 30 guesses to play the three games. Participants could decide to play any of the three games by pressing keys 1-3. Once they decided to play a game, they could always switch and play another game by simply pressing the spacebar and then again pressing keys 1-3 to make their selection. The participants' goal in this round was to learn the three games as much as possible to maximize their chances of getting a bonus.

In the bonus round, one of the three games was displayed to the participants and they were given a total of 12 guesses to play the game. If a participant successfully solved the game before the guesses ran out (i.e. successfully unlocked the two boxes of the game), they were provided a bonus payment of $\$ 0.25$.

At the beginning of the experiment, participants were randomly assigned to three conditions -
the baseline, the increase, and the probability condition. In the baseline condition, participants were given four guesses to play each game in the exposure round and the sampling procedure in the bonus round was random i.e. any of the three games was equally likely to appear in the bonus round. In the increase condition, participants were given eight guesses to play each game in the exposure round and the sampling procedure in the bonus round was again random. In the probability condition, participants were given four guesses to play each game in the exposure round. However, the sampling procedure in the bonus round was biased towards Game 3 such that it had a $80 \%$ chance of appearing in the bonus round. Participants were provided instructions about the bonus round and the sampling procedure before the start of the practice round. To ensure that participants understood the sampling procedure, participants had to answer a multiple-choice question about the sampling procedure after the bonus round instructions. If they gave an incorrect answer, participants were shown the instructions again and had to re-answer the question (this process was repeated until they answered the question correctly).

According to our model, participants' behavior in the practice round should vary significantly across conditions. In the baseline condition, participants should spend a significant amount of time playing the moderately difficult game i.e., Game 2 in the practice round. In the increase condition, participants should spend a greater amount of time playing the hardest game i.e., Game 3 in the practice round. This is simply due to the fact that participants were provided more guesses in the exposure round (compared to baseline condition). This leads to an increase in exposure for the three games and thus curiosity would be more towards the harder stimulus i.e., Game 3. In the probability condition, participants should again spend a greater amount of time playing the hardest game i.e. Game 3 (as the probability of occurrence $p_{k}$ of Game 3 is highest thereby leading to higher curiosity).

## Results

To test our predictions, we analyzed participants' behavior in the practice round for the three different conditions. To that end, we report the average number of guesses participants allocated to


Figure 9. Empirical results from Experiment 2. The graph plots the average number of guesses participants spent on playing the three different games for each condition. As per our model's predictions, participants spend the highest amount of guesses on playing Game 2 (i.e. medium difficulty) in the baseline condition and the highest number of guesses on playing Game 3 (i.e. hard difficulty) in both the increase and the probability condition.
each game in the practice round. As shown in Figure 9(a), in the baseline condition, participants spent a significantly longer time (in terms of guesses spent) playing the medium game (Game 2) compared to Games 1 and 3 (one way repeated measures ANOVA $F(2,188)=21.39$, $M S E=46.99, p<0.01)$. In contrast, in the increase condition, participants spent a significantly longer time playing the hard game (Game 3) compared to Games 1 and $2(F(2,149)=28.99$, $M S E=49.23, p<0.01)$. Furthermore, a paired t -test revealed that participants spent significantly greater time (in terms of guesses) playing Game 3 in the increase condition compared to the baseline condition $(t(108)=3.2, p<0.01)$. Lastly, in line with our model's predictions, participants again spent longer time playing the hard game (Game 3) compared to Games 1 and 2 in the probability condition as well $(F(2,136)=26.85, M S E=78.28, p<0.01)$. A paired $t$-test revealed that participants spend significantly greater time playing Game 3 in the probability condition compared to the baseline condition $(t(111)=5.0, p<0.01)$.

We next analyzed step-by-step behavior of the participants in the practice round for the three conditions. To do this, we computed the probability of participants choosing the three games as a


Figure 10. Time course analysis of Experiment 2. The graph plots participants' probability of choosing the three games ( y -axis) as a function of remaining guesses in the practice round (x-axis). As per our model's predictions, participants' curiosity increases progressively. Further, participants switch to playing the hard game much earlier in the increase and probability condition compared to the baseline condition.
function of their remaining guesses. As shown in Figure 10, consistent with our model predictions, participants' curiosity increases progressively. Individual one-sided binomial tests further revealed that for all three conditions, participants probability of choosing Game 1 (easy) was significantly greater than their probability of choosing Game 2 (medium) or Game 3 (hard) at the first time-point i.e. when the total remaining guesses were 30 ( $p<0.001$ for all tests). In line with our predictions, we also see that participants switch to the hard game much earlier in the increase and probability condition compared to the baseline condition. Separate Chi-square tests revealed that the probability distributions of the Game 2 and Game 3 were significantly different than the probability distribution of Game 1 for all three conditions $\left(\left(\chi^{2}(31)=23.4\right.\right.$ and $\chi^{2}(31)=26.9$ respectively for baseline, $\chi^{2}(31)=60.7$ and $\chi^{2}(31)=84.9$ respectively for increase, and $\chi^{2}(31)=30.7$ and $\chi^{2}(31)=96.7$ respectively for probability condition, $p<0.001$ for all). We next computed the area under the curve (AUC) of the probability distributions for the three games and found that this was consistent with our previous analysis. More specifically, the AUC for Game 2 (medium) was greater than AUC for Game 1 and Game 3 for the baseline condition (AUC $=6.66$ for easy, 14.04 for medium, and 9.30 for hard respectively). Further, the AUC for Game 3 (hard) was greater than

Game 1 and Game 2 for the increase condition ( $\mathrm{AUC}=4.16$ for easy, 12.49 for medium, and 13.34 for hard respectively) as well as for the probability condition ( $\mathrm{AUC}=4.48$ for easy, 9.35 for medium, and 16.17 for hard respectively).

## Discussion

Experiment 2 tested and found support for three predictions of our model. First, people are most curious about stimuli that they perceive to be moderate difficulty (baseline condition). Second, as the exposure increases, they eventually become curious about harder to learn stimuli (increase condition). Lastly, people also become curious about harder to learn stimuli if the probability of occurrence of those stimuli is high (probability condition). These results suggest that while people's curiosity is more directed towards stimuli that have moderate difficulty, curiosity can be modulated towards harder to learn stimuli by either manipulating the exposure or probability of occurrence. Whereas results from the baseline and increase condition are in line with previous findings on curiosity (empirical findings 3 and 4), results from the probability condition confirm an important prediction of our model that wasn't captured by previous models - curiosity can be modulated towards harder tasks by manipulation of probability of occurrence.

## General Discussion

Curiosity is one of the hallmarks of human intelligence and is crucial to scientific discovery and invention. Previous theories explained human curiosity by linking it to various psychological factors such as novelty or stimulus complexity. In this article, we presented a rational analysis of curiosity which offers a way to unify previous theories of curiosity into a single framework. Our approach posits that curiosity is the mechanism that approximates the rational behavior of seeking stimuli to maximize an agent's ability to make appropriate responses in the future. In doing so, our approach suggests that curiosity reflects general facts about the environment. For instance, consider an agent that is in an environment where the more something has occurred in the past, the more likely it is to occur in the future. In this case, the behavior of the agent should be better adjusted to frequently recurring events than to rare ones (Shettleworth, 1999). According to our framework,
this will lead curiosity to be driven by stimuli that are of intermediate complexity. On the other hand, if the agent is in an environment where the future is no longer influenced by past events, then the behavior of agent should be better adjusted to events for which it has had less experience with. In this case, our framework predicts that curiosity is driven by novel stimuli. This perspective suggests that rather being separate phenomena requiring different kinds of explanations, novelty-based and complexity-based theories of curiosity can be seen as lying on a continuum influenced by the causal structure of the environment. Along with providing a way to unify previous distinct mechanistic accounts of curiosity, our rational model explains human curiosity in a variety of settings (empirical findings 1-4). To our knowledge, this is the first computational framework that explains all these empirical results.

In the remainder of the paper, we examine how our model captures the subjectivity of human curiosity, discuss implications of our results for teaching, and look at potential shortcomings and future directions of our work.

## Curiosity and affect: connecting rational model to subjective experiences

One implication of our work is that it suggests that people ought to be curious about stimuli which maximally increase the usefulness of their knowledge. However, contradictory to these implications, a number of studies have demonstrated that people's curiosity can be sub-optimal in various situations (Hsee \& Ruan, 2016; Wiggin et al., 2018). How can our model capture such findings?

Until now, we considered that the various parameters in our rational model such as confidence $c_{k}$, probability of occurrence $p_{k}$, and ease of learning, $\gamma_{k}$ were known to the agent. However, these parameters i.e. $c_{k}, p_{k}$, and $\gamma_{k}$ are estimates computed by the agent and thus the agent needs to infer the value of these parameters. An unbounded agent can compute these values using Bayesian inference, however, since full Bayesian inference is intractable, a bounded agent will rely on approximate Bayesian inference (Griffiths et al., 2015; Sanborn \& Chater, 2016). Thus, the estimates computed by the agent are subjective as well as prone to errors (Lieder et al., 2012).

Further, the coupling between curiosity $\Omega_{k}$ and the optimal solution i.e. rate of change of value of knowledge with respect to exposure, $\frac{\mathrm{d} V}{\mathrm{~d} h_{k}}$ can also be weak (as curiosity is a mechanism that approximates the optimal solution). As a consequence, an agent may not become curious about a stimulus even if it were optimal to do so.

For instance, consider an agent that erroneously estimates the importance of a stimulus i.e. $p_{k}$ to be lower than its actual value. Then the agent may not become curious about the stimuli even if its probability of occurrence maybe high. Conversely, an agent that estimates $p_{k}$ to be higher than its actual value, may become curious about seemingly irrelevant stimuli. Further, since the agent is performing approximate Bayesian inference, the estimated parameters can also be erroneously influenced by prior experience. ${ }^{9}$ For example, if people a priori believe a task to be very hard, then they are less likely to be curious about that task without even trying. Understanding how to influence people's curiosity in such scenarios is an important research question for future work.

While our focus has been on providing a rational analysis of curiosity, our framework can potentially explain phenomena that seem maladaptive. As a case study, consider people's penchant for watching British detective shows. At a first glance, British detective shows seem to be at odds with our framework - knowing the answer to a hypothetical murder mystery is surely not relevant to our future. However, such stimuli offer cues that make them seem very likely to increase the value of our knowledge. In particular, if someone within your social circle was murdered, then it would be extremely valuable to know who committed the murder. Indeed, these shows seem to be hacking into people's curiosity, using great acting to simulate a situation where it is important to identify the true criminal. This is an example of maladaptive curiosity - because it is optimal to have a drive to explore stimuli that increase our value of knowledge, we can get sub-optimally curious about things that may not have any real-world advantage. This behavior is analogous to our drive towards sweet and fatty foods like donuts. Prehistoric humans had to acquire rare nutrients like sweets and fats for survival which resulted in the development of a drive in humans for sweet

[^6]and fatty foods. However, for humans living in wealthy societies, having a drive towards foods like donuts is not necessarily adaptive. British detective shows are the donuts of curiosity, engineered to hijack drives that would usually have more adaptive consequences.

## Implications for teaching and education

Despite theoretical disagreements, curiosity is universally positively regarded, and has been acknowledged as a significant predictor of academic achievement (Von Stumm et al., 2011). In line with this, a number of studies in recent years have explored methods to stimulate curiosity of people in various learning settings (Pluck \& Johnson, 2011; Gentry et al., 2014; Law et al., 2016). A common thread among these intervention studies is that they are all based on Loewenstein's information-gap theory (Loewenstein, 1994) i.e. they prompt curiosity in learners by inducing an information-gap. A potentially significant implication of our work is that our framework suggests that in addition to inducing information-gaps, there are various others ways in which curiosity can be readily modulated. First, consistent with complexity-based theories like the information-gap hypothesis, our model suggests that we can influence people's curiosity by inducing an information-gap (also shown in the confidence sampling condition, Experiment 1). Second, our results suggest that if we want to make people curious about tasks or activities that are novel and for which they have little confidence, perhaps subtle changes in the structure of the environment might be a step towards achieving that (i.e. creating an environment where the past is independent of the future - uniform condition, Experiment 1). Third, our work suggests that people's curiosity can be driven towards harder to learn tasks if they perceive them to be useful or important. This is because when people perceive an event or task to be important, then they would estimate those tasks to have a higher probability of occurrence, $p_{k}$ thereby leading to higher curiosity for those tasks. For example, consider the case of a student learning how to solve calculus problems. The student is more likely to be curious about solving these problems if he or she wants to pursue mathematics in the future or perceives that they can connect this knowledge to other domains. This is also consistent with empirical studies showing that people's perceived usefulness of information is a
strong predictor of their curiosity (Rossing \& Long, 1981; Mehta et al., 2018; Liquin \& Lombrozo, 2018). Furthermore, recent empirical work on decision-making has also shown that people are more willing to explore risky prospects if they expect to encounter them again in the future (Rich \& Gureckis, 2014). Indeed, as shown in the probability condition of Experiment 2, people's curiosity can be modulated towards harder tasks if they believe that the probability of occurrence of those stimuli to be high. Lastly, our work suggests that curiosity towards harder tasks can be also increased if people's perception about that task's learnability changes. As demonstrated in the baseline condition of Experiment 2, people are maximally curious about tasks that are moderately difficult. Therefore, if we want to make people curious about hard tasks, perhaps an intervention that manipulates the perceived difficulty of those tasks (for e.g. from hard to moderately difficult) might be an effective solution.

In summary, while recent work has explored methods to stimulate curiosity in learners by inducing information-gaps, our approach suggests various other ways in which curiosity can be stimulated. Importantly, while the previous section highlighted that human curiosity can be highly situational and even sub-optimal at times, this section presents an encouraging and optimistic implication of work - that curiosity is not fixed and innate but malleable and can be readily modulated by experience. This emphasis is consistent with the view that curiosity and the habit of exploring the environment can be learned (Simon, 2001). Thus, although human curiosity is prone to errors, our work also suggests how people's curiosity can be driven towards relevant stimuli with strategic interventions. We believe these results can have important implications in the context of education where researchers are concerned with ways to pique curiosity in students.

## Limitations and future directions

While our account captures various aspects of curiosity, it also has several limitations. For one, our focus in this article has been on providing a computational-level explanation of curiosity, rather than an account of the representations and algorithms underlying curiosity. In performing our analysis, we suggested that curiosity is a mechanism by which people approximate the rational
behavior derived within our framework. While our analysis remains agnostic about the specific psychological process underlying curiosity, future work should consider how human minds approximate this solution and what those algorithms look like. More specifically, recent computational results hold promise as they provide several interesting approaches to operationalize curiosity within the reinforcement learning framework (Chentanez et al., 2005; Dayan, 2013; Schmidhuber, 2013; Pathak et al., 2017; Colas et al., 2018).

Another limitation of our theory is that it does not explain or capture the epistemic emotion of curiosity. A number of studies have shown that curiosity is often synonymous with a strong epistemic emotion and a feeling of deprivation (Litman \& Jimerson, 2004; Litman et al., 2005). Why do we feel a strong emotion when we don't know things? Some proposals have suggested that this could be linked to the fact that people have a strong aversion to uncertainty (Hogg, 2000). Based on this, Bennett et. al., (2016) proposed a model that incorporates this principle of uncertainty aversion to the traditional value of information framework to explain the human tendency to resolve uncertainty as quickly as possible. Future work could look to build a process model of curiosity that also incorporates a form of uncertainty aversion to possibly explain the epistemic emotion of curiosity.

Another interesting future direction could be understanding how and why people avoid information, even when it is free and could improve decision making (Sweeny et al., 2010; Hertwig \& Engel, 2016; Golman et al., 2017). A number of studies have shown that in certain settings, people avoid information and chose not to resolve their curiosity even if it might be optimal do so. For example, many people consistently tend to avoid learning about their HIV status even if it comes without any cost or additional effort (Tao et al., 1999; Hightow et al., 2003; Sweeny et al., 2010). Regret aversion theories explain this phenomena by stating that people avoid information if they anticipate that they might experience regret upon obtaining information (Gigerenzer \& Garcia-Retamero, 2017). How curiosity interacts with regret aversion and subsequently motivates information search/avoidance will be an interesting future direction to pursue.

We used trivia questions and computer games in our experiments because previous studies
showed the effectiveness of such materials to study curiosity (Kang et al., 2009; Gruber et al., 2014; Baranes et al., 2014; Geana et al., 2016). However, these stimuli can stimulate only a limited aspect of curiosity and curiosity can be different depending on the type of stimulus. Furthermore, both Experiments 1 and 2 manipulated curiosity in an artificial manner which may not necessarily reflect real-world scenarios. In addition, Experiment 2 measured people's curiosity by recording their playing behavior as opposed to directly asking about their curiosity. Future studies should examine the robustness and generalizability of our findings using different types of experimental materials and settings to trigger curiosity.

An alternate explanation of an agent's curiosity being driven by novelty or complexity could be based on the shape of the learning curve as suggested by Son and Sethi (2006). In their work, Son and Sethi provided a formal account of meta-cognitive control of time allocation and suggested that time allocation is influenced by the shape of the learning curve. This perspective could be applied towards our work in that curiosity is driven by the shape of the learning curve. For instance, when the learning curve is concave, then according to Son and Sethi's framework, curiosity would be driven by novel stimuli and when the learning curve is s-shaped, then curiosity would be driven by moderately complex stimuli. We believe that while this viewpoint provides a good alternative explanation of curiosity being driven by novelty or complexity, it doesn't fully capture important aspects of curiosity. For example, as demonstrated in Experiment 1, the learning curve doesn't necessarily have to s-shaped for curiosity to be influenced by complexity. Second, this viewpoint doesn't offer an explanation as to why curiosity is influenced by probability of future occurrence (Experiment 2, probability condition) as well as why curiosity is influenced by value (Liquin \& Lombrozo, 2018; Mehta et al., 2018). One likely hypothesis is that both the shape of the learning curve and structure of the environment influences people's curiosity - this is an important question for future. Regardless of these differences, we note that an important common thread between our paper and the work of Son and Sethi is that we both accommodate these two phenomena (i.e. curiosity and time allocation) under a resource-rational framework. In this vein, an important direction for future research would be studying the connection between meta-cognition, time
allocation, and curiosity.
Finally, another important direction of future research will be developing intervention methods to stimulate curiosity in various education and learning settings. Our own current work is building on the framework we have outlined here to develop such intervention methods (Mehta et al., 2018; Dubey et al., 2019).

## Conclusion

Philosophers and psychologists have long recognized that without curiosity inextinguishable curiosity - scientific work cannot sustain the day-to-day effort required to prepare for it and complete it. In this article, we have provided a rational analysis of curiosity which proposes that curiosity is the mechanism by which humans come to act in accordance with the optimal behavior of seeking stimuli that maximally increase the value of knowledge to maximize rewards. This perspective unifies previous distinct theories of curiosity in a common framework by demonstrating that those theories have at their heart the same computational problem. Yet, our approach is not strictly normative and we also explain why people's curiosity can be highly situational and even sub-optimal at times. Our perspective also emphasizes that curiosity is not fixed but malleable and we suggest various ways to stimulate people's curiosity. Although we are still a long way from explaining how scientists come to develop and hone their curiosity, our framework provides a step towards making this process less mysterious.
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## Appendix A

## Connections to the multi-armed bandit problem

The information-seeking problem described in our framework is related to a problem that has been studied extensively in decision-making literature in the form of multi-armed bandit problems (Robbins et al., 1952; Daw et al., 2006; Cohen et al., 2007; Bubeck et al., 2012; Wilson et al., 2014). In this section we describe how our information-seeking problem relates to the multi-armed bandit problem and how the optimal solution derived in our problem relates to the optimal strategy for solving the multi-armed bandit problem.

## Multi-armed bandit

A multi-armed bandit is similar to a traditional slot machine (called the one-armed bandit) but has more than one arm. When pulled, each arm provides a reward drawn from a distribution specific to that arm. The player begins without any knowledge about the reward distribution of the arms and the goal of the player is to maximize the rewards obtained through repeated trials. The optimal strategy to maximize rewards requires choosing between exploration (sampling to obtain information about various options) and exploitation (obtaining the highest known reward by choosing current best option), often referred to as the explore/exploit trade-off.

## Value of Information

One way of balancing exploration and exploitation is to assign a value to the information gained while pulling a particular arm. The basic idea underlying this is that exploration is useful because it gains information. In the decision-making literature, this notion is called the 'value of information' and it measures how much providing an information allows a decision-maker to improve its decision (Howard, 1966). Thus, if the decision-maker knows the value of information, then the decision-maker can trade-off exploration and exploitation optimally. Value of information, $V O I$, can be quantified by measuring the difference between maximum expected payoffs when the
decision-maker is provided with the information and when it is not,

$$
\begin{equation*}
V O I=\left(\sum_{e^{\prime}} P\left(e^{\prime} \mid e\right) \cdot M E U\left(e, e^{\prime}\right)\right)-M E U(e) . \tag{11}
\end{equation*}
$$

Here, $\operatorname{MEU}(e)$ is the maximum expected utility i.e. the value of the current best action $a$ under evidence $e$ defined as,

$$
\begin{equation*}
M E U(e)=\underset{a}{\operatorname{argmax}} \sum_{s} P(s \mid a, e) U(s) \tag{12}
\end{equation*}
$$

where $P(s \mid a, e)$ is probability of outcome state $s$ conditional on action $a$ and evidence $e$, and $U(s)$ is the utility of that state $s$. Further, $\operatorname{MEU}\left(e, e^{\prime}\right)$ is the value of the new best action after new evidence $e^{\prime}$ is obtained,

$$
\begin{equation*}
M E U\left(e, e^{\prime}\right)=\underset{a}{\operatorname{argmax}} \sum_{s} P\left(s \mid a, e, e^{\prime}\right) U(s) . \tag{13}
\end{equation*}
$$

The explore/exploit tradeoff manifests because an agent has to assess both the expected immediate reward and the VOI associated with each action. If the VOI for an action is large, it may make sense to take that action even if it has low expected reward - exploration. By contrast, if the VOI is small for all actions, the agent should focus on the best action discovered so far exploitation.

VOI is higher when there is greater uncertainty and therefore it makes sense for a rational agent to explore novel actions more, assuming those actions have similar expected reward. In fact, various algorithms have been proposed to solve multi-armed bandit problems that rely on the principle of exploring arms for which the agent has the highest uncertainty (Auer et al., 2002). However, behavioral results on curiosity present a dilemma - instead of always seeking novel stimuli, people often seek stimuli for which they have moderate confidence (in line with empirical findings 2-4). That is, the behavioral findings on curiosity are in contrast to the predictions made by VOI on the multi-armed bandit problem.

## Resolving the gap

Our rational analysis shares similarities to the multi-armed bandit problem but it also reformulates the multi-armed bandit problem by making some crucial adjustments to it. As a
consequence, the resulting optimal solution to our information-seeking problem addresses the above gap between behavioral results on curiosity and VOI.

Re-considering the multi-armed bandit problem. The problem considered in our rational analysis is different from the multi-armed bandit problem in two crucial ways. First, in our information-seeking problem, there are no immediate rewards associated with taking any actions rewards are entirely determined by the stimuli the agent encounters at a later point. Second, those later stimuli are randomly sampled from a probability distribution. In the multi-armed bandit problem, any action undertaken by the agent results in an immediate reward. Furthermore, the agent makes choices about the opportunities it has to receive a reward. This is analogous to an agent choosing which stimuli it encounters in the future in our problem.

Curiosity and Value of Information. We saw that the optimal solution to our information-seeking problem turned out to be simply computing the change in value of knowledge $V$ with respect to exposure $h$,

$$
\begin{equation*}
\Omega_{k} \approx p_{k} \cdot \frac{\mathrm{~d} c_{k}}{\mathrm{~d} h_{k}} . \tag{14}
\end{equation*}
$$

Expanding the derivative further, we can rewrite Equation 14 as follows,

$$
\begin{equation*}
\Omega_{k} \approx \lim _{x \rightarrow 0} p_{k} \cdot \frac{c_{k}^{\prime}-c_{k}}{x} . \tag{15}
\end{equation*}
$$

Here, $c_{k}^{\prime}$ is the confidence of the $k$ th stimulus computed by the agent upon increase in exposure $h_{k}$ by $x$ units. In other words, we can think of curiosity as approximating the difference between value of knowledge $V$ when the agent explores a stimulus and when it does not,

$$
\begin{equation*}
\Omega_{k} \approx \lim _{x \rightarrow 0} \frac{V^{\prime}-V}{x} \tag{16}
\end{equation*}
$$

where $V^{\prime}$ is the value of knowledge upon increase of exposure of the $k$ th stimulus by $x$ units. According to our framework, the agent explores the stimulus that maximizes Equation 16, i.e. the stimulus that maximally increases value of knowledge. This is similar to an agent that acts by selecting stimuli that maximize VOI as per Equation 11. Here, utility is comparable to confidence $c_{k}$ (since greater confidence implies higher probability of reward) and conditional probability $P(s \mid a)$
is similar to probability of occurrence $p_{k}$ (as probability of occurrence captures how likely the $k$ th stimulus is to occur in the future).

While our optimal solution in the form of curiosity shares similarities with VOI, the differences between our information-seeking problem and the multi-armed bandit problem are also reflected in differences in the optimal strategies for solving these two problems (i.e. curiosity and VOI). Recall that, in contrast to the multi-armed bandit problem, in our problem there is no tension between exploration and exploitation. The agent can simply seek to maximize value of knowledge to explore - without having to worry about the immediate rewards that result from its actions. This results in a major deviation from the optimal strategy in a multi-armed bandit problem (i.e. VOI). Indeed, our analysis shows why exploration should not always be guided by novelty (in contrast to predictions made by VOI). Because the distribution from which future stimuli are drawn is not under control of the agent, and can reflect the frequency with which those stimuli are encountered in the past (Figure 3(a)), it may be rational to focus on gathering information about stimuli that have occurred a moderate number of times already. In contrast, in the multi-armed bandit problem, the agent makes a choice that influences both what it learns and which stimulus it is presented with. The probability of encountering a stimulus in the future in a multi-armed bandit problem is thus by definition independent of the past. When the past and future are independent of each other (Figure 4(a)), then the agent should seek out the most uncertain stimuli i.e. novel stimuli.

In this way, we see that re-considering the multi-armed bandit problem as a problem that is consistent with the problem in our framework, leads to an optimal solution that is closer to people's curiosity and also explains why VOI cannot capture all aspects of people's curiosity. Importantly, while curiosity shares similarities to VOI, unlike VOI, people's curiosity can be driven by moderate amount of uncertainty (and learning progress) as well as probability of occurrence. People presumably encounter situations that are consistent with both of these kinds of problems (i.e. our information-seeking problem and the multi-armed bandit problem). Choosing a restaurant for dinner is a good example of a multi-armed bandit problem, since you get immediate rewards from your meal as well as information about the quality of the restaurant. But choosing what to study to
prepare for next week's test has a structure consistent with the problem we have focused on, since studying is never likely to be immediately rewarding. Our choice of this problem was inspired in part by the tasks used to study curiosity, in which people do not have to exploit rewards in the present but only need to gather information to be used in the future. While the multi-armed bandit problem has offered a plethora of insights on the decision-making behavior of people, we believe that our task can offer important insights into the nature of human curiosity that the multi-armed bandit problem alone cannot capture.

## Appendix B

## Individual-level analysis of Experiment 1 data

In this section, we report individual-level analysis of the Experiment 1 data. We compared the proportion of participants that showed a decreasing relationship vs. an inverted U-shape relationship between curiosity and confidence for the two conditions for both Phase 1 and Phase 2. To do so, we first binned participant's curiosity into three groups - low (confidence rating between 0 and 30), medium (confidence rating between 40 and 70), and high (confidence rating between 80 and 100). We then computed the proportion of participants that showed a decreasing relation i.e. where low > medium and medium > high vs. an inverted U-shape i.e. where low < medium and medium $>=$ high (low and high could be in any relationship with each other) vs. all other patterns. Note that a total of 13 binning combinations were possible with 1 for decreasing, 4 for inverted U-shape, and 8 for all other patterns (also refer to the horizontal-axis of any plot in Figure 11 for a visual representation of the 13 combinations). After performing the binning, we computed the empirical chance level for each bin by randomly shuffling the data (total of 1000 times) and then calculating the mean proportion of participants in each bin.

Phase 1. Figure 11(a) plots the results of the above analysis for both confidence based and uniform sampling condition. Qualitatively, we observe that these results are consistent with our model predictions in that participants are more likely to show an inverted U-shape pattern (compared to decreasing or other patterns) for both the conditions. We first calculated a Chi-square
test to compare the observed proportion of participants and empirical chance level for both the conditions. For both the confidence based and uniform sampling condition a significant difference was found $\left(\chi^{2}(13)=35.6, p<0.01\right.$ and $\chi^{2}(13)=29.1, p<0.01$ respectively) showing that the observed distributions for both conditions were significantly different than chance. Next, we conducted individual binomial tests to compare all the 13 bins to their respective chance levels for both the conditions. For the confidence based sampling condition, the binomial tests indicated that 2 of the 4 bins within the inverted U -shape pattern were greater than the chance level, $p=0.015$ and 0.014 ( 1 -sided). Furthermore, only 1 of the 8 bins within the other pattern was greater than the chance level, $p=0.04$ (1-sided) (also refer to Figure 11(a)). For the uniform condition, the binomial tests indicated that 1 of the 4 bins within the inverted U -shape pattern was greater than the chance level, $p=0.005$ ( 1 -sided) and no bin within the other pattern was greater than the chance level. Importantly, as per our model's prediction, the bin within the decreasing pattern was not significantly greater than the chance level for both the conditions.

Phase 2. Figure 11(b) plots the results for the two conditions for Phase 2. Qualitatively, we observe that these results are again consistent with our model predictions. More specifically, for the confidence based condition, participants are again more likely to show an inverted U-shape pattern (compared to decreasing or other patterns). On the other hand, for the uniform condition, a much larger proportion of participants show a decreasing pattern (compared to the confidence based condition). To test this, we first calculated a Chi-square test to compare the observed proportion of participants and empirical chance level for both the conditions. For both the confidence based and uniform sampling condition a significant difference was found $\left(\chi^{2}(13)=59.4, p<0.01\right.$ and $\chi^{2}(13)=29.7, p<0.01$ respectively) showing that the observed distributions for both conditions were significantly different than chance. Next, we again conducted individual binomial tests to compare all the 13 bins to their respective chance levels for both the conditions. For the confidence based sampling condition, similar to Phase 1, the binomial tests indicated that 2 of the 4 bins within the inverted U-shape pattern were greater than the chance level, $p=0.002$ and 0.0002 (1-sided). Furthermore, only 1 of the 8 bins within the other pattern was greater than the chance level,
$p=0.03$ (1-sided) (also refer to Figure 11(b)). And again similar to Phase 1, as per our model's prediction, the bin within the decreasing pattern was not significantly greater than the chance level for the confidence based condition. For the uniform condition, the binomial tests indicated that 2 of the 4 bins within the inverted U -shape pattern were greater than the chance level, $p=0.02$ and 0.03 (1-sided) and no bin within the other pattern was greater than the chance level. However, in contrast to Phase 1 , the bin within the decreasing pattern was now significantly greater than the chance level for the uniform sampling condition, $p=0.002$. These results confirm our model predictions and demonstrate that participants show an increased tendency to exhibit a decreasing relationship of curiosity with confidence in the uniform sampling condition.


Figure 11. Individual level analysis for Experiment 1. The horizontal-axis shows all of the possible bin patterns and the vertical-axis shows the proportion of participants in each bin. The orange lines indicate the chance level for each bin. Asterisk indicates the bins that were significantly greater than the chance level. (A) Results from Phase 1. Proportion of participants that showed decreasing vs. inverted U-shape vs. other pattern for the confidence sampling condition (top) and the uniform condition (bottom). For both conditions, the proportion of subjects exhibiting the U -shaped patterns is higher than proportion of subjects exhibiting the decreasing patterns. (B) Results from Phase 2. Proportion of participants that showed decreasing vs. inverted U-shape vs. other pattern for the confidence sampling condition (top) and the uniform condition (bottom). Consistent with our model predictions, the proportion of participants that exhibit a decreasing relation rises sharply for the uniform sampling condition (when compared to Phase 1).


[^0]:    ${ }^{1}$ Here, novelty is defined to be something unlike anything encountered before.

[^1]:    ${ }^{4}$ Note that the probability of occurrence $p$, is determined by the environment itself. Further, $p$ is an estimate of the true probability computed by the agent and hence is prone to errors and can have individual variations in its computation we expand on this further in the General Discussion.

[^2]:    ${ }^{5} \gamma_{k}$ is again an estimate of the true learning rate computed by the agent. This can be estimated using Bayesian inference and hence will be influenced by the prior on the learning rate as well as the kind of the data the agent receives.

[^3]:    ${ }^{6}$ Since we expect curiosity $\Omega$ to be the mechanism that approximates the optimal solution, human curiosity doesn't necessarily need to be always optimal and will be prone to errors - we expand on this in the General Discussion.

[^4]:    ${ }^{7}$ This is also the case if the agent does not have information about $\gamma_{k}$ and $p_{k}$, so the expected learning rate and probabilities are the same.

[^5]:    ${ }^{8}$ Intuitively, this is akin to implicitly modeling extrinsic motivation as greater probability of occurrence makes a stimulus more important thereby inducing higher curiosity.

[^6]:    ${ }^{9}$ Here we say erroneously influenced by prior experience because under limited time and computational resources, an agent's posterior estimate can be biased towards the initial value (Lieder et al., 2012).

