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Abs t rac t .  This paper presents a new image-based modeling method 

that facilitates the recovery of accurate polyhedral models of architec- 

tural scenes. The method is particularly effective because it exploits 

many of the constraints that are characteristic of architectural scenes. 

This work is placed in the context of the Faqade project, whose goal is to 

use images to produce photo-realistic novel views of architectural scenes. 

1 I n t r o d u c t i o n  

The goal of our research is to develop a system that  starts with multiple pho- 

tographs of an architectural scene, such as King's College at Cambridge Univer- 

sity, and produces photo-realistic images of the scene as it would appear  from 

arbitrary virtual camera positions. Such a system has numerous potential  ap- 

plications: architectural walk-throughs, virtual tourism, virtual museums, and 

video games. Current methods for producing models of existing architectural 

sites are extremely labor intensive, error-prone, and do not produce photorealis- 

tic results. Our aim is to apply modern computer  vision techniques to make the 

reconstruction problem tractable and photorealism achievable. 

In the computer  vision community,  this problem statement  evokes the use 

of techniques for scene reconstruction from multiple views. While the genesis of 

these techniques goes back to the photogrammetr ic  literature, there has been a 

considerable development in the computer vision communi ty  under the topics of 

stereopsis and structure from motion. A good survey of the knowledge in this 

field up to 1992 is provided in Faugeras's book [Fau93]. Later work has focused 

on the use of uncalibrated cameras [FLR+95]. 

Most of the work that  has been done on recovering the geometry of a scene 

from multiple images tackles the problem in its most  general form. Their  goal 

is typically to recover the 3D positions of a set of features, points or lines, f rom 

multiple image measurements.  The mathemat ics  of reconstruction from multiple 

views of a set of points or lines does not depend on whether these points/l ines 

constitute a disembodied cloud of features, or lie on a smooth surface, or lie on a 

well constrained volumetric primitive. This generality comes at a price-i t  is well 

known tha t  the recovery of scene structure from multiple views is sensitive to 

noise. Long image sequences help [WHA89, WHA93, TK92], but we believe that  
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at least part of the difficulty comes from the fact that  the traditional formulation 

does not exploit all of the available constraints. 

The main insight of this work is that architectural scenes can be well ap- 

proximated as a collection of volumetric primitives linked together by specific 

geometrical relationships. Any remaining structure that is not captured in the 

coarse model can be expressed in terms of depth deviations from the coarse 

model. This suggests a two stage process for modeling the scene: 

1. Recover a coarse model of the building - We have formulated this problem 

as one of recovering the parameters of a model supplied by the user rather 

than recovering the positions of individual points or lines. The advantage of 

modeling the scene with blocks instead of individual points and lines is that 

the scene can be represented with far fewer parameters (45 for the clock 

tower model in Fig. 1) which makes the reconstruction problem simpler. 

These models capture the constraints that  are characteristic of architectural 

scenes such as rectangularity and parallelism. 

2. Recover residual detail - Once we have obtained this coarse description of the 

scene, we apply a model-based stereo algorithm to pairs of images in our data  

set to recover the remaining geometric detail. Unlike previous approaches, 

we exploit the availability of a coarse model to simplify the problem of com- 

puting stereo-correspondences: the model is used to pre-warp the images in 

such a way that factors out foreshortening differences between the images 

and eliminates all image disparity except those resulting from deviations 

from the model. 

Our approach splits the task of modeling from images into sub-tasks which 

are easy for a computer algorithm (but not a person), and sub-tasks which are 

easy for a computer algorithm (but not a person). The user chooses a param- 

eterized model for the scene, which is precisely the type of information that 

would be difficult to recover automatically. Conversely, the computer recovers 

the parameters of the model from the image measurements which would be a 

very difficult task for a person. The geometric detail recovery is done by an 

automated stereo correspondence algorithm, which has been made feasible and 

robust by a pre-warping step based on the coarse geometric model. In this case, 

corresponding points must be computed for a dense sampling of image pixels, a 

job far too tedious to assign to a human, but feasible for a computer to perform 

using model-based stereo. Novel synthetic views of the scene are produced by 

combining the results of this two stage modeling process with the photometric 

information contained in the original images. 

This paper describes the techniques we have developed to solve the first stage 

of our modeling process: to interactively obtain polyhedral models of architec- 

tural scenes from images. A complete description of the entire system can be 

found in [DTM96]. Section 2 of this paper describes the interactive polyhedral 

modeling program, Faw along with the algorithms that  have been developed 

to recover the parameters of a polyhedral model from image measurements. Some 

of the results obtained with the Faqade system are presented in this section. In 

Section 3 we discuss our conclusions and future work. 
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2 T h e  I n t e r a c t i v e  M o d e l i n g  S y s t e m  

In this section we present Fafade, a simple interactive modeling system that  

allows a user to construct a geometric model of a scene from a set of digitized 

photographs. In Faqade, the user constructs a parameterized model of the scene 

and the program computes the parameters that  best make the model conform 

to the photographs. We first describe the user interface, and then describe the 

model representation and algorithms involved. 

2.1 U s e r  I n t e r f a c e  

Constructing a geometric model of an architectural scene using Facade is an 

incremental process. Typically, the user selects a small number of photographs 

to begin with, and models the scene one piece at a time. The user may refine the 

model and include more images in the project until the model meets the desired 

level of detail. 

Figure 1 shows the two types of windows used in the Facade program: image 

viewers and model viewers. The user supplies input to the program by instancing 

the components of the model, marking features of interest in the images, and 

indicating which features in the images correspond to which features in the 

model. Facade then computes the sizes and relative positions of the components 

of the model that  best fit the features marked in the photographs. 

Components of the model, called blocks, are parameterized geometric prim- 

itives such as boxes, prisms, and surfaces of revolution. A box, for example, is 

parameterized by its length, width, and height. The user models each part of 

the scene as such a primitive; the user may also create new classes of blocks 

if desired. What  the user does not need to specify are the numerical values of 

the blocks' parameters; these parameters are recovered automatically from the 

digitized photographs. 

The user may choose to constrain the sizes and positions of any of the blocks. 

In Figure 1, most of the blocks have been constrained to have equal length and 

width. Additionally, the four pinnacles have been constrained to have the same 

proportions. Blocks may also be placed in constrained relations to one other. For 

example, many of the blocks in Fig. 1 have been constrained to sit centered and 

on top of the block below. Such constraints are easily specified using a graphical 

3D interface. When such constraints are given, they are automatically used by 

Facade to simplify the reconstruction problem. 

The user marks edge features in the images using a simple point-and-click 

interface; features may be marked with sub-pixel accuracy by zooming into the 

images. Facade uses edge rather than point features since they are easier to lo- 

calize and less likely to be completely obscurred. Only a section of any particular 

edge needs to be marked, so it is possible to make use of partially visible edges. 

Facade is able to compute accurate reconstructions with only a portion of the 

visible edges marked in any particular image, particularly when the user has 

provided constraints on the model. 
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Fig. 1. An image viewer and a model viewer from the Fa~;ade modeling system. The 

left window shows a single photograph of a clock tower, with features the user has 

marked shown in green. The right window shows the recovered model, the parameters 

of which have been computed by Faqade's reconstruction algorithm. Note that only 

the left pinnacle has been marked - the remaining three (including one not visible) 

have been recovered by encoding symmetry into the model. Although Facade allows 

any number of images to be used, in this case constraints in the model have made it 

possible to recover 3D structure from a single photograph. 

With the edges marked, the user needs to specify which features in the model 

correspond to which features in the images. This is accomplished by clicking on 

an edge in the model and then clicking the corresponding edge in one of the 

images. The user can rotate his view of the model into a perferred orientation 

to make the process of forming correspondences easier. 

At any time, the user may instruct the computer  to reconstruct the model. 

The computer  then solves for the parameters  of the model that  cause it to 

align with the observed features in the images. During the reconstruction, the 

computer  also determines and displays the locations from which the original 

photographs were taken. 

2.2 M o d e l  R e p r e s e n t a t i o n  

In Facade, an architectural scene is represented as a set of polyhedral blocks. 

Each block has a set of parameters  which define its size and shape. The coordi- 

nates of the vertices of these polyhedra with respect to the blocks internal frame 

of reference can be expressed as a linear function of the block's parameters.  For 
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example, in the wedge primitive shown in figure 2, the coordinates of the ver- 

tex Po can be computed using the expression Po = (-width, -height, length) T. 

Each block has an associated bounding box, the maximum and minimum extent 

of this bounding box along each dimension can also be expressed as linear func- 

tions of the blocks parameters. For example, the minimum extent of the block 

shown in Figure 2 along the x dimension, wedge MIN, can be computed from the 

expression wedge MIN = -width; 

t pal MAX gth 

MN [ wedge x = -width 

Fig. 2. A wedge primitive and its associated internal parameters. 

Each class of block used in our modeling program is defined in a simple 

block template file. This file specifies the parameters of the blocks, provides the 

linear equations used to compute the vertices of the block and the limits of the 

bounding box, and defines how the vertices are connected by edges and faces. 

The user can add custom blocks to her project simply by creating appropriate 

template files. 

roof 

first_storey 

(a) 

~ c  I ground_plane 1 

I gl 
io-_.o-yl 

(b) 

Fig. 3. (a) A simple geometric model of a building (b) The tree representation used in 

Faqade. The nodes in this tree represent geometric primitives while the edges encode 

spatial relationships between the blocks. 

The blocks in Facade are organized in a hierarchical tree structure as shown in 

figure 3(b). Each node of the tree represents an individual polyhedral block. The 
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root of the tree represents the ground plane, which defines the world coordinate 

frame of reference. The links in the tree encode spatial relationships amongst the 

blocks - each edge defines how a particular block is situated with respect to its 

parent. Similar tree representations are used in a number of commercial computer 

graphics packages, such as SGI's Inventor, to model complicated objects in terms 

of simple geometrical primitives. 

The relationships between blocks in this model can be represented in terms 

of a rotation matr ix R and a translation vector t. This type of representation 

would usually involve 6 degrees of freedom, 3 to specify the rotation, and three 

for the translation. However, in architectural scenes the relationships between 

the blocks are often constrained to a particular form which means that  they 

can typically be represented with fewer parameters. Facade allows the user to 

capture these constraints on R and t in the model. First, the rotation R can be 

represented in one of three ways: by an unconstrained rotation, as a rotation 

about a particular coordinate axis or as a null rotation i.e. R = I. 

Second, Facade allows the user to specify the constraints on each component 

of the translation vector t independently. He can either choose to represent the 

translation along a given dimension by an unconstrained variable, or he can 

choose to specify how the bounding boxes of the two blocks are aligned along 

that  dimension. For example, in order to ensure that  the roof block in Figure 3 

lies on top of the first storey block the user would specify that the maximum y 

extent of the first storey block should be aligned with the minimum y extent of 

the roof block. This would imply that  the translation term along the y axis would 

be computed from the following expression t u = (first_storey MAx - roofMIY). 

Each parameter of each instantiated block is actually a reference to a named 

symbolic variable, as illustrated in Figure 4. As a result, two parameters of 

different blocks (or of the same block) can be equated by having each parameter 

reference the same symbolic variable. This facility allows the user to specify that  

two or more of the dimensions in a model are the same, which makes modeling 

symmetrical blocks and repeated structure more convenient. Importantly, these 

constraints reduce the number of degrees of freedom of the model, simplifying 

the model recovery problem. 

Once the blocks and the relations have been parameterized, we can derive 

expressions which yield the coordinates of the vertices of the blocks in world 

coordinates. Consider the set of edges which link a specific block in the model to 

the ground plane as shown in figure 3. Let 91(X),g2(X) E SE(3)  represent the 

rigid transformations associated with each of these links (X represents a vector 

of the unknown parameters). The coordinates of a particular vertex Pw (X) are 

given by the expression: 

P~ (X) = gl (X)g2 (X)P(X)  (1) 

Similarly, the orientation of a particular line segment with respect to the ground 

plane v~ (X) could be computed with: 

( x )  = (2) 
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BLOCKS 
Blockl 

type: wedge 
type: wedge value: 20.0 

name: build 

value: I0.0 

eight" 

Block2~ I ~ 1  rathe: 2X)value: 2.0 

VARIABLES 
name: "building_length" [ 

name: "building_width" 

:ala~u:: ;.~ ....... y height*' 

Fig. 4. Implementation of the dimensions of a block primitive in terms of symbol 

references. A single variable can be referenced in multiple places in the model, allowing 

constraints of symmetry. 

In these equations, the point vectors, P(X) and P~(X), and the orientation 

vectors, v(X) and v~ (X), are represented in homogeneous coordinates. 

Modeling the scene with these polyhedral blocks, as opposed to points, line 

segments, surface patches, or polygons, offers a number  of advantages which are 

listed below: 

- Most buildings can be readily decomposed into a set of blocks. 

- Blocks implicitly model common architectural constraints such as parallel 

lines and right angles. 

- The user can conveniently manipulate the block primitives since they are 

at a suitably high level of abstraction, whereas individual features such as 

points and lines can be cumbersome. 

- A surface model of the scene is readily obtained from the blocks, so there is 

no need to infer surfaces from discrete features. 

- Modeling in terms blocks and relationships can greatly reduce the number  of 

parameters  that  the reconstruction algorithm needs to recover. For example,  

the model in Fig. 1 is parameterized by just 45 variables. If each block in the 

scene were unconstrained (in its dimensions and position), it would require 

240 parameters;  if each line segment in the scene were treated independently, 

it would require 2896 parameters.  This reduction in the number of param-  

eters greatly enhances the robustness of the system relative to tradit ional 

structure from motion algorithms. 

2.3 R e c o n s t r u c t i o n  A l g o r i t h m  

The reconstruction algorithm used in Facade is posed in terms of an objective 

function 0 which measures the disparity between the projected edges of the 

recovered model and the edges observed in the images, that  is, 0 = ~ Erri where 
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Erri represents the disparity computed for correspondence i. Estimates for the 

unknown model parameters and camera positions are obtained by minimizing 

the objective function with respect to these variables. The error function used 

to measure the disparity Erri is presented in [TK95]. This non-linear objective 

function is minimized using a variant of the Newton-Raphson method described 

in [TK94]. 

The minimization procedure involves calculating the gradient and hessian of 

the objective function with respect to the model parameters and camera posi- 

tions. As we have shown in the previous sections, it is simple to construct sym- 

bolic expressions for the positions and orientations of the model edges in terms of 

the unknown parameters - these expressions can be differentiated symbolically 

to obtain expressions for the desired derivatives. This procedure is computa- 

tionally inexpensive since the expressions given in equations 2 and 1 exhibit a 

particularly simple form. 

The objective function described above is non-linear and can exhibit multiple 

local minima. If no initial estimate were available, the algorithm could converge 

to a local minimum instead of the global minimum. In order to overcome this 

problem we have developed effective methods for computing acceptable initial 

estimates for the model parameters and camera positions. 

Before the non-linear minimization procedure described above is applied, two 

separate procedures are invoked to obtain initial estimates for the the unknown 

parameters. The first procedure recovers initial estimates for the camera rota- 

tions while the second provides initial estimates for the camera translations and 

the parameters of the model. Both of these procedures are based on techniques 

described in [TK95]. 

Once initial estimates have been obtained, the non-linear minimization over 

the entire parameter space is applied to produce a more accurate estimate for 

all of the unknown parameters. This stage typically reduces the error in the 

reconstruction by a factor of 2 to 4. 

2.4 R e s u l t s  

Figure 1 showed the results of using Facade to reconstruct a clock tower from a 

single image. Figures 5 and 6 show the results of using Facade to reconstruct a 

high school building from twelve photographs. The photographs were taken with 

a calibrated Canon AE-1 35mm still camera with a standard 50mm lens and 

digitized with the PhotoCD process. Images at the 1536 • 1024 pixel resolution 

were processed to correct for lens distortion, then filtered down to 768 • 512 pixels 

for use in the modeling system. Fig. 5 shows that  the recovered model conforms 

to the photographs to within a pixel, indicating an accurate reconstruction. 

3 C o n c l u s i o n  

We have developed a two stage procedure, embodied in a system called Facade, 

for recovering geometric models of architectural scenes from photographs [DTM96]. 
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Fig .  5. Two of the twelve photographs used to reconstruct a high school building are 

shown in (a) and (b). The overlaid lines indicate the edges the user has marked. Tile 

edges of the reconstructed model, projected through the recovered camera positions 

and overlaid on the corresponding images are shown in (c) and (d). The recovered 

model conforms to the photographs to within a pixel in all twelve images, indicating 

that  the building has been accurately reconstructed. 

F ig .  6. Aerial view showing the recovered model and camera posit, ions. 
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The first stage is that  of reconstructing a coarse polyhedral model, and the sec- 

ond stage is that  of model-based stereo which exploits the availability of a coarse 

model to simplify the problem of computing stereo-correspondences: the model 

is used to pre-warp the images in such a way that  factors out foreshortening 

differences between the images and eliminates all image disparity except those 

resulting from deviations from the coarse model. 

In this paper we have presented the first stage of the system: the polyhe- 

dral reconstruction algorithm. We have described how architectural scenes are 

modeled in terms of geometric primitives and spatial relationships and we have 

argued that  this scheme allows the system to take advantage of many of the 

constraints inherent in the architectural domain. This polyhedral model is also 

a very natural representation for computer graphics and CAD programs which 

makes it much easier to interface the Faw system to these types of systems. 

Allowing the user to specify this model to the system is an appropriate ap- 

proach to this reconstruction problem since the human operator can easily pro- 

vide a qualitative description based on her understanding of the scene being 

viewed. The Facade system can then recover the dimensions of the scene from 

image measurements much more effectively and accurately than the operator 

could. The approach presented in this paper can be extended to include other 

parameterized primitives, such as surfaces of revolution. 
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