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#### Abstract

This paper studies the disruption management problem of rapid transit rail networks. Besides optimizing the timetable and the rolling stock schedules, we explicitly deal with the effects of the disruption on the passenger demand. We propose a two-step approach that combines an integrated optimization model (for the timetable and rolling stock) with a model for the passengers' behavior.

We report our computational tests on realistic problem instances of the Spanish rail operator RENFE. The proposed approach is able to find solutions with a very good balance between various managerial goals within a few minutes.


## 1. Introduction

During the daily operations of a dense railway network, incidents may cause the railway traffic to deviate from the planned operations. These incidents may make it impossible to operate the schedule as it was originally planned. In such a situation the operator needs to adjust the timetable and the rolling stock assignment for the time interval of the incident, and to carry out further recovery steps in order to get back to the original schedules.

The first task after noticing an incident is to determine whether or not it requires a substantial active intervention. If it does, the railway operations are said to be disrupted, and plans must be designed in order to recover from the disrupted situation. Disruptions may be caused by infrastructure blockage, failing rolling stock, and crew shortage. On the other hand, small-scale incidents appear in case of minor train delays; they are resolved by letting the delays propagate until the timetable's buffer times absorb them. A recent summary of causes of disruptions is given by Nielsen (2011). Note that the distinction between small incidents and large disruptions is practice-driven.

Regardless of the cause of a disruption, it has an impact on the railway system. The impact is generally in the form of a change in the system settings, a change in resource availability, or both. Disruptions usually involve a change in resource availability. The response to a change in resource availability is to replan the current operations to apply only the available resources which may include giving up some of the planned services. A disruption may also cause a change in the system settings. Closing a station (or part thereof) temporarily is an example of a change in the system settings that affects the system's ability to operate.

A further change in the system environment is a deviation in demand because the passengers are free to choose their own path in the network. In case of a disruption, some paths will not be available anymore and others may become less attractive. Passengers react to disruptions in different ways: either they reroute themselves, or they wait for a train in their original

[^0]path, or they choose a different mode of transport, or they do not travel at all. Such a situation would require to pay an additional economic cost for the passenger.

A particularly challenging aspect of disruption management is the fact that the passenger demand is influenced by the operator's recovery actions, too. Timetabling decisions may cancel traveling options, or insert additional ones, while the rolling stock decisions influence the capacity of the trains. The actual passenger flows emerge from the interaction of the timetable, the rolling stock schedule and the passengers.

In the current railway practice, the recovery problem is solved in a sequential manner. When a disruption occurs, first a new timetable is computed accounting for rolling stock availability; as a result, the rolling stock units will not finish their daily duties at the location where they were planned to: to avoid deadheading trips, the rolling stock schedules are modified such that the rolling stock is balanced before the end of the day. However, this approach has limitations: computing a new timetable without accounting for rolling stock may produce a suboptimal timetable or even an infeasible one for rolling stock assignment purposes. Therefore, we are interested in an integrated approach to obtain an optimal solution for timetable and rolling stock assignment accounting for demand rerouting.

To produce recovery plans is a complex task since the presented resources have to be re-planned in real-time. A complicating issue in a disrupted situation is the fact that the duration of the disruption is usually not known exactly and that the status of the railway system is changing at the same time. As a consequence, the dispatchers apply rescheduling actions several times, always taking the latest available information into account.

The disruption management process has several objectives. The first goal is to provide the best possible service quality by accommodating the largest possible part of passenger demand. The second goal aims at easing the rescheduling process itself by minimizing the differences between the original (undisrupted) plan and the recovery plan. Third, the operators often want to quickly return to the original plan once the disruption is over. That is, the duration of the recovery period is to be minimized.

This paper is organized as follows. In Section 2 a literature overview and paper contributions are given. Section 3 describes the problem in detail. Section 4 is devoted to the mathematical model. In Section 5 we present our computational experiments. Finally, we draw some conclusions in Section 6.

## 2. State of art

Jespersen-Groth et al. (2009) deal with disruption management in passenger railway transportation. They describe the disruption management process and the roles of the different actors involved in it. Furthermore, they discuss the three main subproblems in railway disruption management: timetable adjustment, and rolling stock and crew re-scheduling. de Almeida et al. (2003) propose an approach for dealing with large scale disruptions where track capacity is greatly reduced. As once a disruption has occurred, the first dispatching task is to keep the railway system running, the first decisions are taken under extreme time pressure. Therefore, decision proposals should be generated quickly. Thus, they propose a heuristic approach to re-building a passenger transportation plan in real time. Kroon and Huisman (2011) also state that, in case of a disruption, rescheduling is a time critical situation where every minute counts. They describe models and algorithms for real-time rolling stock rescheduling and real-time crew rescheduling.

During a disruption, the dispatchers try to use all available rolling stock to transport as many passengers as possible in the right direction. As a result, the rolling stock units will not finish their daily duties at the location where they were planned to. Budai et al. (2010) state that in order to prevent expensive deadheading trips, it is attractive to modify the rolling stock schedules such that the rolling stock is balanced before the night.

Nielsen (2011) studies the rescheduling of passenger railway rolling stock in disruption management and in the shortterm planning phase. He formalizes the rolling stock rescheduling problem as a heuristic approach that uses three steps. The first step creates a rolling stock schedule based on the current timetable and passenger demand. The second step simulates the passenger response, and the third step interprets the passenger response. All test instances are based on the major Dutch railway operator NS.

Walker et al. (2005) are among the first ones to deal with the integration of timetabling and resource scheduling in disruption management. They present a model that manipulates the timetable and the crew schedule at the same time. The objective is to simultaneously minimize the deviation of the new timetable from the original one, and the cost of the crew schedule.

Cacchiani et al. (2012) describe a two-stage optimization model for determining robust rolling stock circulations for passenger trains. Here robustness means that the rolling stock circulations can better deal with large disruptions of the railway system. These large disruptions are given by a number of scenarios. They measure lack of rolling stock capacity based on a given anticipated passenger demand and state that minimizing the number of canceled trips limits the passenger inconvenience. They evaluate their approach on the real-life rolling stock-planning problem of NS.

In the airline industry, the recoverability of the system from disruptions has been studied deeper. Clausen (2007) gives a short overview over the methods used for planning and disruption management in the airline industry. Then he describes and discusses the situation regarding railway optimization.

It is also current practice to determine recovery plans in a primarily sequential manner, first recovering aircraft, then crew, and then passengers (Filar et al., 2000). With respect to aircraft recovery, Jarrah et al. (1993) consider the aircraft sche-
dule recovery problem and propose two network models to address aircraft shortages. The objective of the first model is to determine flight leg departure times that minimize total flight delay costs, and the second is to select flight leg cancellations that minimize cancellation costs. Thengvall et al. (1998) extend the approach of Jarrah et al. (1993) to consider flight leg departure scheduling and cancellations simultaneously. Rosenberger et al. (2003) present an optimization model that reschedules legs and reroutes aircraft by minimizing an objective function involving rerouting and cancellation costs. Then, they revise the model to minimize crew and passenger disruptions. Stojkovic et al. (2002) propose a model to select flight leg departure times, considering crew transfers, rest periods, passenger connections, and aircraft maintenance, but not including cancellation decisions.

Bratu and Barnhart (2006) present airline schedule recovery models and algorithms that simultaneously develop recovery plans for aircraft, crews, and passengers by determining which flight leg departures to postpone and which to cancel. The objective is to minimize jointly airline operating costs, estimated passenger delay and disruption costs. Dumas and Soumis (2008) and Dumas et al. (2009) propose a framework for revenue management where aircrarft scheduling is combined with a passenger flow model.

The main difference between the airline and railway settings is that airline passengers are fully controlled by the operator, thus passenger behavior is limited to simple aspect such as whether or not accepting the assigned itinerary. Typical railway applications, on the other hand, feature passengers who can select their paths through the network.

### 2.1. Contributions

In this paper we present a new approach to deal with large-scale disruptions in rapid transit networks; such networks operate in metropolitan areas, and feature frequent train services and heavy passenger loads. The main contribution with respect the literature is that the approach decides on the timetable and on the rolling stock schedule using an integrated optimization model accounting for the passenger demand behavior. In contrast, the majority of the related literature on railway resource rescheduling - with the exception of the rolling stock rescheduling approach by Nielsen (2011) - does not deal with changing demand patterns. The closely related field of airline disruption management has a fundamentally different notion of passenger behavior.

Practitioners prefer sequential planning (rather than integrated planning). The reason for that lies in the European regulations stating that the infrastructure management is to be separated from the train operations: the operators have to request paths for their trains. Consequently, the timetable is adjusted first, and the rolling stock decisions are taken thereafter once the proposed timetable changes are approved. However, the operator has some freedom when scheduling trains in case of disruption. Cadarso and Marín (2012) demonstrate the benefits of integrated planning: the integrated approach leads to clearly superior solutions with regard to their efficiency and their robustness, while the integrated model is still solvable in reasonable time for real-life cases.

Therefore this paper considers an integrated timetabling and rolling stock recovery model that also accounts for passengers; the objective reflects all criteria that are relevant in the real-life application with our industrial partner.

We are not aware of any tractable optimization model that is able to deal with the complex interaction of timetable, rolling stock and passengers. Therefore we split the problem into two steps.

In the first step we compute the anticipated disrupted demand using a multinomial logit model which parameters were obtained from our industrial partner RENFE. Note that the demand figures are computed before adjusting the timetable and are based on the frequencies in a fictitious and anticipated timetable rather than on the exact departure and arrival times. Consequently, the recovery schedule accounts for the demand behavior. Note that Nielsen (2011) describes a simulation model for computing the passenger demand for a given rolling stock schedule (and uses this demand in an iterative framework). Our approach just does the opposite: given the demand choice, the model tries to satisfy it.

In the second step we solve a Mixed Integer Linear Programming model for the timetabling and rolling stock scheduling problem. The model explicitly deals with the following issues.

1. As for the timetable, the infrastructure may have limitations in that the line segments between certain neighboring stations admit one train at a time or no traffic at all. In the first case, trains of different riding directions may pass alternatingly. The new timetable may cancel train services, and emergency services may be inserted. In all cases, though, the headway times between the trains are regarded.
2. The rolling stock schedules regard all operator-specific technical requirements. These include restrictions on the storage and the shunting of the rolling stock units.
3. The passengers are assumed to actively react to the disruption (for details, see Section 3.5). Briefly, the passengers are assumed to select a path through the network upon their departure, and stick to it during their journey. Also, we assume that they are willing to wait a few minutes for the next train if the intended one turns out to be overcrowded. These assumptions are reflected in the mathematical constraints that link the anticipated demand to the provided capacity.

Our two-step approach is heuristic in that it ignores the dynamic interaction between demand and supplied capacity. The justification of the heuristic approach is twofold. On the theoretical side, we investigate an iterative framework around our integrated optimization model where the demand of the next iteration is computed from the optimized timetable of the
current iteration. On the pragmatic side, we demonstrate that the heuristic passenger behavior modeling approach provides a superior solution.

We do leave certain aspects out of account, though. We assume that the duration of the disruption is known. The uncertainty about the future infrastructure availability can, for example, be dealt with by embedding the model of this paper into a rolling horizon framework, see Nielsen et al. (2012). Also, the crew rescheduling problem lies out of our scope.

The contributions of this paper are summarized as follows.

- We develop an optimization model to be applied in case of disruption that simultaneously deals with timetabling and rolling stock scheduling decisions subject to the anticipated demand (see Section 4).
- We carry out computational tests on realistic instances of the Spanish rail operator RENFE where practical conclusions for the operator are obtained (see Section 5).


## 3. Problem description

In this section, the recoverability problem in rapid transit networks is described in detail. First, a summary of possible disruptions is presented. Then, the railway infrastructure is introduced. Next, we describe train services and shunting in rapid transit networks. Finally, we explain how we treat the passenger demand for disturbed scenarios.

### 3.1. The disruption

The railway network is composed of a number of stations and of arcs between them. The arcs themselves consists of one or two pairs of rails; the latter case allows simultaneous traffic in both directions.

In this paper, we focus on the common type of disruptions when a line segment between two neighboring stations becomes fully or partially blocked for a certain time period. The partial blockage is particularly interesting in that two-way traffic needs to be scheduled on a single pair of rails.

The impact of this disruption will be a change in the network topology and in the resource availability. A completely new train schedule is needed because some of the planned operations are infeasible in the new scenario. This issue will cause a demand deviation because some part of the demand will not be able to realize its travel as it was planned.

We will study occurrences of these disruptions that match real life situations. RENFE usually faces similar disruptions. The problem we are solving in this work is directly taken from RENFE. Although we will study a disruption which blocks a certain arc between two different stations, the presented approach is widely applicable to other disruptions in different parts of the network.

### 3.2. Railway infrastructure

The railway network consists of tracks and stations. Depot stations form a subset of the stations, these are the locations where trains are parked or shunted.

We model the infrastructure as a graph with nodes $s \in S$ representing the stations, and with directed arcs $a \in A$. Depot stations are represented by the set $S C \subset S$. The existing infrastructure linking different stations is represented by arcs. Between two stations, two different arcs exist, one for each direction of movement. Therefore, every arc is defined by its departure and arrival station and by its length (e.g., in kilometers).

As we are studying a real life problem, the railway infrastructure is not isolated from other modes of transport. We will consider the existence of the Metro network. This Metro network has several stations in common with the rapid transit railway network. However, they are independent, they use different infrastructure and they are operated by different operators. Therefore, when a disruption occurs passengers may find an attractive path using both, the railway and Metro network.

The planning time is discretized into time periods, $t \in T$. Due to the high train frequencies, the duration of one time period is set to 1 min . The existing physical network is replicated once for each time period existing in the planning period (e.g., $20 \mathrm{~h})$.

As we have explained above, the disruption will change the network settings in such a way that infrastructure capacity and resource availability is reduced. To be more concise the infrastructure capacity that will be reduced is the one referring to some arc or arcs in the network. This capacity availability will be denoted by the parameter $\operatorname{ain}_{t}$, its value indicating the number of pairs of rails that can be used in time period $t$. The value $\operatorname{ain}_{t}$ is thus 0 if the arc is fully blocked; the value is 1 if the arc is partially block, and the value is 2 if the arc has its full capacity.

### 3.3. Timetable

The train services are grouped in lines. A line is characterized by its terminal stations, by a path through the infrastructure between the terminals, and by a set of stations along the path. Train services run up and down between the terminals and call at the specified stations underway. Note that, under exceptional circumstances, a service may operate on a subpath only; this happens early in the morning, late in the evening, and also during a disruption.

We distinguish two types of train services: the planned train services represented by $\ell \in L^{p}$ and the emergency services represented by $\ell \in L^{e}$. The former are the trains scheduled for a normal (undisrupted) situation; emergency trains are inserted to the schedule during the disruption in order to alleviate its negative effects in passengers. We will refer to the set of all services as $L=L^{p} \cup L^{e}$. There may be different services within the same line, that is, services with different origins and destinations. We mean by line a determined set of stations and tracks where services are performed.

The timetable departure times and frequencies are fixed and publicly available. The passengers know when the trains depart and plan their traveling accordingly. Departure times are very inflexible because the time slots are negotiated with a third party (the infrastructure manager) since the network infrastructure is shared among different lines. However, for disrupted situations there is some freedom to schedule services with different timetables.

A planned train service is a passenger train traveling from a depot station to another depot station stopping at a number of intermediate stations. They are characterized by their departure depot station; their arrival depot station; every arc they travel on, defined by $a \in A_{l} \subset A$; and their departure time. The distance rolled by a train service $\ell \in L^{p}$ is the sum of the lengths of the arcs used by the train service. Planned services may be canceled due to some disruption. We will not consider the possibility of changing the planned train services' departure times on a time window. After all, the frequencies in a rapid transit network are rather close to their maximum value during rush hours; this maximum value is limited by the headway time which is imposed by the infrastructure manager.

For emergency services $\ell \in L^{e}$ the model will decide whether they are used or not. An emergency service represents a feasible movement between depot stations, and it is characterized by a departure station, an arrival station, every intermediate arc and the departure time. We define a feasible movement as a physical movement in the network once the disruption has started. From this point, the model decides whether an emergency service is assigned to a departure time or not.

For planned and emergency train services the headway must be maintained in every infrastructure they come through.
Rapid transit networks are characterized by high frequencies and a lack of capacity in depot stations. These facts make it difficult to operate the network without empty movements. These are defined by an origin, a destination and a departure time. Empty movements can help satisfy both capacity and rolling stock material availability in depot stations.

So, when a disruption occurs there are the following possibilities. Planned services either remain identical or are canceled and emergency services may be scheduled in order to alleviate the disruption effects. During some time at the beginning of the disruption, every train will return at the border of the disruption, there will not be freedom to do anything else. This issue can be seen as a way of dealing with the confusion generated by the disruption. After some time, the model will decide whether trains can come through the disrupted area or not.

### 3.4. Rolling stock and shunting

There are self-propelled train units of type $m \in M$; they all have a driver seat at both ends. Units of the same type can be attached to each other to form trains compositions. A composition $c \in C$ of train units is a sequence of elements of $M$. Each line is served with one train unit type.

Each train unit type has a given capacity; this value includes both seated and standing passengers. The capacity imposes a hard limit of how many passengers fit into the train.

Shunting operations complicate rapid transit networks because the performance time is on the order of the service frequency time. They are only performed in depot stations.

Every departing train service must have time to perform a rotation. That is, the composition assigned to a train service must be available at the depot station a certain number of periods before the departure time.

Train units of the same type can be aggregated to form longer compositions, and compositions can be disaggregated into individual train units. Although composition changes enable the network operator to use smaller fleet sizes (the fleet size is fixed and given by the operator), it is always a complicating operation, due to the necessity of human resources and the possibility of failure in the mechanical system governing the process.

### 3.5. Passengers

Once the disruption has occurred, passengers will have to use the new network topology to reach their destination. First, they will have to find a path in the modified network, then wait for a train service and finally enter the train if enough capacity is available. Passengers who cannot enter a train due to lacking capacity are willing to wait for, say, 10 min, and try to board the next train; otherwise, the passenger is supposed to leave the system and use another means of transport. Train services and their rolling stock will be decided in an integrated way accounting for the expected passenger groups decisions.

### 3.5.1. Passengers groups

The demand is characterized by an origin, a destination and a departure time. This information may be represented by passenger group $w=(o, d, \tau)$, where $o \in S$ is the departure station, $d \in D$ the arrival station, $\tau \in T$ the desired departure time and $w \in W$ the set of passengers groups. The size of the passenger group is denoted by $g_{w}$.

### 3.5.2. Paths

The demand will be realized through available paths $p \in P$ in the network. Each passenger group $w \in W$ will be able to choose a path $p \in P_{w}$, where $P_{w} \subset P$ denotes the set of paths attending $w \in W$. Passengers within the same passenger group may travel by different paths, that is, passenger groups may be split.

As we are working in a rapid transit system, where different modes of transportation exist, we also will include paths containing these alternative modes. For example, we could have a path composed of some arcs in the railway network, and some arcs in the Metro network because they are interconnected in some stations. Moreover, we could also have paths composed of different lines in the railway network.

Each path is characterized by its origin, destination, the arcs belonging to it and its expected travel time. The total expected travel time will be the sum of the on-board time, transfer time and waiting time. The demand will choose its path based on the expected travel time.

### 3.5.3. Passengers' reaction to the disruption

Rolling stock scheduling naturally needs information about the demand for each trip. These demand figures are, however, not available for a disrupted situation. To add to the complexity, the per-trip demand actually depends both on the timetable and on the rolling stock schedule. In this paper we propose a way to anticipate passenger demand before computing the resource schedules; the anticipated demand is used to guide the integrated optimization model for the timetabling and rolling stock scheduling.

The anticipated demand is based on a number of assumption. First, we assume that the same passenger groups show up as on a normal, undisrupted day. Second, we assume that the passengers choose their travel path according to the multinomial logit model (see Section 3.6). Note that the travel path is purely geographic at this point since the timetable is not known yet. Third, we assume that the passengers stick to their path choice, even if the realized travel time becomes much higher than what they expected.

The travel times are estimated as follows. The exact timetable may not yet be known, but the passengers can rely on the train frequencies, e.g., a train every 10 min . Then they can expect an average waiting time of 5 min . As for the partially blocked arc, they can reasonably assume that trains will run alternatingly left-to-right and right-to-left, yielding estimated travel time from one end of the disrupted arc to another. Having chosen a path, the passenger appears in the passenger demand on each arc along the travel path.

We also note that per-trip passenger demand is impractical in railway network with high train frequencies. The passengers can be expected to wait for the next train if they cannot embark an overcrowded train. Therefore we actually calculate the demand of an arc for time intervals of, say, 10 min . The rolling stock assignment model of Section 4 compares this demand to the sum of the train capacities during the given time interval.

The proposed model for the passenger demand is valid as long as each passenger is accommodated in the trains. However, if a passenger cannot take a train (due to insufficient capacity), his/her presence as demand on later trips becomes meaningless. Our optimization model cannot cope with this issue, therefore the outcome of our model needs an afterwards validation and discussion.

### 3.6. Multinomial logit model

As we have said above, a disruption will change the system settings. Due to the new settings and according to the explained assumptions regarding passenger groups, passengers will choose a new path under these new settings. These choices will depend on the new schedule we are obtaining in an integrated way accounting for the timetable and rolling stock resources at the same time.

We use a multinomial logit model to represent the passengers' behavior. Such models are widely accepted in practice. Our computations make use of RENFE's own passenger behavior model. We want to emphasize, though, that our proposed twostep approach is not limited to logit models, it can be based on an arbitrary path selection module.

Discrete choice models have played an important role in transportation modeling for the last years. These models consider that the demand is the result of several decisions of each individual in the population under consideration. These decisions usually consist of a choice made among a finite set of alternatives (Ben-Akiva and Lerman, 1985; Ortúzar, 2001).

The multinomial logit model allows us to capture how individuals are making choices. We must define the decision-maker and his/her characteristics, the alternatives as the possible options of the decision-maker, the attributes of each potential alternative the decision-maker is accounting for, and the decision rules describing the rules used by the decision-maker.

Decision-makers with similar characteristics are grouped into groups. According to available RENFE data, we may distinguish the following passenger groups according to their transport payment: the group of retired people, the group of active workers, the group of tourists, the group of students and a group containing the rest of passengers.

The utility of chosen path is a function of the attributes of the alternative itself and of the decision-maker. The deterministic part of the utility that a decision-maker is associating with alternative $p \in P$ is:

$$
\begin{equation*}
v_{p}^{w}=v\left(a_{p}^{w}\right) \quad w \in W, p \in P_{w} \tag{1}
\end{equation*}
$$

where $a_{p}^{w}$ is a vector containing all attributes of alternative $p \in P$ for each passenger group $w \in W$.

The utility function for every path is calculated as the sum of different terms: the traveling time (as the sum of the travel time of each of link of the path), the transfer time and the waiting time. That is,

$$
\begin{equation*}
v_{p}^{w}=\beta_{1} o t_{p}^{w}+\beta_{2} t t_{p}^{w}+\beta_{3} w t_{p}^{w} \quad p \in P_{w}, \quad \forall w \in W \tag{2}
\end{equation*}
$$

where $o t_{p}^{w w}$ is the on-board time, $t t_{p}^{w}$ is the transfer time and $w t_{p}^{w w}$ is the waiting time for each path $p$ attending demand $w . \beta_{1}$, $\beta_{2}, \beta_{3}$ represent the utility value of each of these different kinds of times.

Supposing that the utility function's error terms are (i) independently distributed, (ii) identically distributed, and (iii) Gumbel distributed with a location parameter and a scale parameter $\theta>0$, then the probability of choosing a given itinerary $p$ among the set $P_{w}$ by the demand $w$ will be as follows (Ben-Akiva and Lerman, 1985):

$$
\begin{equation*}
P(p \mid w)=\frac{e^{-\theta\left(\alpha_{p}^{w}+v_{p}^{w}\right)}}{\sum_{\pi \in P_{w}} e^{-\theta\left(\alpha_{\pi}^{w}+v_{\pi}^{w}\right)}} \tag{3}
\end{equation*}
$$

where $P(p \mid w)$ is the probability that passenger in group $w$ chooses path $p$. Here $\alpha_{\pi}^{w}$ is a parameter that represents the relative attractiveness of path $\pi$ to demand $w$ due to factors not included in the utility function such as security, comfort, ticketing, on so on. The multinomial logit model parameters have been computed and validated by our industrial partner RENFE based on passengers counts, inquiries and historical data fittings.

Due to the huge number of possibilities for passengers groups to be realized, we consider the passengers' flows in arcs only, instead of passengers' flows in paths. In this way, we obtain reasonable computational times; recall that we are studying a problem where decisions must be made in a time horizon of minutes.

The per-path demand is transformed into per-arc demand as follows. Let $a$ be an arc in the network, and let $\tau$ be a time period in which the demand is to be measured. Then the per-arc demand is computed by

$$
\begin{equation*}
p f_{a, \tau}=\sum_{w \in W} \sum_{p \in P_{w}} \delta_{a, \tau}^{w, p} \cdot P(p \mid w) \cdot g_{w} \tag{4}
\end{equation*}
$$

where $\delta_{a, \tau}^{w, p} \in\{0,1\}$ expresses whether or not passenger group $w$ using path $p$ is coming through arc $a$ during time period $\tau$. That is, we assume that each group splits according to the probabilities $P(p \mid w)$, and we sum up these splits passenger groups on each arc. The values $p f_{a, \tau}$ express the demand in the integrated timetable and rolling stock optimization model.

## 4. Integrated timetable and rolling stock rescheduling model

The Integrated Timetable and Rolling Stock Rescheduling Model (ITRSRM) is a Mixed Integer Linear Programming model. It aims at computing the timetable and the rolling stock schedule for a disrupted rapid transit network, and balances several objective criteria. The planning period contains both the time interval of the disruption itself and the recovery period which is needed to fully return to the original schedule.

The ITRSRM is based on the rolling stock model proposed by Cadarso and Marín (2011). They considered the railway rolling stock problem for rapid transit networks. The ITRSRM also has strong similarities with the model proposed by Cadarso and Marín (2012) where the authors develop a model to design the timetable and the rolling stock assignment. Compared to these two papers, the novelty of the current paper lies in the following aspects:

- The possibility of canceling planned train services is included.
- The ITRSRM admits newly inserted, so called emergency train services. These are scheduled in order to alleviate the effects of the disruption on both passengers and rolling stock.
- The network topology may change along the planning period: the disrupted arc may admit one-way traffic, two-way traffic, or no traffic at all.

The model minimizes a combination of system-related and service-related criteria subject to constraints for the underlying timetabling and rolling stock scheduling problems. The purpose of the constraints is summarized as follows:

- As for the timetable, headway times are enforced; emergency trains are inserted; and direction of the traffic on the disrupted arc is decided.
- The passenger demand is linked to the capacity of the allocated train units.
- As for the rolling stock, the amount of used rolling stock is limited; each trip gets a composition assigned; the storage and shunting capacity of the stations is controlled.

Our model treats the demand heuristically. The model is unable to trace individual passengers; instead, it considers demand on the arcs (i.e., between successive stations). Passengers on a longer journey appear in the demand of each arc underway. Whenever the demand of an arc exceeds the allocated capacity, part of the demand remains unsatisfied: these passengers are denied, and they are supposed to leave the system. However, the demand on successive arcs are not linked to each other. Therefore a denied passenger still shows up in the demand of later arcs. We discuss the justification for this heuristic demand treatment in Section 5.2.

In our model, the relationships between the data and variables are considered within a directed space-time graph, $G(S, A)$, where $S$ is the set of stations and $A$ is the set of arcs. Each arc a is defined by ( $s, t, s^{\prime}, t^{\prime}$ ), where $s$ and $s^{\prime}$ are the origin and destination nodes, $t$ is the departure time, and $t^{\prime}$ is the arrival time. That is, $t^{\prime}=t+t_{a}$, where $t_{a}$ is the time to move from $s$ to $s^{\prime}$. It is assumed that this time is known and fixed for each arc. This means that in the ITRSRM, in which an arc is denoted by $a$, this may be understood as $a=\left(s, s^{\prime}, t\right)$.

### 4.1. Sets

In order to be able to formulate the ITRSRM, we need to define the following sets:

- $S$ is the set of stations.
- $S C \subseteq S$ denotes the set of depot stations.
- $A$ is the set of arcs. The arcs represent the infrastructure. Each arc $a \in A$ is from departure station $d s_{a} \in S$ to arrival station $a s_{a} \in S$.
- $L$ is the set of train services.
- $L^{p} \subset L$ is the set of planned train services.
- $L^{e} \subset L$ is the set of emergency train services.
- $L_{a} \subseteq L$ is the set of train services that use arc $a \in A$.
- $T$ is the set of time intervals. A time interval $t \in T$ represents a certain interval in time, for example from 8:00 to 8:01.
- $T D_{a} \subseteq T$ is the set of time intervals through which the demand is counted in each arc $a$.
- $M$ is the train unit type set.
- $C$ is the compositions set.
- $C_{m}$ is the set of compositions made of train units type $m$.
- $I T \subset T$ is the set of time periods during which the incident is active.
- $L C S_{\ell, S}$ is the set of time periods during which train service $\ell \in L$ comes through station $s \in S$.
- INO,ISO $\subset A$ are the set of arcs belonging to a line segment between two neighboring stations which are affected by the disruption. The first set contains the arcs with a riding direction which is the opposite one to the riding direction in the second set in an undisturbed situation.


### 4.2. Variables

The most central decision variables are $x_{\ell, c} \in\{0,1\}$, defined for $\ell \in L, c \in C$. Their values indicate whether composition $c \in C$ is scheduled for service $\ell \in L$. Note that $x_{\ell, c}$ are the only variables that link the timetabling and passenger-related constraints to the rolling stock constraints. Therefore the proposed integrated model can be used for any underlying rolling stock scheduling problem as long as it is expressed in terms of $x_{\ell, c}$

The model contains the following additional variables:

- $y_{\ell} \in\{0,1\}$, defined for $\ell \in L^{p}$, to indicate whether service $\ell \in L^{p}$ is canceled;
- $y t_{s, t}^{c} \in \mathbb{Z}^{+}$, defined for $s \in S C, t \in T, c \in C$, to denote the number of compositions $c$ in station $s$ at $t$ period.
- $d p_{a, \tau} \in \mathbb{Z}^{+}$, defined for $a \in A, \tau \in T D_{a}$, to denote the number of denied passengers due to insufficient capacity in each arc $a$, $\tau$;
- $\rho_{s, t}^{c} \in \mathbb{Z}^{+}$, defined for $s \in S C, t \in T, c \in C$, to denote the number of rotations ending during $t$ in depot $s$ with composition $c$; note that a rotation is always needed before a train can depart;
- ems $s_{s, s^{\prime}, t}^{c} \in\{0,1\}$, defined for $s, s^{\prime} \in S C, t \in T, c \in C$, to indicate whether an empty movement is performed at $t$ period from station $s$ to $s^{\prime}$ with composition $c$;
- $\epsilon_{s, t}^{c, c^{\prime}} \in\{0,1\}$, defined for $s \in S C, t \in T, c, c^{\prime} \in C$, to indicate whether an aggregation is started during $t$ in depot $s$ from composition $c$ to composition $c^{\prime}$;
- $\delta \epsilon_{s, t}^{c, c^{\prime}} \in\{0,1\}$, defined for $s \in S C, t \in T, c, c^{\prime} \in C$, to indicate whether a disaggregation is started during $t$ in depot $s$ from composition $c$ to composition $c^{\prime}$;
- $c c_{s, t}^{c, c^{\prime}} \in \mathbb{Z}^{+}$, defined for $s \in S C, t \in T, c, c^{\prime} \in C$, to denote the number of composition changes starting during $t$ in depot $s$ from composition $c$ to composition $c^{\prime}$;
- $\alpha_{t} \in\{0,1\}, \beta_{t} \in\{0,1\}$, defined for $t \in I T$, to indicate which riding direction is opened in the line segment between two neighboring stations affected by the disruption. If $\alpha_{t}$ takes value 1 , one of the riding direction is opened during $t$ and the opposite direction is closed. Similarly for $\beta_{t}$.

For the sake of clarity we declared all variables to be integral. We note that the nature of the constrains allows us to relax the integrality of $y t_{s, t}^{c},\left\langle c_{s, t}^{c, c^{\prime}}\right.$ and $\rho_{s, t}^{c}$.

### 4.3. Objective function

The objective function of the model reads as follows.

$$
\begin{aligned}
\min z= & \sum_{\ell \in L} \sum_{c \in C} o c_{c} k m_{\ell} x_{\ell, c}+\sum_{s, s^{\prime} \in S C} \sum_{t \in T} \sum_{c \in C} o c_{c} k m_{s, s^{\prime}} e m_{s, s^{\prime}, t}^{c}+\sum_{s \in S C} \sum_{t \in T} \sum_{c, c^{\prime} \in C} \vartheta_{s, t} \cdot c c_{s, t}^{c, c^{\prime}}+\sum_{\ell \in L^{p}} c a n c_{\ell} y_{\ell}+\sum_{a \in A} \sum_{\tau \in T} d p c_{a, \tau} d p_{a, \tau} \\
& +\sum_{\ell \in L^{p}} \sum_{c \in C} \kappa_{\ell}\left|x_{\ell, c}-\hat{x}_{\ell, c}\right|+\sum_{s, s^{\prime}, t \in S, T} \sum_{c \in C} \lambda_{t}\left|e m_{s, s^{\prime}, t}^{c}-e \hat{m}_{s, s^{\prime}, t}^{c}\right|
\end{aligned}
$$

The objective terms, in the given order, penalize the following quantities:

- Operating costs of planned and emergency services; here $o c_{c}$ is the operating cost per kilometer and $k m_{\ell}$ is the distance in kilometers of service $\ell$.
- Operating costs of empty movements; here $k m_{s s^{\prime}}$ is the distance in kilometers from $s$ to $s^{\prime}$.
- Composition changes; here $\vartheta_{s, t}$ is the cost of a composition change at depot $s$ in time period $t$.
- Cancellation of services; here $\operatorname{canc}_{\ell}$ is the cancellation cost for service $\ell$.
- Denied passengers; here $d p c_{a, \tau}$ is the cost per denied passenger due to insufficient capacity in each arc $a$ during time period $\tau$.
- Deviation from the schedule of commercial services; here $\kappa_{\ell}$ is the penalty for changing the rolling stock assignment of a commercial service $\ell$, while $\hat{\chi}_{\ell, c}$ indicates the rolling stock assignment on a normal day.
- Deviation from the schedule of the empty movements; here $\lambda_{t}$ is the penalty for changing the rolling stock assignment of an empty movement $t$, while $e \hat{m}_{s, s^{\prime}, t}^{c}$ indicates the rolling stock assignment on a normal day.

The intuitive formulation of the last two terms is non-linear; however, the binary character of the variables $x_{\ell, c}$ and $e m_{s, s^{\prime}, t}^{c}$ admits a straightforward linearization. We also note that the penalty values $\kappa_{\ell}$ and $\lambda_{t}$ are increasing with time. Therefore the last two terms of the objective attempt to minimize the length of the recovery period.

The objective function does not minimize passengers travel time because they choose the path according to their behavior which is modeled in the multinomial logit model.

### 4.4. Timetabling constraints

The first set of timetabling constraints enforces the headway requirements.

$$
\begin{align*}
& \sum_{\ell \in L} \sum_{t 1 \in L C S_{\ell, S}:} \sum_{c \in C} x_{\ell, c} \leqslant 1 \quad \forall s \in S, t \in T  \tag{5}\\
& t 1 \geqslant t, t 1 \leqslant t+h
\end{align*}
$$

The constraints say that any arc during any interval of length $h$ (the headway time) can accommodate at most one service a non-zero amount of rolling stock.

The second set of constraints deal with the riding direction on the disrupted link.

$$
\begin{align*}
& \sum_{c \in C} x_{\ell, c} \leqslant \alpha_{t} \quad \forall a \in I N O, \quad t \in I T, \quad \ell \in L_{a}: d t_{d s_{a}}(\ell) \leqslant t \leqslant a t_{a s_{a}}(\ell)  \tag{6}\\
& \sum_{c \in C} x_{\ell, c} \leqslant \beta_{t} \quad \forall a \in I S O, \quad t \in I T, \quad \ell \in L_{a}: d t_{d s_{a}}(\ell) \leqslant t \leqslant a t_{a s_{a}}(\ell)  \tag{7}\\
& \alpha_{t}+\beta_{t} \leqslant a i n_{t} \quad \forall t \in I T \tag{8}
\end{align*}
$$

Constraints (6) and (7) make sure that services can use the disrupted arc only at those time periods when the arc is open for their riding direction. $a t_{a_{s}}(\ell)$ is the arrival time of service $\ell$ to the arrival station $a s_{a}$ of arc $a$ and $d t_{d s_{a}}(\ell)$ is the departure time of service $\ell$ from the departure station $d s_{a}$ of arc $a$. Constraints ( 8 ) express the infrastructure limitation to one direction at a time $\left(a i n_{t}=1\right)$ or to no traffic at all $\left(a i n_{t}=0\right)$. The value $a i n_{t}=2$ indicates no infrastructure limitation in time period $t$.

### 4.5. Passengers constraints

As mentioned in Section 3.5, the passenger demand of an arc is defined for time intervals, denoted here by $T D_{a}$. The following constraint links the allocated capacity to the number of passengers $p f_{a, \tau}$.

$$
\begin{align*}
& \sum_{\ell \in L_{a}} \sum_{t \in T:} \sum_{c \in C} \operatorname{cap}_{c} x_{\ell, c} \geqslant p f_{a, \tau}-d p_{a, \tau} \quad \forall a \in A, \quad \tau \in T D_{a}  \tag{9}\\
& d t_{d s_{a}}(\ell) \subset \tau
\end{align*}
$$

The constraints say that for each arc $a \in A$ and each time interval $\tau \in T D_{a}$, the combined capacity of the trains on the arc during the time interval is enough to accommodate the passenger demand minus the denied passengers. Here $p f_{a, \tau}$ is the passenger demand in each arc $a, \tau$ obtained from the multinomial logit model, while $c a p_{c}$ is the capacity in composition $c$.

$$
\begin{align*}
& \sum_{c \in C} x_{\ell, c}+y_{\ell}=1 \quad \forall \ell \in L^{p}  \tag{10}\\
& \sum_{c \in C} x_{\ell, c} \leqslant 1 \quad \forall \ell \in L^{e} \tag{11}
\end{align*}
$$

Constraints (10) state that each planned service is either canceled or it get exactly one composition. Constraints (11) express that emergency services get at most one composition.

$$
\begin{align*}
& y t_{s, t-1}^{c}+\sum_{\ell \in L} x_{\ell, c}+\sum_{c^{\prime} \in C} \epsilon_{s, t-e_{s}}^{c^{\prime}, c}+\sum_{c^{\prime} \in C} c n_{c^{\prime}, c} \cdot \delta \epsilon_{s, t-d_{s}}^{c^{\prime}, c}+\rho_{s, t}^{c}+\sum_{s^{\prime} \in S C} e m_{s^{\prime}, s, t-e t_{s^{\prime}, s}}^{c} \\
& =y t_{s, t}^{c}+\sum_{\ell \in L} x_{\ell, c}+\sum_{c^{\prime} \in C} c n_{c, c^{\prime}} \cdot \epsilon_{s, t}^{c, c^{\prime}}+\sum_{c^{\prime} \in C} \delta \epsilon_{s, t}^{c, c^{\prime}}+\rho_{s, t+r_{s}}^{c}+\sum_{s^{\prime} \in S C} e m_{s, s^{\prime}, t}^{c} \quad \forall s \in S C, t \in T, c \in C \\
& \quad \alpha_{\ell, s, t}=-1 \tag{12}
\end{align*}
$$

Composition conservation constraints (12) ensure the train units' flow balance. The schedule is given by $\alpha_{\ell, 5, t}$, which takes the value $1,-1$ or 0 , if train service $\ell$ arrives, leaves or stays in station $s$ at period $t$, respectively. $c n_{c, c^{i}}$ is the number of compositions $c$ needed to obtain a composition $c^{\prime}$ in case of aggregation (the number of compositions $c^{\prime}$ obtained from composition $c$ in case of disaggregation). $e t_{s, s^{\prime}}$ is the travel time between stations $s$ and $s^{\prime}$. Finally, shunting times are given by $r_{s}, e_{s}$, $d_{s}$. They are the rotation time duration in station $s$, the needed time for train unit aggregation in station $s$ and the needed time for train unit disaggregation in station $s$, respectively.

$$
\begin{align*}
& \sum_{\ell \in L} x_{\ell, c}=\rho_{s, t}^{c}+\sum_{c^{\prime} \in C} \epsilon_{s, t-e_{s}}^{c^{\prime}, c}+\sum_{c^{\prime} \in C} \delta \epsilon_{s, t-d_{s}}^{c^{\prime}, c} \quad \forall s \in S C, t \in T, c \in C  \tag{13}\\
& \alpha_{\ell, S, t}=-1 \\
& \sum_{s \in S C} \sum_{c \in \mathcal{C}_{m}} t u_{c} y t_{s, t}^{c}+\sum_{\ell \in L} \sum_{c \in \mathcal{C}_{m}} t u_{c} \beta_{\ell, t} x_{\ell, c}+\sum_{s \in S C} \sum_{t^{\prime} \in T} \sum_{c \in \mathcal{C}_{m}} t u_{c} \gamma_{s, t^{\prime}, t} \rho_{s, t^{\prime}}^{c} \\
& +\sum_{s, s^{\prime} \in S} \sum_{t^{\prime} \in T} \sum_{c \in \mathcal{C}_{m}} t u_{c} \xi_{s, s, s^{\prime}, t^{\prime}, t} e m_{s, s^{\prime}, t^{\prime}}^{c} \sum_{s \in S} \sum_{t^{\prime} \in T} \sum_{c, c^{\prime} \in \mathcal{C}_{m}} \mu_{s, t^{\prime}, t}\left(t u_{c^{\prime}}{ }_{s, t^{\prime}}^{c, c^{\prime}}+t u_{c} \delta \epsilon_{s, t^{\prime}}^{c, c c^{\prime}}\right) \\
& \leqslant \chi_{m} \quad \forall m \in M, t \in T  \tag{14}\\
& \sum_{c \in C} t u_{c} y t_{s, t}^{c}+\sum_{t^{\prime} \in T} \sum_{c \in C} \mu_{s, t}\left(t u_{c^{\prime}} \epsilon_{s, t^{\prime}}^{c, c^{\prime}}+t u_{c} \delta \epsilon_{s, t^{\prime}}^{c, c^{\prime}}\right)+\sum_{t^{\prime} \in T} \sum_{c \in C} t u_{c} \cdot \gamma_{s, t^{\prime}, t} \rho_{s, t^{\prime}}^{c} \leqslant c a p_{s, t} \quad \forall s \in S C, t \in T \tag{15}
\end{align*}
$$

Rotation and departure constraints (13) ensure that a rotation is performed before each train service departure. Fleet capacity constraints (14) ensure that the number of train units used at time $t \in T$ is limited by the size of the fleet. Note that these constraints count the running trains and those ones in depot stations. Depot capacity constraints (15) ensure that the total capacity is not exceeded. The number of parked and shunting train units must be lower than the available capacity. $t u_{c}$ is the number of train units in composition $c$. Each train service $\ell$ time duration is given by $\beta_{\ell, t}$, which takes value 1 , if train service $\ell$ is rolling at period $t$; 0 , otherwise. Similarly, $\xi_{s, s^{\prime}, t^{\prime}, t}$ gives information about performance time of an empty train service, which departed from $s$ during $t^{\prime}$ and is going to $s^{\prime}$. For composition changes and rotations there are similar parameters with the information regarding the operation time duration, $\mu_{s, t^{\prime}, t}$ and $\gamma_{s, r^{\prime}, t}$, respectively.

$$
\begin{align*}
& c c_{s, t}^{c, c^{\prime}}=\epsilon_{s, t}^{c, c^{\prime}}+\delta \epsilon_{s, t}^{c, c^{\prime}} \quad \forall s \in S C, \quad t \in T, \quad c, c^{\prime} \in C  \tag{16}\\
& y t_{s, t_{i}}^{c}=y t_{s, 0}^{c} \quad \forall s \in S C, \quad c \in C  \tag{17}\\
& y t_{s, t_{s}}^{c}=y t_{s, \infty}^{c} \quad \forall s \in S C, \quad c \in C \tag{18}
\end{align*}
$$

Constraints (16) count the number of composition changes in every depot station and during each time period. Note that for all the composition changes that are not physically possible (i.e., due to composition incompatibility), the variables $\epsilon_{s, t^{\prime}}^{c, c^{\prime}}, \delta \epsilon_{s, t^{\prime}}^{c, c^{\prime}}$ are fixed to zero value. Constraints (17) and (18) denote that the inventory during the initial and final period must be equal to the scheduled one during those time periods, respectively. $t_{i}, t_{f}$ are the initial and final time periods in the planning period, respectively. $y t_{s, 0}^{c}, y t_{s, \infty}^{c}$ are the train inventory at depot stations at the initial time period and the final time period in the planning period, respectively.

## 5. Computational experiments

Our experiments are based on realistic cases drawn from RENFE's regional network in Madrid for 2008 (Fig. 1). This network is composed of 10 different lines with almost 100 stations, carrying more than one million passengers every day. The network has double tracks on all segments.

We used for our tests a personal computer with an Intel Core 2 Quad CPU at 2.83 GHz and 8 GB of RAM, running under Windows 7 64-Bit, and we implemented the models in GAMS/Cplex 12.1.

The disrupted network. Our case study features a disruption where one of the two tracks between two stations is blocked: trains in different directions must share the remaining track. Also, some trains that were supposed to pass may turn back instead of entering the disrupted segment. The disruption starts at 8:00 a.m. and it lasts 120 min .

The disrupted segment is only used by trains belonging to the C5 line. The alternative paths for passengers of the C5 line include trips on the lines C3, C41, C42 and C5 (run by RENFE) as well as trips on the Metro network (run by another operator). Therefore we restrict the network to these lines only. The restricted network, depicted in Fig. 2, features 46 station, and about 12,000 trips in 760 timetable services. About 530,000 passengers use the restricted network, 47,000 of which are directly affected by the disruption.

The frequency on the $C 5$ line is rather high: there is a train service every 3 min in the peak hours and every 10 min in the off-peak hours. Lines C3, C41 and C42 have a slightly lower frequency: trains in the peak hours run every 6 min and every 16 min in the off-peak hours. The considered lines are served with two train units types with a capacity of 588 and 757 , respectively. Trains in the Metro system run every 3 min and we assume that they have unlimited capacity.


Fig. 1. RENFE's rapid transit network around Madrid.


Fig. 2. Network topology while the blockage is active.

The proposed model decides on the schedule both for the disruption period and for the forthcoming recovery plan. Trains can be canceled during the entire time horizon. As the cancellation costs are very high, they will only occur when they are unavoidable. However, there also exists the possibility of scheduling additional emergency services in order to maintain the offered capacity in the non-disrupted areas. All in all, the disrupted area is likely to see a reduced number of timetable services, and the passengers will take this into account in their path selection.

Passenger demand split. The disruption has no direct effect on the passengers of lines C3, C41 and C42; they will just stick to their intended path. Passengers of line C5, however, may have multiple traveling options: they can remain in the line C5 waiting for a direct or indirect train; they also can make use of lines C3, C41 and C42 as well as of the Metro network. Depending on their origin and destination, passengers of line C5 may choose any combination of these mentioned alternatives. For example, they may use line C5, then transfer to line C41, and finally come back again to line C5 for the last part of their journey.

In an undisturbed scenario the entire demand is covered by the passenger services. Once the disruption has started, we compute the new passenger demand with the multinomial logit model. Consequently, an anticipated schedule is needed. This anticipated schedule is obtained considering the following: the demand is asymmetric and the track capacity is reduced. The best schedule for passengers would be the one providing proportionate frequency values to the demand in each direction. Then, once the track capacity and the demand to be attended (in an undistrubed scenario) are known, the anticipated timetable is provided to the multinomial logit model.

In our case study, the multinomial logit model gives the following output. In total, $26.2 \%$ of the demand in line C5 choose to stay in line C5; $44.3 \%$ will go through a combination of lines C5 and lines C3, C41 and C42; finally, $29.5 \%$ of the demand will go for a combination of line C5 and the Metro network.

### 5.1. Recovery solutions

In this section we solve the integrated optimization model for the presented disrupted network. The model's objective function is a combination of different terms, their relative importance can express different overall managerial goals. Below we consider the same disruption with several different objective weight settings, and we discuss the corresponding optimal solutions.

The optimization model can make timetabling decisions (cancellation of existing services or insertion of emergency services) as well as rolling stock decisions on the disrupted line C5. In addition, the model may change the rolling stock schedules of the undisrupted lines C3, C41 and C42 in order to adjust the train capacities to the elevated demand figures. We do forbid, though, the cancellation of any of the C3, C41 and C42 services.

Line C5 is independent from lines C3, C41 and C42, they do not share any rolling stock resources. Therefore the optimization model decomposes into two independent subproblems: one for the disrupted line C5, and one for the undisrupted
lines C3, C41 and C42. Below we present the solutions of the two subproblems. The detailed solutions for each of the subproblems are presented in the Appendix A.

We solve five different variants of the ITRSRM model. Table 1 summarizes our results by letting each column represent one of the five ITRSRM solutions. Each column contains six characteristics of the given solution. Rows TSOC and EMOC give the total operational costs for passenger train services and empty movements, respectively. Row DP gives the number of denied passengers. SC is the number schedule changes which is a measure to estimate how easy is it for the operator to implement the recovery plan; SC accounts for rolling stock changes, empty movements changes and cancellations. Finally, row ST gives the solution time in seconds.

We want to emphasize that the optimization model considers arc-based demand figures. Therefore, the number of denied passengers will also be arc based. However, this is a heuristic approach since a denied passenger would still be counted by the model on the following arc. Row DP-est is the number of denied passengers as estimated by the optimization model, while row DP gives the exact number of denied passengers and is calculated in a post-processing step.

The solution $P \& O$ arises by minimizing the combination of passenger and operator costs (i.e., all the terms in the objective function).

The solution $P \& O-R S$ is obtained by minimizing the combination of passenger and operator costs subject to the additional constraint that all non-canceled services must keep their originally planned rolling stock composition. That is, the model can only cancel trains or add emergency services.

The solution $P \& O-R S-E M$ is similar to $P \& O-R S$; the additional constraint is that non-canceled empty trains must be unchanged compared to the undisrupted schedule.

The solution Operator is obtained by minimizing the operator's costs only.
Finally, the solution Pax is obtained by minimizing the number of denied passengers (DPs) as a sole objective. Rolling stock related costs are not taken into account and we assume an unlimited fleet size. In fact, the solution uses more than 300 empty movements. The objective value of Pax is a reference lower bound for the passenger service quality of the other, more realistic, solutions.

We first notice that the lowest possible DP is very well approached whenever the passenger costs are part of the objective (solutions $P \& O, P \& O-R S$ and $P \& O-R S-E M$ ). The service quality deteriorates slightly as we impose more and more restriction on the schedules. Solution Operator, on the other hand, results in almost 15,000 denied passengers, eight times more than what is achieved in the other solutions. We will elaborate on the gap between DP and DP-est below in Section 5.2.

The operational costs (TSOC and EMOC) do not show much variation. As one may expect, Operator is the best, but P\&O, $P \& O-R S$ and $P \& O-R S-E M$ ) are reasonably close to it. Solution Pax cannot be compared to the other ones as it uses unlimited rolling stock and a huge number of empty movements.

The ease of the recovery process is measured by the number of schedule changes (SCs). The results are conform with our intuition: solutions $P \& O-R S-E M, P \& O-R S$ and $P \& O$ have increasingly more freedom to change the schedules, and they indeed use this freedom to reach a better service quality. Based on preliminary discussions with practitioners, the SC values of 2540 all have a good chance to be implementable in practice. Solution Operator needs an even higher SC in order to improve slightly on the operational costs. Solution Pax has little practical value.

The solution times (STs) range from a few seconds to a few minutes. Therefore the proposed model fits well in the time frame of real life disruption management.

### 5.2. Comparison of PEO and Operators

In this section we have a closer look at two radically different solutions: $P \& O$ and in Operator. We omit $P \& O-R S$ and $P \& O$ $R S-E M$ because their characteristics are very similar to those of $P \& O$.

Figs. 3 and 4 depict the passenger demand as a function of time; Fig. 3 belongs to P\&O, Fig. 4 belongs to Operator. Each chart contains two curves: the higher curve indicates the sum of all passenger demand figures at a given time, while the lower curve shows the denied passenger demand at that time.

The denied demand in solution $P \& O$ (Fig. 3) is indeed a very small fraction of the whole demand. This gives an empirical validation for our passenger modeling approach: in spite of the simple per-arc demand structure, the model treats the overwhelming majority of passengers accurately; in fact, the assigned capacity covers most of the passenger demand. This validation does not hold for the case of Operator (Fig. 4). By disregarding the altered passenger demand pattern, the model

Table 1
Recovery solutions.

| Item | P\&O | P\&O-RS | P\&O-RS-EM | Operator |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| TSOC | 166338.06 | 165880.1 | 166778.86 | 163677.74 |  |
| EMOC | 6984.63 | 2254 | 6900.07 | 5537.27 | 188241.2 |
| \#DP | 1839 | 5938 | 2692 | 219833.66 |  |
| \#DP-est | 5221 | 30 | 7147 | 53578 |  |
| \#SC | 40 | 114 | 69 | 45 | 4876 |
| ST | 206 |  |  | 38 | 982 |



Fig. 3. Passenger demand in the solution $P \& O$ : number of requested trips (higher curve) and number of denied trips (lower curve).


Fig. 4. Passenger demand in the solution Operator: number of requested trips (higher curve) and number of denied trips (lower curve).
chooses insufficient train capacities and thereby heavily overestimates the number of denied passengers. Even the correct DP value is very high, denied passengers constitute a significant part of the total demand.

The inclusion of passenger costs guides the model towards a good timetable as illustrated by the following observation. The disrupted line segment allows for one train at a time to pass. Table 2 shows how many trains per direction are scheduled in the two considered solutions. The undisrupted solution is asymmetric, so is the demand: there are more trains from the suburbs towards the city center during the morning rush hour. Solution $P \& O$ maintains the same pattern, even though the number of passing trains is reduced. However, solution Operator behaves differently because the disruption appears to create a relative rolling stock shortage on the suburban side.

Finally, we analyze the price of the recovery plan $P \& O$ as compared with the original rolling stock assignment. The results are summarized in Table 3. We give more details about the solutions in Appendix A.

The recovery schedule has lower operating costs for train services which follows from the fact that some train services are canceled. On the other hand, the recovery schedule has higher empty movements costs because more empty movements are needed in order to match capacity requirements and rolling stock resources. By definition, the original schedule has no schedule changes. Finally, we notice that the recovery schedule needs a higher computational time, among others due to the additional complexity of the timetabling decisions.

### 5.3. Iterative use of the two-step approach

The results in Sections 5.1 and 5.2 arise from a single use of the two-step approach where the passenger demand is computed for an anticipated fictitious timetable. Recall that the passengers' path choice depends on the timetable but not on the rolling stock assignment. One may wonder how stable is this demand: does the optimized timetable lead to another travel path choice than what we anticipated?

In order to answer this question, we embed the basic two-step algorithm in an iterative framework. The first iteration is what we have done so far. In each subsequent iteration, we re-compute the passenger path choice based of the last iteration's timetable. The results in this section are limited to the objective of $P \& O$.

It turns out in our computational experiments that the passenger demand barely changes after the first iteration. When compared to the first iteration's passenger path choice, as few as 619 passengers decide to choose a different path in the second iteration; this is very little compared to the 47,000 passengers of the $C 5$ line during the disruption. The 619 passengers are roughly equal to the capacity of just one rolling stock unit. Spread over a 2 -h time period and 23 departure stations, the 619 passengers may very well be less than the daily fluctuation of the passenger numbers.

Figs. 5-7 give some deeper insight of these numbers by showing the passenger demand spread in time (during the disruption) for the first two iterations. Figs. 5 and 6 plot the demand for two particular alternative routes (namely: the combination of lines C5 and C41/C42, and the combination of line C5 and the Metro network, respectively). Fig. 7 shows the demand that remains on line C5. Mind that the graphs have different vertical scales.

There are two curves in each of the graphs: The lighter gray curve represents the demand in the first iteration and the black one the demand in the second iteration. The vertical difference between the curves never exceeds the value of 300 . As a consequence, the second iteration leads to a timetable and rolling stock schedule that is almost identical to the output of the first iteration. The changes of the second iteration's solution, as compared to the first's, are as follows:

- The two timetables run the same set of services; seven emergency services are shifted by 3 min, and one service is shifted by 7 min .
- There are no rolling stock changes.
- The second iteration has 1718 denied passengers. That is, 121 additional passengers are able reach their destination within the restricted network; these passengers were denied in the first iteration.
- The total travel time for passengers during the disruption is similar in both iterations: in the first iteration it was 742561.5 min and in the second one it is 743972.5 min . However, the total travel time before the disruption was $623,910 \mathrm{~min}$. Obviously, the total travel time is increased during the disruption. Regarding the average travel time per passenger we have that it was 13.27 min before the disruption, 16.18 min in the first iteration and 16.25 in the second iteration (this average travel time is obtained for passengers traveling from 8:00 a.m. to 10:00 a.m.).

The virtually immediate stabilization of the iterative approach is largely due to a successful initial estimation of the train frequencies on the disrupted segment. More complex disruptions and severe rolling stock limitations may result in timetables that cannot match the initially estimated train frequencies. In such cases the iterative framework is likely to be essential in order to obtain a realistic passenger path choice.

Table 2
Frequency values in line C5 between VIAL and OR.

| Direction | Operator | P\&O | Undisrupted |
| :--- | :--- | :--- | :--- |
| VIAL $\rightarrow$ OR | 20 | 22 | 35 |
| OR $\rightarrow$ VIAL | 22 | 18 | 30 |

Table 3
Recovery and original planning.

| Schedule | TSOC | EMOC | \#SC | \#DP |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Recovery | 166338.06 | 6984.63 | 40 | $5221(1839)$ |
| Original | 167937.28 | 5355.87 | - | - |



Fig. 5. Passenger demand in the first and second iterations for the combination of lines C5 and C41/C42.


Fig. 6. Passenger demand in the first and second iterations for the combination of line C5 and the Metro network.

### 5.4. Summary of the computational results

The proposed algorithmic framework allows us to find solutions for rather different managerial goals in a matter of minutes. The solution $P \& O$ turns out to provide a particularly good balance between the optimization criteria: the passengers' costs and the operator's costs are simultaneously brought near to their respective lowest possible values.

When the passenger costs are part of the objective function, the denied demand turns out to be a very small part of the whole demand. This gives an empirical validation for our passenger modeling approach in that the model treats the overwhelming majority of passengers accurately.

In order to better capture the dynamic nature of the passengers' path choice, we implement our basic two-step algorithm in an iterative setting. The iterative framework does not improve the solution quality significantly in our experiments. The first iteration appears to estimate the passenger behavior well enough. Consequently, there are barely changes in the schedule of the second iteration. We do believe, though, that more complex disruptions may benefit from multiple iteration.


Fig. 7. Passenger demand in the first and second iterations for the line C5.

Table 4
Line C5 recovery solutions.

| Item | P\&O | P\&O-RS | P\&O-RS-EM | Operator | Pax |
| :---: | :---: | :---: | :---: | :---: | :---: |
| TSOC | 78186.26 | 78042.58 | 78941.34 | 76097.26 | 87195.88 |
| EMOC | 2775 | 3874.84 | 2809.24 | 1788.32 | 125095.14 |
| \#ES | 36 | 30 | 36 | 10 | 43 |
| \#CC | 24 | 20 | 22 | 18 | 68 |
| \#CT | 25 | 24 | 25 | 17 | 28 |
| \#DP | 1116 | 1435 | 1873 | 13228 | 881 |
| \#DP-est | 3138 | 3535 | 4744 | 48465 | 2822 |
| \#RSC | 6 | 0 | 0 | 14 | 121 |
| \#EMC | 4 | 6 | 0 | 4 | 396 |
| ST | 164 | 85 | 40 | 16 | 150 |

Table 5
Solutions for lines C3, C41 and C42.

| Item | P\&O | P\&O-RS-EM | Operator |  |
| :--- | :--- | :--- | :--- | :--- |
| TSOC | 88151.8 | 87837.52 | 87580.48 |  |
| EMOC | 4209.63 | 4090.83 | 3748.95 | 101045.32 |
| \#CC | 32 | 34 | 32 | 94788.52 |
| \#DP | 723 | 819 | 1746 | 132 |
| \#DP-est | 2083 | 2403 | 5113 | 4 |
| \#RSC | 2 | 0 | 4 | 2031 |
| \#EMC | 3 | 0 | 6 | 132 |
| ST | 42 | 29 | 22 | 305 |

Table 6
Line $C 5$ recovery and original planning.

| Schedule | TSOC | EMOC | \#CC | \#CT | ST |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Recovery | 78186.26 | 2775 | 24 | 25 | \#DP |
| Original | 80099.76 | 1265.04 | 20 | - | $3138(\mathbf{1 1 1 6 )}$ |

Table 7
Lines C3, C41 and C42 recovery and original planning.

| Schedule | TSOC | EMOC | \#CC | \#CT | \#DP |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Recovery | 88151.8 | 4209.63 | 32 | - | $2083(723)$ |
| Original | 87837.52 | 4090.83 | 34 | - | - |

## 6. Conclusions

In this paper we study the recovery problem of rapid transit networks. When dealing with a disruption, the operator wants to offer a good service quality service while the system is being recovered to the original planning.

The main contribution with respect the literature is that the approach decides on the timetable and on the rolling stock schedule using an integrated optimization model accounting for the passenger demand behavior. In contrast, the majority of the related literature on railway resource rescheduling does not deal with changing demand patterns. Therefore this paper considers an integrated timetabling and rolling stock recovery model that also accounts for passengers. We propose a twostep approach to adjust the timetable and the rolling stock assignment, and we explicitly take the passengers' reaction to the disruption into account. Our approach first computes the anticipated passenger demand. Then the integrated timetabling and rolling stock scheduling problem as a Mixed Integer Linear Programming model. Further, we embed the two-step approach in an iterative framework.

In computational tests on realistic instances of RENFE, our method is able to find solutions with a very good balance between the managerial goals. Preliminary discussions with practitioners revealed that the solutions captured all important real-life restrictions, and have a good chance to be implementable in practice. Our computational times amount to a few minutes which is sufficiently close to the needs of real-time decision making. This is a great advantage with respect to the current system of manual re-planning where planners work under great time pressure.

In our future research we are going to embark on a deeper study of Pareto optimal solutions in order to give the operator a wider and deeper insight in the different recovery solutions depending on the objective function terms weights. Further research needs to refine the multinomial logit model in order to better capture the passengers' behavior. For this purpose more real-life data must be gathered and studied. Another quite challenging option would be to develop an optimization model to deal with the complex interaction of timetable, rolling stock and passengers.
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## Appendix A. Detailed results

The following tables display the detailed results for each of the subproblems. Table 4 shows computational results for line C5 and Table 5 for lines C3, C41 and C42.

We add some new information: the number of emergency services (\#ES) and the number of composition changes (\#CC). SC are disaggregated into the number of canceled trains (\#CT), the number of Rolling Stock Changes (\#RSC) and the number of Empty Movements Changes (\#EMC).

Lacking the option to cancel trains in lines C3, C41 and C42 the solution for column $P \& O-R S$ - $E M$ gives rise to the very same schedule as the one operated under normal (undisrupted) conditions. For this solution, there are substantially more denied passengers than in Pax or even in $P \& O$. This is because the offered capacity in a normal scenario is not enough to accommodate the additional demand.

Tables 6 and 7 compare the recovery and original planning for lines C5 and C3, C41 and C42, respectively.
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