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Abstract 
On-line recognition differs from off-line recognition 

in that additional information about the drawing or- 
der of the strokes is available. This temporal infor- 
mation makes it easier to recognize handwritten texts 
with an on-line recognition system. In this paper we 
present a method for the recovery of the stroke order 
from static handwritten images. The algon’thm was 
tested by classifying the words of an off-line database 
with a state-of-the-art on-line recognition system. On 
this database with 150 different words, written by four 
cooperative writers, a recognition rate of 97.4% was 
obtained. 

1 Introduction 
In the past, on-line and off-line character recogni- 

tion technologies had evolved independently. On-line 
data are essentially temporal whereas off-line data are 
spatial. This fundamental difference led therefore to 
separate developments. Recently however, it has been 
realized that the two technologies can cooperate and 
eventually be combined to compensate the weaknesses 
of each other. The general idea is to convert the data 
from one representation to the other and apply the 
two technologies to two representations of the same 
data. The results can then be combined to improve 
the reliability. 

The conversion from on-line to off-line representa- 
tion is a relatively simple process (see [8, lo], for in- 
stance . 

d 
Therefore the off-line techniques are almost 

imme iately available for on-line recognition. The re- 
verse is much more complicated. Converting off-line 
to on-line representation is a kind of inverse problem, 
which is known to be difficult and not always possible. 
Nevertheless, some attempts have been made [6, 2, 71. 

In this paper, we present our studies of converting 
off-line to on-line representation. Our works consist of 
two parts, namely, the conversion algorithm (Section 
2) and the testing of the converted off-line data by an 
on-line system (Section 3). 

2 Algorithm 
The main idea behind our reconstruction algorithm 

is to formulate it as a graph search problem. Singular 
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points of the word, e.g. end points and T-joints, are 
associated to the nodes of a graph. Strokes connect- 
ing singular points are assigned to the corresponding 
edges. The reconstruction is defined as the process of 
building a sequence of strokes, i.e. choosing a path of 
the graph! which should correspond to the (natural) 
usual wrrtmg order. Accordingly, we have to solve the 
following three problems: construct the graph repre- 
sentation of the word (Section 2.1), define the likeli- 
hood criteria Section 2.2), and search the best path 
in the graph ( Lb ection 2.3). 
2.1 Graph representation of the word 

Since the graph representation of the word is an in- 
termediary step towards the reconstruction and recog- 
nition, we first perform some standard preprocessing 
operations. The preprocessed image is then thinned. 
Singular points are detected, and thin strokes between 
them traced. These data are finally mapped to a 
graph yielding a. symbolic representation of the word. 
These operations constitute the graph building pro- 
cess. However, durin its development, we observed 
that a long worcl can gb e reliably split into its compo- 
nents by vertical cuts. The cutting drastically reduces 
the complexity of the graph search procedure because 
only subgraphs are involved instead of the graph of 
the whole word. 

Two main preprocessing operations are slant cor- 
rection and base line detection. Slant is corrected 
through a shear transformation after estimating the 
slant angle [4]. The four baselines, that split the word 
into an upper, middle and a lower area, are found by 
analyzing the bo’unding box and the horizontal pro- 
jection of the wo:rd. The four lines are used in a later 
step of the conversion process. 

Thinning an image produces its skeleton but un- 
fortunately also artefacts, see Fig. 1. Therefore, the 
skeleton has to be filtered to remove disturbing spikes 
(Fig. 1). 

The resulting thinned image is split vertically at 
each column in the word where there is only one black 
pixel. At these positions we can assume that the writer 
passed from left to right once and then did not go back 
any more. With this assumption a reliable segmenta- 
tion can be obtained very easyly (Fig. 2). Each of 
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Figure 1: An example of spike added by the thinning 
algorithm. 

N3 
edges attributes 

e0 ( N,N,N,N,E,N,E,E,S,E,S,S,S,W,S,W,W,W 
el E,E,E,N,E,N,N,N,W,N,W,W,S,W,S,S,S,S 
e2 s, s  
e3 N,N 
e4 w,w,s,w 

e5 E,N,E,E 
e6 S,S,S,S,S,S,E,S,E,E,N,E,N 

i e7 s,W,s,W,W,N,W,N,N,N,N,N,N 

Figure 3: The representation of the skeletonized com- 
ponent by a directed, attributed graph 

these new generated components can now be treated 
separately. 
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Figure 2: The word ‘shuffle’ is split into 10 compo- 
nents that can be treated separately. 

In the next step the components of skeletonized 
word can be represented by a directed attributed graph. 
All points with more than two or less than two neigh- 
bors are nodes while the points between two nodes 
are described in the graph by an edge. In this way an 
edge represents one single stroke without any cross- 
ing points. Again we can assume that each stroke 
was completely drawn before another or parts of an- 
other stroke were drawn. Since we do not know in 
which direction a stroke was drawn it is represented 
in our directed graph by two edges with opposite di- 
rections. An edge contains! for each point of the cor- 
responding stroke, an attribute that encodes the di- 
rection of the stroke at this point. Working with a 
four-connected neighborhood we have four possible di- 
rections: {N,E,S,W} (North, East, South, West). 
Figure 3 shows the graph and its representation for 
the component of Fig. 1. 

2.2 Likelihood criteria 
The problem of finding the drawing order of a word 

can now be expressed as searching, for each compo- 
nent of the word, the most likely path, and combining 
them to one single path. The paths are combined by 
concatenating them in the left to right order of the 
corresponding components. 

To find the most likely path we have to define crite- 
ria that allow a measurement for a path. Many differ- 
ent criteria have been proposed in literature. Follow- 
ing an approach in [5] we distinguish between global 
and local criteria. The global criteria are dealing with 
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Figure 4: The complete stroke length of the word on 
the left side is smaller than the one on the right side, 
so this writing order is more likely. 
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Figure 5: Loops in the middle or upper area are nor- 
mally drawn in counter clockwise order while loops in 
the lower area are drawn in clockwise order. 

the whole word. 

writing direction: Writing direction is from 
left to ri ht, that means, writing starts in the left 
part oft 1 e word and ends in the right part. 

path minimization: The length of the com- 
plete path should be minimal. Like other human 
movements, the drawing movement is controlled 
by an attempt to minimize the energy needed to 
produce it (Fig. 4). 

In contrast to the global criteria the local ones are 
only taken into consideration in small areas, for exam- 
ple around crossing points: 

l continuity criterion: The continuity criterion 
is based on the assumption that the script fea- 
tures do not change rapidly following a line in 
the drawing order. In our work, the criterion is 
restricted to the new direction at a crossing point. 
This means that the angle between the old and 
the new stroke should be small. 

l direction of loop drawing: Depending on their 
position, loops are usually drawn in clockwise (for 
loops in the lower part of the word) or in counter- 
clockwise order (for loops in the upper or middle 
part of the words) (Fig. 5). 

For each of these criteria we define a cost function 
that is minimum when the traversing path represents 

4 b) 

Figure 6: Thle traversing order with the strong restric- 
tion for a valid path (Fig. a) and the released (Fig. 
b). 

a natural drawing order, and takes on large values oth- 
erwise. The cost of a path is defined as the weighted 
sum of partial costs that are evaluated using the at- 
tributes of the graph. For further details see [l]. 
2.3 Graph search 

The graph isearch is based on the standard best-first 
search algorithm. However, due to the formulation of 
the problem, some additional restrictions on the path 
have to be imposed. 

A path h,as to be complete. In a path found, ev- 
ery line of the word has to be included. Since a 
stroke is represented by two opposite edges, this 
means that for all strokes at least one of their two 
opposite edges should be part of the path. 

The path has to be valid. On a valid path an 
edge is used only once. This does not mean that 
a stroke can not be drawn twice. Since each 
stroke is represented by two edges it is possible 
to traverse a stroke twice, but only in opposite 
directions. This is necessary for many letters, e.g. 
letter ‘n’ where the first vertical line is normally 
drawn twi’ce, i.e. downwards and upwards. But 
it is not alllowed to draw a stroke twice in the 
same direction. Because of digitalization effects, 
however, it can be necessary that a stroke has to 
be drawn twice in the same direction as Fig. 6 
shows; otherwise a natural drawing order could 
not be recovered. Therefore this restriction is re- 
leased for shorter strokes. 

As potential start nodes for the gragh search, the 
nodes representing singular points at the left side of 
the component are taken into consideration. From 
these start nodes all paths are recursively built up and 
costs are evaluated. A path is registered as a possible 
solution when it is complete and valid. It is easy to see 
that the complexity of this graph search is exponential. 
Already for short words the number of possible paths 
can become quite huge as Table 1 shows. Therefore 
the graph search had to be expanded by a best- first 
search with integrated pruning. With the presented 
splitting of the words into separate components the 
search complexity can be decreased even more. In the 
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last column of Table 1 the number of possible paths 
for each component is presented. 

3 Experimental Results 
For our experiments we worked with a database 

we already used for the test of an off-line recognition 
system [3]. In this database the data was produced by 
cooperative writers. That is, we asked our writers to 
adhere as closely as possible to the writing style taught 
to first grade pupils at Swiss elementary schools. The 
vocabulary contained 150 randomly selected English 
words (see Table 2) and was written by five writers 
four times. These four sets were split into two groups 
where three sets of one writer were put to a training 
sample and the remaining one to the test sample. We 
made three different experiments, all of which using 
a state-of-the-art on-line recognition system [9], but 
trained on different databases: 

Recognition of the reconstructed test data with 
the system that was trained with real on-line 
data[9] (ORIG). 

Recognition with the same system as in experi- 
ment 1, but it was re-trained with the training 
samples of our database (CONT). 

Recognition with the system that was only 
trained with the data from our training samples 
(NEW). 

Additionally we worked with two different dictio- 
naries, namely, the Unix spell checker (containing 
about 25’000 words) extended by 15 of our 150 words 
that are not in it, and our own dictionary containing 
exactly 150 words. They are referred to as ‘Unix+’ 
and ‘our’ in Table 3. 

As one can see, the best result (97.4%) was achieved 
with the system that was trained with real on-line data 
and re-trained with our training samples. It is inter- 
esting to note that with our previous off-line recogni- 
tion system [3], we obtained on this database a recog- 
nition rate of 98.0% which is similar. It may therefore 
be concluded that the conversion algorithm does pre- 
serve most of the discriminant information. Moreover, 
since the representation is different, it suggests that 
the results may favorably be combined with those ob- 
tained by the off-line recognizer to further improving 
the recognition rate. 

4 Conclusion 
We have presented a temporal reconstruction algo- 

rithm based on graph search. The input image is first 
preprocessed to compensate for various geometric vari- 
ations. Thinning is then applied the result of which al- 
lows the construction of a graph whose nodes represent 
singular points and edges-correspond to strokes. The 
best path in the grauh is defined as the one that min- 
imises the cost OF both global and local criteria while 
satisfying some hard constraints, such as no strokes are 
left out. The algorithm is applied to a collection of off- 
line handwritten data, and the reconstructed ‘on-line’ 
data are then used in various recognition experiments. 
These results can be used, in combination with off-line 

results, to improving the recognition rate and/or reli- 
ability. 
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Word Simple graph Hest-hrst with I’r unmg and 
search pruning segmenting (x7) 

car 1’040 283 1 1 32 1 1 6 1 43 
edit 40’572 8’870 9, i, l!j)8,‘1,‘133 (3421 
day 77’578 21’606 61, 210, 2’662 (2743 
able 186’572 21’248 4, 1, 11, 7, 13, 113 (149 
deep 246’234 58’494 41, 21, 15, 14 (91 
lazy 295’018 23’434 13, 29, I., 80, 261 (384 

Table 1: Complexity of the graph search for a few words 

able 
balance 
car 
day 
earth 
follow 
garage 
high 
ignore 
jealous 
ketchup 
IWdy 
maintain 
narrow 
obsolete 
padd 
quarrel 
ready 
script 
thread 
umbrella 
vague 
water 
xylonite 
yacht 
ZIPPer 

accomplish 
broom 
CElS”4 

deep 
edit 
free 
general 
honey 
illegible 
jewel 
kind 
listen 
merchandise 
neglect 
office 
photograph 
queen 
recommend 
shuffle 
transfer 
unlock 
vegetables 
wear 
xylophone 
yield 
zoom 

ll- 
avenue afternoon 
busy beneficial 
celebrate chance 
discover decide 
expensive easy 
furniture familiar 
grill gesture 
hurry harbour 
index identical 
joke jacket 
knock kettle 
luxury legal 
mighty man 
night name 
oscillate obtain 
please paper 
quick quantum 
riddle remember 
splendid sample 
typical telephone 
upward uncertain 
vote very 
wide which 

YO”“!z yawn 
zebra 

Set :? 
agree 
blood 
cheap 
disappomt 
empty 
fetch 
ghost 
help 
illuminate 
journey 
key 
kSS0” 

moderate 
naughty 
omit 
persuade 
question 
return 
school 
this 
unique 
visible 
window 

yes 
zero -- 

although 
breath 
cigarette 
dream 
evening 
fiction 
give 
highway 
incomplete 
judge 
kidnap 
lunch 
morning 
nobody 
opposite 
pretend 
quiver 
rise 
silent 
tough 
usually 
vision 
woman 

yesterday 

Table 2: The 150 used words of our vocabulary 

Recognizer Training 
iterations none 

J 

Table 3: Word recognition rates in percentage for the original (ORIG), the re-trained (CONT), and the newly 
trained (NEW) recognizer networks with different dictionaries. Unix+ is the original Unix dictronary extended 
by 15 of our 150 words which are not contained in it. 
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