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A b s t r a c t .  In this paper, we establish several recurrence relations satisfied 
by the single and product moments of progressive Type-II right censored order 
statistics from an exponential distribution. These relations may then be used, 
for example, to compute all the means, variances and covariances of exponential 
progressive Type-II right censored order statistics for all sample sizes n and all 
censoring schemes (R1, R2 , . . . ,  Rm), m < n. The results presented in the paper 
generalize the results given by Joshi (1978, Sankhy5 Ser. B, 39, 362-371; 1982, 
J. Statist. Plann. Inference, 6, 13-16) for the single moments and product 
moments of order statistics from the exponential distribution. 

To further generalize these results, we consider also the right truncated 
exponential distribution. Recurrence relations for the single and product mo- 
ments are established for progressive Type-II right censored order statistics 
from the right truncated exponential distribution. 

Key words and phrases: Progressive Type-II right censored order statistics, 
single moments, product moments, recurrence relations, exponential distribu- 
tion, right truncated exponential distribution. 

i .  Introduction 

The scheme of progressive censoring is a useful one in the realm of reliability 
and life time studies. Its allowance for removal of live units from the test at 
various stages during the experiment will potentially save the experimenter cost 
while still allowing for the observation of some extreme data. A number of authors 
have discussed inference problems for various distributions when da ta  are obtained 
by progressive censoring, including Cohen (1963, 1966, 1975, 1976), Mann (1969, 
1971), Gibbons and Vance (1983), Cohen and Whitten (1988), Cohen (1991) and, 
more recently, Viveros and Balakrishnan (1994). Balakrishnan and Sandhu (1995a, 
1995b) have also discussed some mathemat ica l  properties of the special set of order 
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statistics which are obtained through this progressive censoring in the special cases 
when failure times are uniformly or exponentially distributed. 

We begin with the following assumptions and notation: Suppose n indepen- 
dent items are put on test with continuous, identically distributed failure times 
X1, X2, •. •, X n .  Suppose further that a censoring scheme (R1, R2,..., Rm) is fixed 
such that immediately following the first failure, R1 surviving items are removed 
from the experiment at random; immediately following the first failure meter that 
point, i.e. the second observed failure, R2 surviving items are removed from the ex- 
periment at random; this process continues until, at the time of the m-th observed 
failure, Rm items are removed from the test at random. We will denote the m or- 

I r ( R 1 , R 2  . . . . .  R , - ~ )  y ( R 1 , R 2 , . . . , R m )  x ( R 1 , R ' ~  . . . . .  R m )  
dered observed failure times by "'l:m:~ , "~2:m:n , . . . ,  m : m : n  , 

and call them the progressive Type-II right censored order statistics of size m from 
a sample of size n with progressive censoring scheme (R1, R2 , . . . ,  Rm) .  It is clear 
that n = m + R1 + R2 + " "  q- Rm. If the failure times of the n items originally on 
test are from a continuous population with cumulative distribution function F ( x )  

and probability density function f ( x ) ,  then the joint probability density function 
v(n l ,R2  ..... rim) ,r(Rl,n2 ..... n,~) X ( n l , n 2  ..... n~) is given by (Balakrishnan and 

Ol .'k l:m: n , ~ 2 : r n : n  , • • • , m : m : n  

Sandhu (1995a)) 

(1.1) 
m 

fl,2 ..... ,~:m:n(x~,..., xm) = A ( n ,  m - 1) H f(xi)[1 - F(xi)] n~, 
i = l  

0 < X l < . "  < x m  < o c  

where A ( n , m  - 1) = n ( n  - R1 - 1)(n - R1 - R2 - 2)- . .  (n - R1 - R2 . . . . .  
P ~ - I  - m  + 1). Here, note that  all the factors in A ( n ,  m -  1) are positive integers. 
Similarly, for convenience in notation, let us define 

(1.2) A ( p , q )  = p ( p -  R1 - 1 ) ( p -  R1 - R2 - 2)- . .  

(p -- R1 - R2 . . . . .  Rq - q) 

for q = O, 1,. . . ,p  - 1 ,  

with all the factors being positive integers. 
In this paper, by assuming the underlying distribution of failure times is 

exponential, we derive recurrence relations for the single and product moments 
of the corresponding progressive Type-II right censored order statistics which will 
allow for the recursive computation of these moments for all sample sizes and all 
possible censoring schemes. We further generalize this result to right truncated 
exponential failure time distributions. The results which are obtained generalize 
the results given by Joshi (1978, 1982) for the usual order statistics from the 
exponential and right truncated exponential distributions. 

2. Recurrence relations for single moments--exponential distribution 

Let X1,  X 2 , . . . ,  X n  denote a random sample from the standard exponential 
distribution, that is, with probability density function f ( x )  --- e -x and cumulative 
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distribution function F ( x )  = 1 - e -~. The characterizing differential equation for 
the standard exponential distribution is f ( x )  = 1 - F ( x ) .  This relationship will 
be exploited in this section to derive recurrence relations for the single moments 
of exponential progressive Type-II right censored order statistics, which can be 
written from (1.1) as: 

(2.1) . (R1,R2 ..... -~m) (/~) 
P i : m : n  

= E [ X  (nl,n~ ..... nm)lk 
- -  L- - i :m:n  J 

= A ( n ,  m -  1) 

f f . . . /  x ~ f ( x l ) [ 1 -  [ '(xl)] n ~ f ( x 2 ) [ l -  P(x2)] "%-.. 

0<Xl<'"<;Trn <OO 

f ( x m ) [ 1  - F ( x m ) ] n ' ~ d x l  ' ' '  dxm• 

When k = 1, the superscript in the notation of the mean of the progressive Type-II 
right censored order statistic may be omitted without any confusion. 

THEOREM 2.1. For 2 <_ m < n and k >_ 0, 

(2.2) (R1 ..... n,~) (k+l) 1 1~, (R1 . . . . .  n m )  (~) 
#l:m:n - R1 + 1 [(k + "/k*l:rn:n 

t~  ( R I + R 2 + I , R a , . . . , R m ) ( k + I ) ~  
- ( n  - R 1  - 1 ) # 1 : m _ 1 :  n J, 

and for  m = 1, n = 1, 2 , . . .  and k >_ O, 

(2.3) (n_l)(k+l) k + 1, (n_l)(k) 
]Al:l:n - -  ~ l : l : n  " 

n 

PROOF. Relations in (2.2) and (2.3) may be proved by following exactly the 
same steps as those used in proving Theorem 2.2, which is presented next. 

R e m a r k  1. Although it has not been stated, it is true that the first pro- 
gressive Type-II right censored order statistic is the same as the first usual order 
statistic from a sample of size n, regardless of the censoring scheme employed• 
This is because no censoring has taken place before this time. However, these 
recurrence relations have been included in order to establish completeness even 
without this knowledge. 

T H E O R E M  2.2• 

(2.4) . (nl ..... rim) (~+1) 
tZ i :m:n 

For 2 < i < m -  l ,  m < n and k > O, 

1 . (nl ..... R~) (k) 
Ri + 1 [(k + 1),~i:~n:n 

- ( n -  R 1  - R2 . . . . .  Ri - i )  

• (R1 ,...,R~-I , R i + R i + x  +I,R~+2,...,Rm) (k+l) 
• ~ i : m - - l : n  

+ ( n -  R1 - R= . . . . .  P~-I - i + 1) 
• ( R I , . . • , R ~ - 2 , R ~ - I + R ~ + I , R ~ + I , . • . , R r n ) ( k + I ) ~  

• ~ i - l : m - l : n  ]" 
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PROOF. 

(2.5) 

Let us consider, subst i tut ing f ( x i )  = 1 - F(x~) into (2.1), 

~(R1,R2 ..... Rm) (k) 
i:m:n 

= A(n ,  m - 1) / / /  

I 

/xi-{-1 } 
• x~[l - F(xi)]R'+tdx~ f (x l ) [1  - F ( X l ) ]  R ' . ' '  

~JXi--1 
f(X~-l)[1 - F(xi-1)]R~-~ f ( x i+l ) [1  - f ( x~+l )]  R~+~ . . . 

f (xm)[1 - F(xm)]a '~dx l  ". .  d x i - l d x i + l " - "  dxm.  

Integrating the innermost integral by parts,  we obtain upon simplification, 

L ~i+l x/k[ 1 _ F(xi )]n~+ldxi  
i - - 1  

1 ; ~k+l _k+l r l  
- -  - -  - -  x i _  1 [ z  k + 1/,  xi+l  [1 - F ( x i + l ) ]  R i+ l  - f ( x i _ l ) ]  R '+I  

f x i + l  _k+i f l  f ( x i ) ] n i f ( x i ) d x i }  + (Ri + 1) ,,x,_~ xi t-'- - 

Subst i tut ing this into equation (2.5), we obtain 

~(R1 ..... Rm) (k) 
i:rn:n 

n -- R1 . . . . .  R i  -- ilz(R1,._,Ri_l,Ri+Ri+l+l,Ri+2,...,Rm)(k+l) 
= k + 1 ,-i:m--l:n 

n -  R1 . . . . .  R i - 1  - i + 1 

k + l  
Ri + 1/~(R~ ..... R~)(k+l) 

+ k +---T i:m:~ 

Rewriting the above equation, we obtain the relation in (2.4). 

( R 1 , . . . , R i - 2 , R i - I  + R i + I , R i + I , , , , , R , ~ )  ( k + l )  
f t i - l : m - l : n  

THEOREM 2.3. For 2 < m < n and k >_ 0, 

k + 1 (R1, ,Rm ~(k) ~t(R1,...,R.n-2,Rm-I+Rm+I) (k+l) 
(2.6) ~(mR..l~':'n 'R'0(k+l) - f f ~ ; -  1/A~n:m':'n " -~ m - l : m - l : n  

PROOF. The relation in (2.6) may be proved by following exactly the same 
steps as those used earlier in proving Theorem 2.2. 

Remark  2. Using these recurrence relations, we can obtain  all the  single mo- 
ments of all progressive Type-II  right censored order statistics for all sample sizes 
and censoring schemes ( R 1 , . . . ,  Rm) in a simple recursive manner. The recursive 
algorithm will be described in detail in Section 4. 
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3. Recurrence relations for product moments exponential distribution 

Using (1.1) we can write the (i, j ) - th  product moment of the progressive Type- 
II right censored order statistics as follows: 

(3.1) " (R1,R2 ..... R,,) ]~i , j :ra:n 

b-:, [ :~((R~ ,R2 ..... Rm)X(R1 ,R2 ..... Rm) 1 
= ~ t ' - i : m : n  ":~j:m:n J 

= A(n ,  m - 1) 

f/...f x : ~ : ( x i ) [ 1 -  F(x~)]R~:(x2)[1 - F(x~)) R~.. .  
O<Xl < . . . < x , n  <oo 

f(Xm)[l - F(xm)]R'~dxl ' ' '  dxm. 

In this section, assuming a standard exponential distribution for the failure 
times, we will again exploit the characterizing differential equation f ( x )  = 1 -  F ( x )  
to obtain recurrence relations for these product moments which will enable us 
to compute all the product moments of progressive Type-II right censored order 
statistics for all sample sizes and all possible censoring schemes. 

THEOREM 3.1. For 1 <_ i < j <_ m - 1 and m <_ n, 

(3.2) .(R~ ..... R ~ ) _  1 ~ (R1 ..... R , , ) _ ( n _ R I _ R 2  . - R j - j )  /~i,3:m:~ Rj + 1 tP~:,~:n - "  

( R I , . . . , R j - 1 , R j - F R j + I W 1 , R j + 2 , . . . , R , n )  
" ] ~ i , j : r n - l : n  

÷ ( n -  R1 - R2 . . . . .  R j -1  - j ÷ 1) 
( R 1 , . . . , R j - 2 , R j - ~ W R j - F 1 , R ~ + ~ , . . . , R , n ) ~  

" [ t i , j _ l : m _ l :  n ]" 

PROOF. For 1 < i < j < m -  1, from (2.1) and the fact that f ( x j )  = 

1-F(x~), 

(3.3) /~i:m:n" (R1,R2,...,R,~) 

1> f// 
O<x1.(...<xj_1<xj÷1<...<xm<oc~ 

f ( x ~ _ l ) [ 1  - F ( x j - 1 ) ] R ~ - I I ( x j + I ) [ 1  - F (x j+ l ) ]  R~÷I ' ' '  

f ( x , ~ ) [ 1  - F ( x ~ ) ] R ~ d x l  . . .  d x j _ l d x j + ~ . . ,  dx,~. 

Integrating the innermost integral by parts, we obtain 

~ x'+l [1 -- F(xj)]  Rj+ldxj  = xj+l[1 - F(xj+I)] R~+I - X j - l [ 1  - F(xj -1)]  R~+I 
5- -1  

+ (Rj + 1) :xj+~ xj[1 - F ( x j ) ] R J / ( x j ) d x j ,  
~' X j - - 1  
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which, when subst i tuted into equation (3.3), results in the following: 

_ _ j ~ ( R I , . . . , R ~ - I , R ~ + R ~ + I + I , R ~ + 2  ..... R ,~ )  
• (R1 ..... R . ~ )  _ ( n  - -  R 1  . . . .  R j  t~i:rn:n / i , j : m - l : n  

~ ( R 1 , . . . , R j _ 2 , R j - I + R j + I , R j + I , . . . , R , ~ )  
- -  ( n  - -  R 1  . . . . .  R j - 1  - j + ~ ) # i , j - l : . ~ - l : ~  

~\  (R1 , . . . ,Rm)  
+ ( R j  + t ) # i , j : m :  n • 

Upon rearrangement of this equation, we obtain the relation in (3.2). 

Remark  3. Notice tha t  Theorem 3.1 holds even for j = i +  1, wi thout  altering 

the proof, provided we realize tha t  • (a~,...,n~) . (n~,...,n~) (2) ]'$i,i:m:n ~ ]~i:m:n " 

T H E O R E M  3.2. For 1 < i < m - 1 and m < n, 

(3.4) . (R~ ..... n~) _ 1 ~ (nl,...,Rm) 
~,m:m:~ Re, + ~  t/~:~:~ 

+ (n - R1 - R2 . . . . .  R,~-I  - m + 1) 
]2 ( R1 ,R~ ..... R m -  2 , R ~ -  I + R,~ + I )] 

" i , m - l : m - l : n  J" 

PROOF. The relation in (3.4) may be proved by following exactly the same 
steps as those used earlier in proving Theorem 3.1. 

Remark  4. Using these recurrence relations, we can obtain all the product  
moments  of progressive Type-II  right censored order statistics for all sample sizes 
and censoring schemes ( R 1 , . . . ,  Rm). 

Remark  5. For the special case R1 . . . . .  Rm = 0, so tha t  m = n and all n 

usual order statistics Xl:n ,  X2:n, , Xn.n,  whose k-th moments are denoted • (k) 
" " " • ~ i : n  

for 1 < i < n and whose product  moments  are denoted #i,j:~ for 1 < i < j _< n, 
are obtained, the relations in Sections 2 and 3 reduce to the following: 

From equation (2.2): For k > 0, 

( k + l )  = ( k  + "'  (k) _ ( n  "" (1 ' ° '  '°)(~+1) /~l :n l ) ]£1:n  - -  l ) ~ l : n - l : n  " 

From equation (2.4): For 2 < i < n - 1 and k > 0, 

]~(k+l) ---- (k  -~- "" (k) _ ( n  .x (0,...,0,1,0 ..... 0) (k+l) 
i:n I ) ~ i : n  - -  $ ) ~ t i : n - l : n  

1 ~ (0,.. . ,0,1,0,.. . ,0) (k+l) 
+ (n - i + 1)#~_1:n_1: n 

where, in the superscript of the second term on the right hand side, the 1 is in the 
i- th position, and in the superscript of the third term on the right hand side, the 
1 is in the (i - 1)-th position. 

From equation (2.6): For k _> 0, 

~-n:n = 1 " ( k )  , (0,...,0,1) (k+~) . ( k + l )  ( k  .-[- )/'~n:n Jv I ~ n _ l : n _ l : n  • 
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Now, upon realizing tha t  if R1 = R 2  . . . . .  R j - 1  = 0, so tha t  there 
is no censoring before the t ime of the j - t h  failure, then the first j progressive 
Type-II  right censored order statistics are simply the first j usual order statistics, 
the above three relations simply reduce to the following results in the case of 

R1 = R2 . . . . .  / ~  = 0: 

,(k+l) ( k + ' ~  ( ~ ) - ( n  .~  (k+~) (i) - l :n  = l ) # l : n  - l)/tl:  n or 
~(k+l) k +  1 (k) 

l : n  - -  - - ~ l : n ~  /~ ~ 1;  

(ii) . (k+l) = (k + " '  (k) _ (n -- '~ (k+l) 1~, (k+l) ~i:n 1)#i: ~ z)#i: ~ + (n - i + " J ~ i - l : ,  or 

~(k+l) . (k+l) k + 1 . (k), 
i : n  = ]~i--l:n ~- 2 < i < n - 1; n - ~ l ~ : n  

and 

(iii) ,.(k+l) . (}+1) 1~- (k) n > 2. r'n:n = ]~n-l:n ~- (k  ~- J~n:n, 

These recurrence relations are the ones given by Joshi (1978). 
Following similar arguments,  subst i tut ing R I  = R2 . . . . .  R m  = 0 into 

equations (3.2) and (3.4) gives, for 1 <__ i < j _< n, 

~ i , j : n  - -  

1 

n - j + i #~:~ 
+ P i , j - l : n ,  

which is the relation given in Joshi (1982). 

4. Recursive algorithm exponential distribution 

Using the recurrence relations established in Sections 2 and 3, the means, 
variances and covariances of all progressive Type-II  right censored order statistics 
from the s tandard  exponential distr ibution can be readily computed as follows: 

, ( n - - l )  = 1 / n ,  n = 1, 2, Setting k = 0, equation (2.3) will give us the values ,~1:1:n . . .  
. (,-1) ¢2) = 2 / n  2, which in turn,  again using (2.3) with k = 1, will give us the values/~1,.1:n 

n = 1, 2, . . . .  Thus, all first and second moments with m = 1 for all sample sizes n 
will be obtained. Next, using equation (2.2), we can determine all moments of the 

(R1 ,R2) 
form #1:2:, , n -- 2, 3 , . . . ,  which can in turn  be used, with (2.2), to determine all 

• ( R 1 , R 2 )  (2) 
moments of the form/~1:2:n , n = 2, 3, . . . .  Equat ion (2.6) can then be used to 

(RI,R2) obtain ]~2:2:n for all RI, R2, and n _> 2, and these values can be used to obtain all 

moments of the form ' (RI,R2) (2) using (2.6) again. Equation (2.2) can now be used ~'2 :2 :n  

(R1,R2,n3) ,,(nl,R2,R3) (2) for all n, R1, R2, and R3 and (2.4) can again to obtain ~ l : 3 : n  , ~l:3:n 
(n~,R~,n3) ,,(RI,n~,R~) (~) Finally, be used next to obtain all moments  of the form P2:3:n , ~ 2 : 3 : n  ' 

• ( R 1 , R 2 , R 3 )  , ( R 1 , R 2 , R 3 )  (2) 
(2.6) can be used to obtain all moments  of the form ]~3:3:n , /~3:3:n " 

This process can be continued until all desired first and second order moments  
(and therefore all variances) are obtained. 

(R1 ..... R,~) From equation (3.4), all moments  of the form #m-l,m:m:n, m = 2, 3 , . . . ,  n, can 
be determined, since only single moments,  which have already been obtained, are 
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(R2,...,Rm) 
needed to calculate them. Then, using (3.2), all moments of the form/~i-l#:m:n , 
2 < i < m, can be obtained. From this point, using (3.4), we can obtain all 

(R1 ..... R~) 
moments of the form/~,~-2,,~:m:~, m = 3, 4 , . . . ,  n, and, subsequently, using (3.2), 

(R1 ..... R,~) 
all moments of the form l~ i_2 , i :m:n  , 3 < i < m.  Continuing this way, all the 
desired product moments (and therefore all covariances) can be obtained. 

R e m a r k  6. Means, variances and covariances of progressive Type-II right 
censored order statistics from the standard exponential distribution can be ob- 
tained explicitly, as described, for example, in Thomas and Wilson (1972) and 
Viveros and Balakrishnan (1994). Thus, this method of recursion is an alternative 
method, and can be used for any order moments. However, for many distribu- 
tions, explicit expressions for single and product moments of progressive Type-II 
right censored order statistics are not easily obtained, and this recursive method 
of computation will be very useful in such cases. This is the primary reason why 
such recursive methods have been developed for a variety of distributions for the 
usual order statistics; for example, see Arnold and Balakrishnan (1989). 

5. Recurrence relations for single momentsmright truncated exponential distribution 

In this and the following section, we will present recurrence relations for the 
single and product moments of progressive Type-II right censored order statistics 
from a right truncated exponential distribution which generalize the results pre- 
sented in Sections 2 and 3 of this paper. The results developed will, as mentioned 
earlier, generalize the results given by Joshi (1978, 1982) for usual order statistics. 
Proofs of the relations are similar to those presented earlier for the exponential 
distribution and will therefore be omitted. 

The probability density function for the right truncated exponential distribu- 
tion is given by: 

f ( x )  - p , 0 < x < P1, where P1 = - l n ( 1  - P). 

Here, 1 - P is the proportion of right truncation of the standard exponential 
distribution. Thus, the characterizing differential equation for this distribution is: 

f ( x )  = -fi - F ( x )  = - 1  + l -  F ( x ) .  

This equation will be exploited in order to derive the complete recurrence relations 
for the single and product moments of progressive Type-II right censored order 
statistics from a right truncated exponential distribution. 

THEOREM 5.1. For k >_ 0, 

(5 .1)  ]~1:1:1" (0)(k+l) = (k  -~- 1)~1:1:1 - - 1 
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THEOREM 5.2. For  n > 2 and k >_ O, 

( 5 . 2 )  . (n-1)(k+l) _ k + l (n_l)(~) ( 1  1)('~-2)(~+~) 
~1 :1 :n  n /'~1:1:n - -  - -  ~ 1 : 1 : n - 1  • 

THEOREM 5.3• 

(5.3) 

For 2 < m <_ n -  l ,  R l  >_ l and k _> O, 

kt(R1 , . . . ,Rm)  (k+l) 
l : m : n  

- -  1)~tl:m: n -- -- 1 R1 + 1 (k "~ -I~. (R1 ..... R m )  (k) 

. [n(n : R 1 -  1) # ~ R ~ + ~ _ n ~  ..... Rm)(~+ ~) 

n D . ( R I - I , R 2  ..... R , ~ ) ( k + l ) l  
"-~ ~ - - ~  1 -I t l , l : m : n _  1 J 

,., (RI+R2+I,Ra,.. . ,Rm) (k+l) 
- -  (r~ - -  R1 - -  1 ) , 1 : m _ 1 :  n ] .  

THEOREM 5•4• For 2 < m < n, R1 = 0 and k > O, 

( 5 . 4 )  , (o ,R~ ..... a ' 0 ( ~ + l )  = (k  + l~ , , ( ° ' n~  ..... R.0(~) 
~ l : m : n  /~ l :m:n 

- n - 1 ~l:m-l:n-1 

(n 1" ( R 2 T I ' R 3 ' " " R m ) ( k + I )  
-- __ )~tl:m_l: n 

THEOREM 5.5• 

(5.5) 

For 2 < i < m -  l ,  m _ n -  l ,  R /  _ l and  k > O, 

(R~ ..... R,,)(k+l) 
~i:nt:n 

1 . (R1 ..... R,~) (~) 

[ A ( n ,  i) . (R1,...,R,_ 1 ,/h +R,+I,Ri+2,...,R,~) (k+l) 
" [ A ( n - - T , ; - _  1) /z i :m- l :n-1  

A ( n ,  i -  1) (R1 ..... R i -2 ,Ri - I+R, ,R ,+I  ..... Rm) (k+l) 
-- A(n - 1, i - 2 )  # i - 1 : ' ~ - 1 : n - 1  

A ( n , i -  1) p~. (R1 ..... Ri - I ,R , -1 ,R ,+I  ..... Rm) (~+1)] 
+ A(-n--- 1 ~ -  1) " ' i :m:n-1  J 

- ( n  - R 1  . . . . .  R ~  - i )  

• SI(R1 ,-",Ri--1 ,Ri+Ri+l+l,Ri+2,... ,Rm) (k+l)  
t.~i:m-l:n 

+ (n - R1 . . . . .  R i - 1  - i + 1) 

• ~(R1, '" ,Ri-2,Ri-ITRi+I,Ri+I, . . . ,Rra)  (k+l) } 
i - - l :m- - l :n  



766 RITA AGGARWALA AND N. BALAKRISHNAN 

THEOREM 5.6. For 2 < i < m - 1, m <_ n, R~ = 0 and k > 0, 

(5.6) ~ ( R1 , . . . ,R~-  t ,O,Ri + l , . . . ,Rm ) (~: +1) 
i : m : n  

• ( R 1 , . . . , R i - I , 0 , R ~ + I , . . . , R m )  (k) 
= (k + 1)~*i:m: n 

_ _ ( 1 _ _ 1  ) A ( n , i - X )  

r ( R 1 , . . . , R i - I , R ~ + I , . . . , R ~ )  U`+I) ] ~ ( R 1 , . . . , R ~ - I , R ~ + I  ..... Rm) (~+1) ] 
• [ ~ i : m - - l : n - 1  - -  i - l : m - - l : n - - 1  

i ~ ( R 1 , . . . , R i - I , R i + I + I , R ~ + 2 , . . . , R , , )  (k+l) - (n - R1 . . . . .  R i -1  - )#i:m--l:n 

+ (n - R1 . . . . .  Ri-1 - i + 1) 

].t(R1 ..... R , - 2 , R , - I  + I , R i + I  ..... Rm) (~+~) 
• i - l : m - l : n  

THEOREM 5.7• For 2 < m <_ n - 1, Rm >_ 1 and k > O, 

(5.r) •(R1,..•,R.•) 
(k+l) 

m:rn:n  

l { l~ . (a l  R..)(k) ( 1 )  ..... 
- R m + l  ( k +  + - 1  

[ A ( n , m - 1 )  #(a~ ..... R,~_~,n~_~+n~)(~+~) 

A ( n , m -  1) R , (R1 ..... Rm-1,R~-l)(k+') 1 

+ (n -- R1 . . . . .  Rm-1 - m + 1) 

• ( R l , . . . , R r n - 2 , R m - l + R m + l )  ( k + l )  
• t t m _ l : m _ l : n  ] "  

THEOREM 5.8• For 2 < m < n, Rm = O and k > O, 

(5.8) t(R1 ..... Rm-l ,0)  (a+l) 
~Tt : ? n  :?'~ 

. ( R 1 , . . . , R m - I , 0 )  (~) 
= (k + 1).m:m:n 

- -  1~ .  ( R t ' " " R ' ~ - 2 ' R " ~ - I + I ) ( k + t )  
+ (r t  - -  R 1  . . . . .  R m - 1  m or- , ] t t r n _ l : m _ l : n  

- ( p - l )  A ( n , m - 1 )  [plk+l /,(R1,...,Rm_~)(~+I) 1 
A - ~ -  ~ m Z-2) - m - - l : m - - l : n - - 1  J"  

Remark  7. The relations presented in this section axe complete in the sense 
that they will enable one to compute all the single moments of progressive Type-II 
right censored order statistics from right truncated exponential distributions for 
all sample sizes and all censoring schemes. The recursive algorithm is presented 
in Section 7. 
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R e m a r k  8. It is easily seen that by letting P ---* 1, these results readily 
reduce to the recurrence relations given in Section 2 of this paper for the standard 
exponential distribution. 

6. Recurrence relations for product moments--truncated exponential distribution 

Following steps similar to those in Section 3 for product moments of pro- 
gressive Type-II right censored order statistics from the exponential distribution, 
we may obtain the following recurrence relations for product moments of progres- 
sive Type-II right censored order statistics from the right truncated exponential 
distribution• 

THEOREM 6.1. For 1 <_ i < j <_ m - 1, m <_ n - 1 and  R j  >_ 1, 

(6.1) ( R ~ , . . . , R m )  
]-t i , j :m:n 

1 ~ (R~ ..... n,,,) 
- R j + l ~ # i : m : ~  - (  1 - 1  ) 

. [  ?__(n, j)_ (R1 ..... R j - I , R j " ~ R j ÷ I , R j ÷ 2  .....  R m )  

[ A ( n  - 1 , j  - 1) #i'j:m-l:'~-I 

A ( n , j  - 1) #(n l  ..... Rj-2,R~-I+R~,Rj+I ..... nm) 
- A N -  

- ( n  - R1 . . . . .  R j  - j )  

( R 1 , . . . , R j - I , R j T R j + I + I , R j + 2 , . . . , R m )  
• ~ t i , j : m _ l :  n 

+ ( n -  R1 . . . . .  R j - 1  - j + 1) 

( R I  , . . . , R j - 2 , R j - 1  + Rj-}- I , R j +  I ..... R m )  
" ] 2 i , j _ l : m _ l :  n ~"  

THEOREM 6.2. For 1 < i < j <_ m - 1, m < n and Rj -= O, 

(6.2) ( R 1 , . . . , R ~ -  I , 0 ,R j+  I .... .  R,~ ) 
] ' t i , j :m:n 

• ( R 1 , . . . , R j - I , 0 , R j + I , . . . , R m )  
: ].ti:m: n 

_ ( 1 _ 1  ) A ( n , j - 1 )  
22) 

r ( R 1 , . . . , R j - I , R j + I , . . . , R , . , ~ )  ( R 1 , . . . , R j - I , R j + I , . . . , R , ~ ) I  
" [ ~ i , j : r n - l : n - 1  - -  ~ i , j - l : m - l : n - 1  J 

(n  R1 Rj-1 "'~ ( R I ' " " R j - I ' R j + I " ~ - I ' R j + 2 " ' " R m )  
. . . . . . . .  J ) P i , j : m - - l : n  

,~  ( R 1 , . . . , R j - 2 , R j - I + I , R j + I , . . . , R m )  
-q- ( n  - -  R 1  . . . . .  R j - 1  - j -t'- l ) ] . t i , j _ l : m _ l :  n 
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THEOREM 6.3. For 1 < i < m - 1, m <_ n - 1 and P ~  >_ 1, 

(6.3) #(R1,...,Rm)_ 1 [" (R1 Rm) ( 1  ..... ) 
i,m:m:n Rm-~_ 1 ~#~:m:n -- --1 

A ( n , m -  1) (R1 ..... R,~_~,Rm-I+R~) 
• A-(~- -~-~m--_2)  P i ,m_ l :m_ l :n_ l  

A ( n , m -  1) Rm (R~ .... Rm-~,R~-I)] 
+ : 1) ] 
-l- (n  -- R1 . . . . .  Rm-1 - m + 1) 

(R~ .... Rm-2,R,~-~+Rm+I) ~ 
• t t i , m " _ l : m _ l : n  ; "  

THEOREM 6.4. For  1 < i < m - 1, m <_ n and R m  = O, 

(6.4) (R1, . . . ,Rm-1 ,0)  
~ i , m : m : n  

(R1 ..... Rm-l,0) ( 1 ) A ( n , m - l ) _ _ _  
= #i:,~:n - - 1  A(-~-L-_ ~, m --2) 

rD . (R1 , . . . ,Rm-1)  __ p (R1  ..... R m - 2 , R r ~ - l ) ]  
• [ X l ~ i : r n - l : n - 1  i , m - l : m - l : n - 1  J 

t \  ( R 1 , . . . , R n ~ - 2 , R , ~ - l + l )  
~- ( n  --  R 1  . . . . .  R m - 1  - m + l )# i ,m_l :m_l :  n 

R e m a r k  9. Using these recurrence relations and those in Section 5, the 
means, variances and covariances of all the progressive Type-II right censored 
order statistics from a right t runcated exponential distribution can be calculated 
for all sample sizes and all possible censoring schemes. This is described in detail 
in Section 7. 

R e m a r k  10. Letting P -~ 1 in the above recurrence relations, we readily 
obtain the relations derived in Section 3 for the standard exponential distribution• 

R e m a r k  11. Following arguments similar to those in Remark 4, we may show 
that  for the special case R1 = R2 . . . . .  Rm = 0, the recurrence relations in 
Sections 5 and 6 reduce to the following which are equivalent to those given by Joshi 
(1978, 1982) for the usual order statistics from the right t runcated exponential 
distribution: 

From equation (5.1), we obtain for k ___ 0, 

=- 1 '  ( k ) - -  ( p - 1 )  P lk+ l .  ~ (k+ l )  (k  q- )/~1:1 1:1 

From equations (5.2) and (5.4), we have for n > 2 and k > 0, 

/(k+l)_k+l ,(k) ( p  1 ) , (k+ t )  
l:n n ~'l:n - -  - -  ~'l:n-- i ' 
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From equation (5.6): For 2 < i < n - 1 and k _ 0, 

• ( k + l )  .(k+l) 1 { ( 1  ) ~ ( k + l )  . ( k + l ) ~ }  
1)~$i: n - n - 1 L ~ i : n - 1  - -  ] / ' i - - l : n - - l ]  , n-7+l 

and from equation (5.8): For n _> 2 and k > 0, 

,,(k+l) = (k + 1~, (k) + ~n- l :~  -- n -- 1 -- --n-1:~-1~- 

These recurrence relations are equivalent to those given by Joshi (1978) for the 
single moments  of usual order statistics from the right t runcated  exponential  dis- 
tr ibution.  

From equation (6.2), we obtain,  for 1 <_ i < j < n - 1, 

~ti,j: n ---- ~ti,j_l: n "~- 
n - j + l  

(~i:n -- n ( X -- l )  [~i,j:n-l -- ~i,j-l:n-1] ! , 

and from equation (6.4): For 1 < i < n - 1, 

These recurrence relations are equivalent to those given by Joshi (1982) for the 
product  moments  of usual order statistics from the right t runca ted  exponential  
distribution. 

7. Recursive algorithm--truncated exponential distribution 

Using the recurrence relations developed in Sections 5 and 6, the means, 
variances and covariances of all progressive Type-II  right censored order statistics 
can be  readily computed  as follows: 

Setting k -- 0, equation (5.1) will give us the va lue ,  (0) which in turn, again 
, ~ 1 : 1 : 1 ,  

using (5.1) with k 1, will give us the value , (0)(2) From these values, we can ~-  P ' I : I : I  " 
, ( n - l )  . ( n - l )  (2) recursively compute  ~1:1:~ and P1:1:,~ for n = 2, 3, .  .. using (5.2). Thus,  all 

first and second moments  with m -- 1 for all sample sizes n will be obtained. 
( 0 , n - 2 )  Next,  using (5.4), we can determine all moments  of the form #1:2:~ , n = 2, 3 , . . .  

which can in turn be used, with (5.4), to determine all moments  of the form 
p(0,~-~)(2) 1:2:n n = 2, 3,. Equat ion  (5.3) can then be used to obtain , (Rl,n2) for ' ' ' ' P ' l : 2 : n  

R1 = 1 ,2 , . . .  and n >_ 3, and these values can be used to obtain all moments  
. ( R 1 , R 2 )  (2) 

of the form ~1:2:~ using (5.3) again. Now, equat ion (5.8) can be used again 
( n - - 2 , 0 )  ( n - - 2 , 0 )  (2) 

to obtain #2:2:n , #2:2:n for all n and (5.7) can be used next to obtain, for 
• (nl,n2) ' (nl'n2)(2) This R1, R2 = 1, 2 , . . .  and n _> 3, all moments  of the form ~2:2:n , ~2:2:n • 

process can be continued until all desired first and second order moments  (and 
therefore all v~riances) axe obtained.  
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(RI,...,Rm-I,0) 
From (6.4), all moments of the form #m - l ,m :m :n  , m = 2 , 3 , . . . , n ,  can 

be determined, since only the single moments,  which have already been com- 
puted, are needed to calculate them. Relation (6.3) can then be used to ob- 

(RI,...,R,~) tain #m-l,m:m:, ,  for R m  = 1, 2 , . . . .  Then, using (6.2), all moments of the form 
(R1,...,Rj_I,0,Rj+I,...,Rm) #j-l,j:m:~ , J < m, can be obtained, and using (6.1), all moments 

• ( R~  . . . . .  R ~ )  of the form ~ j - l , j : m : n  ' J < m ,  R j  >_ 1, can be calculated. From this point, 
, ( R t  . . . . .  R ~ )  

using (6.4) and (6.3), we can obtain all moments of the form ~,~-2,m:m:n and, 
(R1 ..... Rm) 

subsequently, using (6.2) and (6.1), all moments of the form ] A j _ 2 , j : m :  n , j < m .  

Continuing this way, all the desired product moments (and therefore all covari- 
ances) can be obtained. 

R e m a r k  12. Along the lines of Joshi (1979), all the results presented in this 
section may also be generalized to the case of progressive Type-II right censored 
order statistics from a doubly truncated exponential distribution. However, we 
abstain from presenting those results for brevity. 
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