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Abstract

The three-dimensional nature of Global Positioning System (GPS) measurements provides a unique opportunity for accurately determining
the position and velocity of satellites in low Earth orbit (LEO). For optimum results a reduced dynamic technique is commonly preferred,
which combines the merits of kinematic positioning techniques with those of a fully dynamic trajectory modeling. As part of the present
study two different approaches to reduced dynamic orbit determination are compared, both of which involve the estimation of empirical
accelerations on top of a precise deterministic force model. In the batch least-squares estimator piece-wise constant accelerations are adjust
in consecutive sub-intervals that are sufficiently short compared to the orbital period. The extended Kalman filter/smoother approach, on the
other hand, estimates the empirical accelerations using a first-order Gauss—Markov process noise model. Software implementations of botl
estimation methods have been used with GPS measurements of the GRACE mission to assess the individual merits of the different filtering
schemes. Both approaches are shown to provide accurate and compatible results, which match an external reference solution to better the
5 cm when processing dual-frequency data and better than 10 cm when using single-frequency measurements. While the extended Kalma
filter/smoother requires less computer resources in terms of memory and processing time, the batch least-squares estimator ensures a bet
smoothness of the resulting trajectory and was found to be more robust in case of data gaps.

0 2005 Elsevier SAS. All rights reserved.

Zusammenfassung

Die drei-dimensionale Natur von Messungen des Global Positioning System (GPS) schafft eine ideale Voraussetzungen zur genauer
Bestimmung der Position und Geschwindigkeit eines Raumfahrzeuges im niedrigen Erdorbit (LEO). Beste Ergebnisse lassen sich dabei
mit reduziert-dynamischen Verfahren erzielen, die die Vorteile einer kinematischen Positionierung mit denen einer streng-dynamischen
Bahnmodellierung verbinden. Im Rahmen der vorliegenden Studie werden zwei verschiedene Ansatze zur reduziert-dynamischen Bahnbe
stimmung verglichen, die beide auf der Schatzung empirischer Beschleunigungen in Kombination mit einem prazisen Kraftemodell basieren.
Bei Ausgleichung nach der Methode der kleinsten Quadrate werden abschnittsweise konstante Beschleunigungen in Intervallen geschatz
die ausreichend klein gegenliber der Bahnperiode sind. Beim “Extended Kalman-Filter/Smoother” werden die Beschleunigungen direkt
unter Annahme eines Gauss—Markov-Prozesses erster Ordnung geschéatzt. Implementierungen beider Verfahren wurden zur Prozessierul
von GPS-Daten der GRACE Mission eingesetzt, um die jeweiligen Vorteile zu bewerten. Beide Anséatze liefern genaue und kompatible
Ergebnisse, die mit externen Referenzlésungen bei Nutzung von Zweifrequenzmessungen auf besser als 5 cm und bei Einfrequenzmessung
auf besser als 10 cm ubereinstimmen. Wahrend der “Extended Kalman-Filter/Smoother” geringere Speicher-Resourcen und Rechenzei
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bendtigt, stellt die Ausgleichung nach der Methode der kleinsten Quadrate eine glatte Losung sicher und erweist sich im Fall von Datenliicken
als robuster.
0 2005 Elsevier SAS. All rights reserved.
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1. Introduction neutral gases and charged particles with the spacecraft sur-
face. As a remedy, the concept of reduced dynamic orbit
Over the past decade, Global Positioning System (GPS)determination has been proposed [29,30]. Here, the deter-
sensors have gradually evolved into well-accepted standardministic model of the spacecraft dynamics is complemented
tools for spacecraft navigation. Aside from onboard appli- by empirical accelerations that are adjusted along with other
cations like real-time positioning or time-synchronization, parameters in the orbit determination process. In this way,
GPS receivers are nowadays considered as primary trackthe available accuracy of GPS measurements may be fully
ing system for precision orbit determination in many satel- exploited without sacrificing the robustness offered by dy-
lite missions. Here, the accuracy, global coverage and namical orbit determination techniques.
three-dimensional nature of GPS measurements makes GPS The present study describes two different concepts for
highly competitive to other tracking systems such as Satel- handling empirical accelerations in combination with a least-
lite Laser Ranging and DORIS. squares estimator and an extended Kalman filter. These
In accord with geodetic applications, dual-frequency re- methods are subsequently applied to GPS measurements col-
ceivers are preferable for precise orbit determination of lected onboard the GRACE satellite to assess the merits and
spacecraft in low Earth orbit (LEO) in order to eliminate disadvantages of each approach. Considering the absence of
ionospheric path delays and to make best use of high- Selective Availability in all present and future radio naviga-
accuracy carrier-phase measurements. Driven by the needion signals, the use of undifferenced GPS measurements in
of various scientific missions, a growing number of suit- combination with known GPS clock and ephemeris products
able receivers is being made available for space applicationsis assumed in both processing schemes.
Aside from JPL’s BlackJack receiver [21], which is already
flown on CHAMP [12], GRACE, IceSat and Jason, the Eu-
ropean Lagrange receiver [14] and the GRAS instrument 2. Reduced dynamic orbit deter mination
[25] are currently prepared for use on Radarsat-2, GOCE
and METOP. Furthermore, the validation of commercial-off- This section provides an overview of the relevant dy-
the-shelf receivers (NovAtel OEM4-G2L) is in progress for namical and measurement models for GPS based satellite
use onboard the Canadian CASSIOPE mission [13]. To fully orbit determination. They match the implementation of the
utilize the measurement accuracy offered by these systemsGPS High precisionOrbit determinationSoftware Tools
adequate processing techniques are required. (GHOST [28]) that have been employed in the subsequent
Similar to terrestrial applications, the availability of mul- GRACE data analysis. A summary of the adopted dynami-
tiple GPS measurements at each epoch allows the use otal models and reference frame transformations is given in
purely kinematic methods for spacecraft positioning (see e.g. Table 1.
[2,18]). Kinematic positioning requires no a priori knowl-
edge of the spacecraft motion and can thus be applied to a2.1. GPS observation model
wide range of mission scenarios. However, kinematic meth-
ods are particularly sensitive to erroneous measurements, The elementary data types provided by a GPS receiver
unfavorable viewing geometry and outages, which notably comprise code and carrier-phase measurements that are ob-
restricts their value in practice. Dynamic orbit determina- tained by synchronizing the incoming signal with a receiver
tion, in contrast, makes use of known physical models of generated replica [17]. The code phase (or pseudo-range)
the spacecraft motion to constrain the resulting position es- ppr can be modeled as the sum of the true distamce
timates. This allows an averaging of measurements from rgpg and a termc - (§r — dtgpg) Which describes the dif-
different epochs and the trajectory can even be propagatederence of the receiver and satellite clock offsets. While the
across data gaps. GPS satellite clock offset can be assumed to be known with
On the other hand, the dynamics of real-world spacecraft adequate accuracy from pre-computed GPS ephemeris and
in a low Earth orbit is hardly known to a level that matches clock products [11], the receiver clock offseir is essen-
the accuracy of GPS code and carrier-phase measurementsially unknown and has to be determined at each epoch as
Aerodynamic forces, in particular, are not well predictable part of the orbit determination process. GPS carrier-phase
at altitudes of 300—600 km due to limitations of upper at- measurements offer a notably lower noise (1 mm versus
mosphere density models and the complicated interaction of0.1-1 m) than code measurements, but exhibit an unknown
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bias B that must be estimated along with other parameters e.g. offered by the Center for Orbit Determination in Europe
(e.g. state vector, clock offset, etc.). (CODE) [1].

For dual-frequency receivers, ionosphere-free linear com-
binations of the code and carrier-phase measurements ca®-2. Dynamical model
be formed, which make use of the fact that the ionospheric
path delay is essentially proportional to the inverse square For given models of the acceleration as a function of
of the signal frequency. For single-frequency observations time #, positionr, and velocityv, the motion of a satel-
the ionospheric contribution cannot be individually elimi- lit€ can be obtained from given initial conditions using a
nated from the code and carrier-phase but an ionosphere§tep'w'se num_encal mteg_ratlon._Wlthout _Ioss of gel_werallty
free biased pseudo-range can be obtained from the arith-W& émploy a first-order differential equation of motion for
metic mean of the C/A code and L1 carrier-phase mea- h€ Six-dimensional state vectgr= (r; v), which can be
surement [31]. This so-called GRAPHIG(oupAnd Phase handled by common integration methods. The Ieast-s.quares
lonosphericCorrection) measurement can be processed sim-Orblt detgrmmatlon r_nodule .Of GHOST uses the vanabl_e-
ilar to ionosphere-free carrier-phases even though it exhibitsOrder variable step-size mult.|—step method DE of Sha”.‘p'”e
a notably larger noise level. In both cases an unknown biasand Gordon [24]. It has earlier been proven to be a highly

has to be estimated as part of the orbit determination processmchCIent and flexible integrator for orbital dynamics prob-

TR . lems with stringent accuracy requirements. However, the
This bias is different for each obsgrved GPS sate]hte but state vector updates performed in an extended Kalman filter
constant between epochs during uninterrupted carrier-phas

tracki edesign require a restart of the integrator at each measurement
racking. . S epoch and therefore render the use of a high-order integra-
Within the orbit determination process, modeled obser-

X ) _tor inefficient. A low-order single-step method is preferable
vations are computed based on known GPS satellite posi-qer these conditions and the classical fourth-order Runge—

tions and clock offsets. Using precise ephemeris products s method has proven to be well-suited for representative
provided by the International GPS Service (IGS) [6] or itS 1 easurement intervals of 30 .

individual analysis centers, the root-mean-square (rms) GPS  1pe modeling of gravitational and non-gravitational
position error is presently on the order of five centimeters. fqorces within the GHOST software follows the general dis-
Using an 8th order Lagrange interpolation, intermediate po- cyssion in [19]. In all test cases described later a1dMO
sitions of similar accuracy can be obtained from 15 min grid sypset of the GGMO01S gravity model [27] was employed.
points. Clock data, on the other hand, cannot be properly Compared to the full 128 120 model, the truncated version
interpolated by high order polynomials and require smaller offers a 20% reduction in the overall processing without de-
intervals along with linear interpolation [J. Kouba, priv. grading the achieved orbit determination accuracy. For drag
comm.]. Comparisons performed by the authors have showncomputations a Jacchia 71 atmospheric density model [9,19]
that 5 min clock products can reduce the range modeling has been adopted as a compromise between modeling accu-
error from roughly 8 cm to 3 cm in accord with clock inter- racy and computational effort. Further information on the
polation errors reported in [32]. A further reduction to 1 cm employed dynamical model, parameter sets and reference
or better is achieved by use of 30 s clock products, which are system conventions are summarized in Table 1.

Table 1

Overview of dynamical models and reference system transformations employed in the GHOST suite for GRACE orbit determination

Item Description References

Static gravity field GGMO01S 108 100 (selectable) [27]

Tides Solid Earth tide (4 4, diurnal) [16,26]
Polar tide
Ocean tides UT/CSR 38 TEG2B (selectable)

Luni-solar gravity Analytical series expansions of luni-solar coordinates [19]

Radiation pressure Solar radiation pressure (canon-ball model; conical Earth shadow) [19]

Atmospheric drag Jacchia 71 density model [9,19,22]
NOAA solar flux (daily) and geomagnetic activity (3 hourly)

Antenna offset Constant phase center coordinates in s/c body system
Attitude quaternions describing s/c orientation in EME2000 system

Empirical accelerations Piece-wise constant accelerations in radial, transverse, and normal direction

Terrestrial reference frame ITRF2000 (implied by IGS/CODE GPS ephemerides)

Earth orientation I1AU1976 precession [15]
IAU1980 nutation

IAU1982 sidereal time
IERS polar motion
IERS UT1-GPS
Inertial reference frame EME2000 (implied by reference transformations)
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Partial derivatives of the spacecraft state vector with re- 600 s duration have been found to be most suitable and
spect to the epoch state, the drag and solar radiation pressuradopted throughout this study. While shorter intervals pro-
as well as empirical accelerations are obtained from a nu-vide a smoother variation of the estimated accelerations, no
merical integration of the associated variational equations relevant improvement of the overall orbit determination ac-
[19]. Compared to the equations of motion, some simplifica- curacy has been observed that would justify the associated
tions (2nd order gravity field, neglect of luni-solar and tidal increase in computation time. Longer intervals, in contrast,
perturbations) may, however, be applied in the variational appeared insufficient to sample the characteristic time scales

equations to reduce the resulting computational effort. of the empirical acceleration variation.
In the Kalman filtering approach, the estimation state vec-
2.3. Empirical accelerations tor is augmented by a three-dimensional empirical accelera-

tions vector and an updated parameter @@t at, an); IS
To compensate for any deficiencies in the employed dy- obtained at each measurement epachn between mea-
namical model, piecewise constant empirical accelerationssurements, the empirical accelerations are assumed to be
(ar, at,an) in the radial, transverse (along-track) and nor- constant and the latest estimate is used in the dynamical tra-

mal (cross-track) direction jectory propagation.
r r Xv
€r = =k er = en X €R, eNn = X0 (1) 2.4. Least-squares orbit determination

are considered. The amplitude of these acceleration compo- The least-squares (LSQ) orbit determination process
nents is not known beforehand but estimated as part of thecomprises the iterative adjustment of dynamical trajectory
orbit determination process. parameters and measurement model parameters from a given
Following Bierman [4], the theory of random processes set of observations. Starting from given a priori conditions,
with exponentially correlated (or “colored”) process noise the spacecraft trajectory is numerically integrated across the
provides a suitable mathematical framework for the de- entire data arc and residuals are obtained as the difference
scription of unmodeled accelerations. A first-order Gauss— between observations and modeled measurements. Making
Markov proces(z) [3] exhibits an exponential autocorre-  use of the partial derivatives with respect to the parameters of
lation interest, corrections to the a priori parameters can then be ob-
R(AT) = E(p(t), Pt + At)) = o210/ @) t_ained from the Ieagt—squares. solu_tion Qf an over—detgrmined
linear set of equations. Multiple iterations are required to
whereo? denotes the steady-state variance of the processcope with the non-linearity of the estimation problem, and
and< is the correlation time scale. In a time-discrete form, convergence is typically achieved within a few (1-4) itera-

the process satisfies the first-order difference equation tions.

NN _ _ 3 With the above considerations, the estimation parame-
plip) =mi- p(ti) + w; ®) ter vector comprises the following set of unknowns: the
with mapping factor 6-dimensional spacecraft state vecygy = y(r0) at a ref-

;= et/ @ erence epochg, a solar radiation pressure coefficiefik

that acts as an adjustable scaling factor for the surface re-
in which the process noise; is an uncorrelated random se- flectivity in the modeling of solar radiation pressure forces,
quence with zero mean and variance a drag coefficienCp that acts as an adjustable scaling fac-

2 2 2 tor in the modeling of drag forces, empirical accelerations
E(w;) =01 —m7). ®) a; = (ar,ar,an); in consecutive time intervallo + Jj -
For practical purposes, the empirical accelerations are con-At, o + (j + 1) - At], receiver clock offsetgds; at each
sidered to be piecewise constant in pre-defined sub-intervalsmeasurement epoch (i =0,...,n7 — 1), a carrier-phase
which facilitates both the trajectory propagation and the of GRAPHIC biasBy for each arc (*pass”) of continuous
overall parameter adjustment. In case of a batch least-carrier-phase tracking of a single GPS satellite.
squares estimator, the entire data arc is divided into For ease of notation, the individual estimation parameters
intervals of equal duratiom:s and an independent set of are subsequently grouped into the-dimensional clock off-
empirical acceleration parametérs, at, an) ; is estimated sets vector
for each intervalj =0,...,n, — 1. A priori information T = (c8to; .. .; Ctny—1), (6)
is used in the normal equations to constrain the individual ) S
parameters to a nominal value of zero with a predefined the dynamical estimation parameter vector
weight. The choice of an adequate interval length reflects y = (y; Cr; Cp; ao; ...;a,,-1) )
a compromise between observability, computational effort
and the capability to resolve time varying phenomena. Given
an orbital period of roughly 6000 s for LEO satellites and parameter vector
a representative measurement interval of 30 s, intervals of B = (Bo; ...; Byz—1). (8)

of dimensionny = 8 + 3 - n, and theng-dimensional bias
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number of bias parameters. More specifically, the number of
non-zero elements in each rowNfy g (or column of N gr)
is always limited by the number of active tracking channels.
Nry and its transpose, finally, exhibit a triangular structure
which reflects the fact that the number of empirical acceler-
ation parameters, on which the measurements at a particular
epoch depend, increases continuously towards the end of the
data arc.

To solve the normal equations, the dynamical and bias
parameters are combined into a common ve&tet (Y, B).
The unknown clock offset parameters are now eliminated
using the formal solution

AT = N7 (nr — NrxAX), (11)

which results in the reduced equation

AX =(Nxx —NxrN73N7x)~t

-1
Fig. 1. Structure of normal equations for least-squares estimation of x (nx _NXTNTTnT) (12)

epoch-wise clock offsets, empirical accelerations and pass-by-pass carfor the corrections of the dynamical and bias parameters
rier-phase biases. . - . )

P Compared to a direct solution of the full normal equations,
the reduced system exhibits a notably lower operations count

Atotal of ny = 2880 clock offsets need to be adjusted, fora 54 can pe solved in adequate times even for a large number
one day data arc and a 30 s measurement interval, which no-

) | of measurement epochg . The clock parameter correction
tably exceeds the corresponding number of dynamical para- ocior AT may finally be obtained by re-substitutingX
meters fy = 440 for 600 s empirical acceleration intervals) into Eq. (11).
and bias parameters £ ~ 400...500 for representative re-
ceivers and tracking conditions).

However, the construction and solution of the least-
squares problem is greatly simplified by the specific struc-

ture of the associated normal equations

To constrain the solution and avoid potential singular-
ities, statistical a priori information may be added to the
normal equations as discussed in [19] and [18]. The use of
a priori information is even mandatory, when no pseudo-
range observations are processed along with carrier-phase

9h T an AT or GRAPHIC data. chervyise, a common change in all bi-
(m) (W) . (AY) ases could pot _be d|st|ngwsheq from a shift _of all clock off-
P P AB sets, thus yielding a rank deficit normal matrix. Because the

9h T incorporation of a priori information leaves the fundamen-
N (W) W(Z —h(T.Y, B))- 9 tal structure of the normal equations unchanged, the block
T ) elimination technique can likewise be used for an efficient
These are used to compute correctiond’; AY; AB) of a computation of the solution vector.

priori parameter values from the vector of modeled obser-
vationsh(T, Y, B), the vector of measurementsand the
inverse measurement covariaride As illustrated in Fig. 1,
the normal equations matrix is not fully populated and sparse Kalman filtering offers an alternative technique for orbit
_ma.tri.x techniqges can be applied in storing and handli.ng the determination, which is particularly useful for real-time ap-
individual matrix elements. Using the short form notation plications in view of its recursive nature. Starting from given

2.5. Extended Kalman filter/smoother

Nrr Nry Nrp\ /AT nr initial conditions at an epocf1_;, the estimation state vector
(NYT Nyy Nys ) ( AY) = (ny ) (10) Y}, and its covarianc®;" ; are propagated to the epogh

Npr Ny Npg/ \AB ng of the next measurement as part of the time-update step. In
of the normal equations, it may be recognized that djy the subsequent measurement-update step, information from

is a full matrix. In contrast to the dynamical parametrs  the observations is merged into the propagated 3tateith

the partials with respect tB and B result in a large number & weighting factor (Kalman gain) that depends on the mea-
of zero elements and sparsely filled matrix blocNs:7, in surement accuracy and the propagated covari#jceThe
particular, is a pure diagonal matrix, since measurements de-post measurement-update valueJS and Pl?“ are then prop-

pend on only one clock offset parameter at each epoch. Like-agated to the subsequent epoch and the scheme is repeated
wise N7 and its transpose exhibit a narrow band structure as long as new observations become available. Since the
(assuming a proper ordering of the bias parameters), sincefundamental concept of Extended Kalman Filters (EKF) for
measurements at a specific epoch depend only on a limitedspacecraft navigation is well discussed in the literature (see
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e.g. [19]) the following discussion focuses on those aspects  To improve the accuracy of the Kalman filter solution, the
that are of prime relevance for GPS-based precise orbit de-entire data set is processed both in a forward direction and a
termination. backward direction. At each epoch, a smoothed solution

In analogy with the least-squares estimation, the Kalman P{Nld Yiud + Pb_clkYbCk

filter state Y= -1 —1
Pia + Prgk

Y = (r;v; Cr; Cp; a; cdt; b) (13) is then computed as the weighted average of the estimated
state vectors from both runs [3,7]. The weights are deter-
in the present study comprises the spacecraft positionmined by the information matrix (i.e. the inverse covariance)
and velocity vector(r, v) in the inertial reference frame of the respective state estimates. By combining the forward
(EMEZ2000, ITRF), the radiation pressure and drag coeffi- and backward results, measurements from both before and
cients(CR, Cp), empirical acceleration vectar= (aR, ar, after a given epoch contribute to the corresponding state es-
an) in radial, tangential and normal direction as well as the timate. As a result, a factor-of-two improvement in accuracy
clock offset parametearst and carrier-phase (or GRAPHIC) over the individual solutions can usually be achieved. How-
bias parameter8 = (By, ..., B,_1) for all simultaneously ~ ever, a small degradation of the smoothed solution can be
tracked GPS satellites. Considering, for example, a twelve observed near the beginning and end of the data arc as well
channel receiver, the estimation state vector thus contains a2s extended data gaps, where either the forward or backward
maximum of 24 elements. filter is not yet fully converged.
In between two measurement epochs, the position/velocity N
vector is propagated by numerical integration of the equa- 2-6- Data editing
tions of motion using the rigorous dynamical model dis-

cussed earlier. Furthermore, simplified variational equations Tge resu_lt”of GPﬁ-based precise orbit ?ete:_mmatm;t?eé
are numerically integrated to obtain the state transition ma- pends crucially on the proper screening of outliers and ba

trix for the position/velocity vector and the partials with re- ;neaaciu:eergsn;srstr}gg]ar\e/ﬁ\r:.enn éa%)g'?te(r;egslnmgeessder’:%gﬁge
spect to the dynamical parametéf&; Cp; a);—1. Asimple, P . Vers - I o measu
) : . are validated prior to the actual orbit determination process

fourth-order Runge—Kutta integration method is employed = N . L )
. C : . using a combination of different statistical tests and simple
in both cases, which is most suitable for typical measure- . . .

. limit checks. User configurable thresholds are, for example,
ment intervals of 10-30 s.

Within the traiectorv int tion. th irical | used to discard any observation below a certain elevation
ithin the trajectory integration, the empirical accelera- -, ,q (e.g. ) or below a minimum signal-to-noise ratio

tionsa are assumed to be piecewise constant between the(e_g_ 20 dBHz for BlackJack GPS measurements). In addi-
measurement epochs, but propagated values tion, the quality of code and carrier-phase measurements is
assessed in comparison with an a priori orbit. This a priori
orbit is previously determined from a dynamical smooth-
ing of pseudo-range-based single point navigation solutions
using a high fidelity dynamical force model and adjusting
empirical accelerations. Tests conducted with actual flight

(16)

ar —elitalltgt (14)

1 11—

are determined in accord with the Gauss—Markov process
model upon completing the time-update step. All other filter

states remain unchanged between updates, i.e. data have shown that the a priori orbit generated in this way
_ N has a representative accuracy of 1-2 m for single-frequency
(Cr; Cp; ¢d1; b); = (Cr; Cp; ¢dt; b))y, (15) tracking and 0.25-0.5 m for dual-frequency tracking, which

] ] ] ] is fully adequate for data editing purposes.
which reflects a white process noise model. Making use of At each epoch modeled ranges are computed using the a

the resulting state transition matrix, the covariance of the es- yrjori orbit and compared with the observed pseudo-ranges.
timation parameters is likewise propagated to the new epoch.From the set ofi > 2 observations an estimate

Finally, process nois@ for the empirical accelerations and n
the clock offset parameter is added to the propagated covari-.s; — 1 Z(PPRk — (Ir — ropsk| — cdtaps)) (17)
anceP in proportion to the time interval between measure- na

ments (cf. (3)). , of the clock bias at the measurement epoch and the associ-
The subsequent measurement-update is formulated as &;q residuals

vector update involving all valid pseudo-range and carrier-

phase observations collected at the same epoch. As in thd®& = (PPRk — ¢d1) — (Ir — repskl — cdtcps) (18)

case of the time-update, the basic Kalman filter equations are obtained. Whenever the standard deviation of these resid-
proved to be adequate and no need for numerically moreuals exceeds a predefined threshold, the observation which
stable filter formulations like UD factorization, square root contributes the dominating error is identified and removed

factorization or the Joseph algorithm (cf. [19]) was encoun- from the set of observations. If necessary, the process is re-
tered in the practical applications. peated to reject multiple outliers at the same epoch. This
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GPS . : . .
Measurements a separation of nominally 220 km in a near-polar orbit of
roughly 450 km altitude. Both spacecraft are equipped with
@’ Single Point Positioning an Instrument Processing Unit (IPU) that is based on JPL's
PR BlackJack receiver and configured to track up to 10 GPS
Position satellites. In parallel, the IPUs process K-band radar mea-
solutions surements and star camera data. Compared to CHAMP, the
GRACE GPS measurements are of even better quality with
representative pseudo-range errors of down to 8 cm. In par-
Dynamical Filtering ticular, multipath errors as caused on CHAMP by cross-talk
between two different antenna strings [20] are absent, since
no occultation measurements are presently performed by the
Coarse receiver.
a priori orbit
3.2. Selected data sets
Data Editing &
—®|  Orbit Determination Level 1B data [5] from the GRACE mission have re-
PR&CP (least squares / fiter) cently been publicly released by JPL and UT/CSR as part
of the Physical Oceanography Distributed Active Archive
Precise orbit Center (PODAAC) [23]. Among others, these data include
GPS measurements (re-aligned to integer 10 s of GPS

time), spacecraft attitude quaternions and precise reference
ephemerides. Precise GPS ephemerides and high-rate (30 s)
clock data were obtained from CODE, a facility of the As-
tronomical Institute of the University of Berne [1].

For the present study, an 11-day data arc (day of year

Fig. 2. Processing scheme for GPS based precise orbit determination of
low-Earth orbiting satellites.

concept is likewise applicable for carrier-phase measure-

ments (or GRAPHIC observatlons_) when con5|dgr|ng tlme 295-305, 2003) has been selected. This period covers a
differences between epochs. In this way, cycle slips or dis-

continuities in the carrier-phase tracking may safely be iden- prominent sollar StOFm and thus .prowdes a challgngmg_test
tified. case for precise orbit determination. On day 300, in particu-

Practical tests with CHAMP and GRACE GPS measure- lar, the solar flux valud g7 rose from a typical level of 100

ments have clearly demonstrated the feasibility and robust-"P 10298. Asa consequence of the ;olar sto_rm, an increased
ness of this screening concept for both single- and dual- number of charged particles was emitted, which caused a ge-

frequency data. Even though the generation of a coarse aomagnetic peak activity on the days of year 303-304. Here,

priori orbit adds a notable burden to the overall orbit de- 1€ @ssociated 3-hourly, index increased from typical val-

termination process, the approach was found to be moreY€S qf 3-5 upt_o 9. Although the r(_asults of the present s_tudy
reliable and accurate than “on-the-fly” data screening within "€M&!n essentially una_ffected t_)y lonospheric perturbations,
the least-squares adjustment or Kalman filtering. In any case,'t_l_'é (? qted that ;hfe typé((:)al rgg)gr_pég tot_al _eleﬁtron c_ogtir\]t
the resulting precise orbit determination concept (cf. Fig. 2) (1EC) increased from 90 to units in that period. As

is fully self-contained and does not necessitate any external® CONsequence, major degradgtloqs of the posmon accuracy
reference trajectory for initialization would occur if the orbit determination solution were solely

based on single-frequency pseudo-range data.
3. Results 3.3. Dual-frequency orbit determination results

The orbit determination techniques described above have The results from least-squares orbit determination runs
been tested using actual flight data from the GRACE (Grav- making use of ionosphere free dual-frequency code and
ity Recovery and Climate Experiment) mission and validated carrier-phase measurements of the GRACE-B spacecraft are
using reference trajectories provided by the Jet Propulsioncollated in Table 2. Here, typical position root-mean-square
Laboratory (JPL) and the Technical University of Munich errors with respect to a JPL reference solution of about

(TUM). 4 cm are achieved. The along-track error with an average
of 2.7 cm slightly exceeds the contributions from the nor-
3.1. GRACE mission and GPS data mal component (2.4 cm) and the radial component (1.7 cm).

This may be attributed to the fact that the employed reduced

GRACE is a joint US—German science mission for accu- dynamic model imposes the strongest constraints in a di-
rate determination of the Earth gravity field and its tempo- rection perpendicular to the orbital motion. Kinematic GPS
ral variation. It comprises two identical spacecraft flying at positions, in contrast exhibit the largest errors in the vertical
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Table 2 inates other error sources. The carrier-phase residuals, in
GRACE-B least-squares orbit determination results using dual-frequency contrast, are governed by errors of the CODE 30 s-clock so-
code and carrier-phase measurements. The columns provide the root-meanrutionS for the GPS satellites and even Iarger residuals (3 Cm)

square errors of the radial (R), along-track (T) and normal component (N) . . .
as well as the position (Pos) in comparison with the JPL reference solutions.WOuld be obtained when using IGS clock products at 5 min

In addition, a comparison with POD results of the Technical University of INtervals. As shown by independent tests (see e.g. [20]) the

Munich (TUM) is provided actual carrier-phase noise is roughly one order of magnitude

DOY DLR-JPL DLR-JPL DLR-TUM TUM-JPL lower (1 mm) than the limitations Implled by the GPS clock
Rcm] T[em] N [cm] Pos [cm] Pos[cm]  Pos [cm] knowledge in an undifferenced processing scheme.

295 16 31 27 44 71 76 . . o

296 15 23 22 35 47 39 3.4. Single-frequency orbit determination results

297 20 26 23 40 57 5.0

298 15 27 24 39 5.6 4.8 Complementary to the previous section, the orbit determi-

299 16 29 24 41 63 45 nation accuracy achievable with single-frequency measure-

282 ig ig ié j:i gg ‘51:2 ments has been assessed for the GRACE-B spacecraft. Mak-

302 29 33 30 53 72 6.3 ing use of GRAPHIC observations formed from C/A code

303 53 77 26 97 156 132 and carrier-phase measurements, a typical position accuracy

304 29 44 26 59 82 80 of 7-8 cm has been achieved (Table 3). This is only slightly

305 2130 19 42 worse than in the dual-frequency case and reflects the ex-

Mean295-305 3 34 24 48 73 6.3 cellent quality of the employed GPS receiver. The C/A-code

Mean295-301 ¥ 27 24 40 6.0 51

noise amounts to less than 8 cm, which shows up in typical
GRAPHIC residuals of 3.8 cm (Fig. 3). Even though this re-
direction as a result of the asymmetric distribution of view- markable figure is, to some extent, specific to the BlackJack
ing directions (see e.g. [17,18]). design, the results clearly demonstrate that single-frequency
A common set of data weights, a priori variances and receivers with narrow correlator can well meet the DFECiSG
process noise values has been chosen for all days within theorbit determination requirements of even advanced space
selected data arc and good orbit determination results aremissions.
achieved both for “quite” days as well as days of high solar
and geomagnetic activity. Worst case conditions are encoun-3.5. Least-squares versus extended Kalman filter/smoother
tered on day 303 which exhibits a two hours data gap and
covers a period of pronounced density variations. Even in ~ Given the high communality between least-squares es-
this case the average orbit determination error stays belowtimation and Kalman filtering, both methods can be ex-
10 cm when compared with the JPL orbit solution. pected to provide similar orbit determination results when
It must be noted, however, that the available GRACE ref- employed with matching dynamical and measurement mod-
erence orbits are themselves limited to an accuracy of severakls. This is confirmed in Table 3, where single- and dual-
centimetres. This is obvious when comparing TUM and JPL frequency orbit determination results obtained with both
reference orbits against each other which leads to typical po-methods are collated. Under typical dynamical conditions,
sition errors of 6 cm (3D rms). Similar results have been the Kalman filter approach provides a position accuracy of
obtained in an assessment of GRACE orbit determination 4.6 cm for dual-frequency and 6.9 cm for single-frequency
results performed by the Center for Space Research (CSR)neasurements, which is only marginally worse than the
at the University of Texas at Austin. Here, position errors of least-squares estimator results discussed above.
5.8 cm (3D rms) where obtained when comparing CSR and  However, the extended Kalman filter/smoother was found
JPL reference solutions [10]. As shown in Table 2, DLR and to be highly susceptible to extended data gaps, which is evi-
JPL orbits exhibit a somewhat better consistency (4 cm) thandent from the results obtained on day 303. Here, no GPS data
other sets of solutions. are available for a 1.5 hours interval (21:10-22:50), during
For further reference, we note that slightly larger position which the predicted state deviates notably (up to 8 m) from
errors (7—10 cm) have been obtained for the same data interthe reference orbit. Other than the least-squares estimator,
val when processing data of the CHAMP satellite [8]. Aside the Kalman filter is unable to properly link measurements
from uncertainties in the employed reference orbits, the de- before and after the outage. As a consequence, the estimated
creased performance in this case can be attributed to the lessmpirical accelerations exhibit large errors in the transitional
benign dynamical environment at the altitude of 390 km and region, which are subsequently propagated throughout the
the presence of multipath errors. data gap. While the impact of this problem can, to some ex-
As illustrated in Fig. 3, the obtained orbits match the tent, be reduced by tighter process noise settings, a modified
ionosphere-free code and carrier-phase measurements withuning would reduce the filter's capability to compensate any
a typical accuracy of 34 cm and 1.0 cm (standard deviation). deficiencies in the dynamical model.
In case of the pseudo-range residuals, this value reflects a Another potential disadvantage of the extended Kalman
P-code tracking noise of approximately 11 cm, which dom- filter design results from the fact that the resulting trajec-
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Fig. 3. Residuals of GRACE-B least squares orbit determinatioi2®October 2003 (DOY 301): ionosphere-free pseudo-range residuals (top) and
ionosphere-free carrier-phase (center) residuals from dual-frequerecprdaessing; GRAPHIC residuals (bottom) from single-frequency psig.

Table 3 continuous ephemeris is obtained. Here discontinuities are
GRACE-B orbit determination results. Comparison of least-squares (LSQ) only present in the second derivative of the position vec-

versus extended Kalman filter (EKF) s_olut|ons as well as smgle-freqyency tor due to the step-function approximation of the empirical
(1F) versus dual-frequency (2F) solutions. Root-mean square position er-

rors are given with respect to the JPL reference trajectory acceleration? Qn the other hand, the |0ng'?-rc .imegration
DOY LSQ 2F EKE 2F LSQ 1F EKE 1F performed.wnhln a least-squares orbit determlnatlon system
[cm] [em] [cm] [cm] are more likely to suffer from the accumulation of numer-
295 44 52 6.7 6.4 ical errors than the short integration steps performed in a
296 35 43 5.8 6.1 Kalman filter scheme. The practical impact of both effects
297 40 45 7.0 6.9 and the merits of the different estimation schemes depends
298 39 a4 69 10 on the specifics of a particular software and the data set to
299 41 46 81 8.2
300 39 44 6.6 6.6 be processed.
301 41 49 6.9 7.9 Regarding the overall system architecture, the extended
302 a3 6.2 113 92 Kalman filter/smoother based orbit determination software
28431 g; 10:2 122 1183 is notably less complex than its least-squares based coun-
305 42 45 65 87 terpart. The number of estimation parameters is always re-
Mean 295-305 8 140 80 170 stricted to _24 (for up to twelve S|multaneously observed
Mean 295-301 y 46 6.9 7.0 GPS satellites) and associated memory requirements are

generally moderate. The least-squares approach, on the other
hand, implies a large number of estimation parameters that

tory is not guaranteed to be smooth and differentiable. This 9rows near-linearly with the length of the processed data arc.
is due to the fact that each measurement update causes Even worse, the storage requirements and the total opera-
small discontinuity of the predicted state vector. The mag- tions count may grow with up to the second and third power
nitude of this discontinuity depends on the data residuals of the arc length, respectively. This is also reflected in the
(and thus the measurement and modeling accuracy) as welhigher computation times of the least-squares orbit deter-
as the state covariance at the measurement epoch. A batcminations software employed in this study compared to a
least-squares estimator, in contrast, always yields a set ofKalman filter version (3.5 min versus 0.8 min for a 24 h data
initial conditions and dynamical parameters from which a arc at 30 s steps on a 3 GHz Pentium PC).
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Fig. 4. Empirical accelerations of GRACE-B in along-track direction as estimated by the least-squares estimator (top) and Kalman filter (b2&om) for
October 2003 (DOY 302).

3.6. Empirical accelerations 4. Summary and conclusions

Typical results of the empirical accelerations estimated in  Reduced dynamic orbit determination techniques have
orbit determination runs of least-squares and Kalman filter been analysed based on GPS data collected onboard the
are depicted in Fig. 4. Here, only the dominant components GRACE satellite in October 2004. It has been demonstrated
in the tangential direction are shown. The normal compo- that the use of a dual-frequency ionosphere-free combination
nents of the empirical accelerations are typically less than of code and carrier measurements allows a precise recon-
20 nnys? and might be related to albedo, mis-modeled solar struction of the GRACE trajectory at a level of down to
radiation pressure effects or unmodeled tidal perturbations.4 cm (3D rms). When combining single-frequency narrow-
Since the tangential and the radial empirical acceleration correlator code and carrier measurements, a position accu-
components are difficult to separate, the estimates of theracy of 7 cm (3D rms) has been achieved. The estimation
radial component have been constrained to near-zero by ap-of empirical accelerations as part of the orbit determination
plying a tight a priori standard deviation and small process process enabled a highly accurate trajectory reconstruction
noise for this component. even under the severe dynamic conditions of a massive solar

The tangential components of the empirical acceleration storm in that period.
in Fig. 4 show a small amplitude of 20 nis? during the first A similar orbit determination accuracy has been achieved
hours of day 302, followed by a dramatic peak of 300/sfm both with a least-squares and an extended Kalman fil-
and a subsequent transition to a quasi-periodic behaviour.ter/smoother implementation. While the least-squares esti-
Over the total arc of 24 h, the standard deviation of the tan- mator treated the empirical accelerations as piecewise con-
gential component of the empirical acceleration is 8¢ sfm stant, the Kalman filter estimates were directly based on
The observed pattern of the tangential acceleration compo-the assumption of a first-order Gauss—Markov process. The
nent mainly reflects a mismodeling of atmospheric drag in resulting empirical accelerations were found to be highly
the applied dynamical model. correlated between the two approaches. It has been shown

When comparing the empirical accelerations estimated that the strength of the extended Kalman filter/smoother
by the least-squares and the Kalman filter scheme, it be-lies in an efficient use of computer memory and processing
comes obvious that the observed phenomena are highly cortime. The least-squares approach on the other hand, exhibits
related and consistent. However, it is noted, that the esti- a better robustness and ensures smooth and differentiable
mated amplitudes differ by a factor of about 1.5. The origin trajectories. It must be emphasized though, that all results
of this discrepancy has not yet been resolved but might beand conclusions are exclusively based on a comparison of
due to a coupling between empirical accelerations and otheralgorithms described in the paper and implemented in the
estimation parameters (e.@r, Cp). Itis further noted, that ~ employed software. The consistent comparison of alterna-
care must be taken when interpreting empirical accelerationtive concepts such as the pseudo-epoch state filter is left to
patterns. The obtained values are not only highly dependentfurther analysis.
on the underlying dynamical models, but they are also de- The algorithms employed in the study account for the
pendent on the underlying stochastic models and the appliedfact that Selective Availability has been deactivated and will
filter settings. not be present in future radio navigation signals. Based on



O. Montenbruck et al. / Aerospace Science and Technology 9 (2005) 261-271

the available data set the feasibility of processing undiffer-

enced GPS measurements in combination with IGS clock

and ephemeris products has been demonstrated. This enables
a lean software architecture and reduces the operational bur
den traditionally associated with GPS-based precise orbit

determination.
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