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Reduced dynamics for delayed systems with harmonic or stochastic forcing.

Jérémie Lefebvre, Axel Hutt, Victor G. LeBlanc and André Longtin
(Dated: July 17, 2013)

The analysis of nonlinear delay-differential systems (DDE’s) subjected to external forcing is difficult
due to the infinite dimensionality of the space in which they evolve. To simplify the analysis of such
systems, the present work develops a non-homogeneous center manifold (CM) reduction scheme,
which allows the derivation of a time-dependent order parameter equation in finite dimensions.
This differential equation captures the major dynamical features of the delayed system. The forcing
is assumed to be small compared to the amplitude of the autonomous system, in order to cause only
small variations of the fixed points and of the autonomous CM. The time-dependent CM is shown
to satisfy a non-homogeneous partial differential equation. We first briefly review CM theory for
DDE’s. Then we show, for the general scalar case, how an ansatz that separates the CM into one for
the autonomous problem plus an additional time-dependent order-two correction leads to satisfying
results. The paper then details the application to a transcritical bifurcation subjected to single or
multiple periodic forcings. The validity limits of the reduction scheme are also highlighted. Finally,
we characterize the specific case of additive stochastic driving of the transcritical bifurcation, where
additive white noise shifts the mode of the probability density function of the state variable to larger
amplitudes.

PACS numbers:

Delayed feedback systems have a widespread use accross the engineering, physical and biological
sciences. In their applications, these are often subjected to temporally varying forcing to implement
the active role played by external influences on the dynamics. However, due to the complexity of
infinite dimensional systems, the way additive temporal fluctuations interact with retarded dynamics
is far from understood. In particular, a statement on the exact role played by non-homogeneous
components on the stability of solutions in delayed feedback models is still missing. Here, the authors
propose a novel approach to handle that problem using center manifold theory formulated for delay
equations, where an explicit time-dependence is taken into account. Their method makes possible
to capture the effect of forcing on the stability of an delayed feedback system in the vicinity of a
bifurcation, and serves as new strategy to highlight novel non-linear phenomena.

I. INTRODUCTION

Delayed feedback plays an important role in numerous areas such as laser dynamics [1, 2], chemical reactions [3],
mechanical systems (see [4] for a review) and general feedback control in simple and complex systems [5–7]. It also
plays a major role in shaping the behavior of biological systems [4, 8, 9]. It is particularly important in neuroscience
where feedback loops are a ubiquitous component of neural circuitry. Delayed feedback underlies a wide range of
phenomena, from simple reflexes [10] to posture control (see [11, 12] for examples with, respectively, one and two
delays), neural network dynamics [13], brain waves in health [14, 15] and disease [16] states, and more recently
anesthesia [17]. Delays also constitute one of the main mechanisms underlying network synchronization and play a
critical role in the stability of activity patterns in spatially extended systems [18–20].

The question of how spatio-temporal forcing interacts with retarded dynamics is an unexplored yet important
frontier, presumably because of the mathematical complexity of dynamical analyses of even autonomous retarded
dynamics. For example, the exact role of delays in the integration of temporal signals in sensory systems is beginning
to receive attention (see e.g. [21]), but much remains to be understood due to the lack of tools that dynamical systems
theory provides for the study of the stability of non-homogeneous and/or non-autonomous retarded problems. It
is unfortunately still unclear whether to apply e.g. the center manifold theorem, and if so how, let alone compute
center manifolds in specific cases for non-autonomous delayed systems. And should one simply append the forcing
onto the reduced dynamics of the autonomous system? Advances on this problem would thus greatly enhance the
scope of theoretical analyses of delayed systems.

Our paper addresses this lack by developing center manifold reductions in the presence of external forcing. Indeed,
the center manifold theorem has proven to be a powerful tool for classifying the behavior of all autonomous
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dynamical systems including retarded ones [22, 23]. It is thus deemed a promising candidate as a tool for non-
autonomous retarded system. However, the question whether the center manifold theorem may be extended to
non-autonomous delayed problems is currently left unaddressed. There are indications that center manifolds do
exist in infinite dimensional non-autonomous dynamical systems [24]. Furthermore, stochastic center manifold
theory has been established in non-delayed noisy systems [25–27], and a similar approach has been used in the
numerical analysis of non-linear ODEs subject of time-dependent forcing, providing accurate results [28]. These
studies provide fruitful avenues to pursue, including the one followed below. To the best of our knowledge, our
study is the first to treat analytically the dynamics of delayed system controlled by external driving. Notably, such
control is widely applied in various neuroscience fields, such as in neuropsychological experiments in form of flicker
experiments [63] or as Deep Brain Stimulation in Parkinson Disease [62, 64], to name a few. The present work
fills this gap and illustrates the practical mathematical application by a rather simple but revealing non-linear example.

In particular, our recent work [29] showed how a driven by Gaussian white noise could be analyzed by making
an ansatz of separability for the CM into an autonomous part and a time-dependent correction. That work then
derived an order parameter equation involving white and colored noises, and a Fokker-Planck analysis with time-scale
separation was used to approximate the probability density of the state variable. This revealed interesting shifts of
the mode of the density caused by the interaction of additive noise and the delay. The question remains open whether
the ansatz is a fruitful approach to the deterministic forcing problem, and whether trajectories are well represented
by the resulting reduced dynamics for both the deterministic and stochastic forcing cases. The method is thus put
on a firmer footing below and explored in detail for the deterministic case.

We first proceed by a detailed outline the procedure of center manifold reduction in delayed systems, summarizing
the detailed discussions of [30–34]; this includes the suspension that allows the unfolding of the bifurcation as the
critical parameter changes. The goal of this detailed review is two-fold: 1. provide a goal-oriented and pragmatic
description of delayed center manifolds calculations that we haven’t found elsewhere, and 2. expose the key steps
subject to specific asumptions while adapting the theory to the non-autonomous problem. Based on this, we present
a novel theoretical tool to study delayed dynamical systems subject to external forcing, and illustrate its use by
studying a simple example. We propose a solution to the presence of non-autonomous contributions in the form of
an additive temporal correction to the center manifold computed in the autonomous case. To illustrate the idea, we
compute the center manifold explicitly for a driven delayed model with a co-dimension one transcritical bifurcation,
which has a quadratic non-linearity. Numerical simulations are then used to show that our approach accurately
describes the pathwise dynamics in these systems near these bifurcation points. This is done for different orders of
approximation, and for a range of forcing frequencies and amplitudes. The work also addresses the case of multiple
driving frequencies, as well as Gaussian white noise. The paper ends with a discussion of the method, its successes
and limitations, and gives an outlook onto future work.

II. CENTER MANIFOLD REDUCTION

In this Section we briefly review the standard methodology to analyze delay differential equations (DDEs), and
the procedure of autonomous center manifold reduction. These subsections provide the basis for our proposed
non-autononous center manifold reduction technique, presented in last subsection.

A. Analysis of autonomous DDEs

Consider the general autonomous scalar delay differential equation,

ẋ(t) = f(x(t), x(t− τ), ε) = L(x(t), x(t− τ), ε) + F (x(t), x(t− τ), ε) (1)

dε

dt
= 0.

where we operated a suspension by introducing a parameter ε, defined by the distance from the bifurcation. The
operator L is a linear function with L(0, 0, 0) = 0, and F is a non-linear and sufficiently smooth function, satisfying
F (0, 0, 0) = DF (0, 0, 0) = 0, where it is assumed that the Jacobian is calculated with respect to all state variables i.e.
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u and ε . Both linear and non-linear parts of this system may contain delayed components. In this section, we will
introduce the notation and define the material required to perform the rather standard center manifold reduction of de-
layed functional differential equations. Reviews and in depth discussions of this method can be found in [30, 31, 34, 35].

In order to consider solutions x(t) of (2) for t ≥ 0, one needs a complete description of the initial value
problem, corresponding to the retarded dynamics on the interval [−τ, 0]. It is therefore imperative to consider Eq.(2)
in an appropriate phase space. To take into account the continuous dependence of the flow x(t) on the retarded
dynamics, it is convenient to introduce the parameter θ with −τ ≤ θ ≤ 0 and a new variable zt(θ) ∈ R

2, so that
zt(θ) ≡ (x(t+ θ), ε)T . Based on this definition, the appropriate phase space can be shown to be the Banach space of
continuous maps C ≡ C([−τ, 0],R× R) [31, 34]. Then, the linear operator L[zt] may be written as [30]

L[zt] =
∫ 0

−τ
dη[θ]zt(θ) (2)

with dη[θ] = ω(θ)dθ and the density function ω(θ); this representation follows from Riesz’s Theorem. For the scalar
DDE and a single parameter, ω(θ) is a 2 × 2-matrix. The initial system in Eq. (2) may thus be written in C as a
infinite-dimensional ODE,

d

dt
zt(θ) = A(zt(θ)) +XoF (zt(θ)), (3)

where the infinitesimal generator A is defined by [31, 34]

A(zt(θ)) ≡
∂zt(θ)

∂θ
+Xo

(

L[zt]−
∂zt(θ)

∂θ
|θ=0

)

. (4)

The connection function Xo(θ) allows the simultaneous treatment of the cases τ ≤ θ < 0 and θ = 0. It is defined
ad hoc as Xo(θ) = 0, ∀ − τ ≤ θ < 0 and Xo(θ) = I2 for θ = 0, where I2 is the 2 × 2 identity matrix. Hence, the
dynamics of (x(t+ θ), ε)T = zt(θ) is governed by the infinite-dimensional ODE of Eq. (3) appropriately defined in C
and parameterized by θ.

B. Spectral analysis and phase space decomposition

To reduce the system on the center manifold, we need to investigate the spectrum σ(A) = {λ ∈ C|∆(λ) = 0} of
the linear operator A in Eq.(4). Let us define the linearly independent set Φ(θ) = [φ1(θ), φ2(θ), ...] of eigenvectors
associated with the Lyapunov exponents, or eigenvalues λi ∈ σ(A). Under some technical assumptions (see section
7.8 of [30]), Φ(θ) constitutes a basis for the phase space C. Let us also define the adjoint basis Ψ(s) = [ψ1(s), ψ2(s), ...],
where the ψi(s) are eigenvectors of the adjoint linear problem. The bases Φ(θ) and Ψ(s) are such that, by definition,

(Ψ,Φ)(θ) = I

where we have introduced the bilinear form

(a(θ), b(θ)) ≡ a(0)b(0)−

∫ 0

−τ

∫ θ

0

a(ξ − θ)b(ξ)dξ[dη(θ)]. (5)

of two arbitrary complex functions a, b.

The decomposition of the spectrum is fundamental for determining the stable and unstable manifolds in the
dynamics of Eq. (3) and thus characterizing its instabilities. In the vicinity of an instability, we might assume,
without loss of generality, that a finite number of Lyapunov exponents cross the imaginary axis while changing a
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control parameter, while all other exponents remain confined to the left-hand plane i.e. the spectrum exhibits a
finite set of critical eigenvalues with λ = 0 leading to dim(U) < ∞. These bifurcating, or unstable exponents near
the transition point introduce a very slow time scale, while the stable components relax much faster to their steady
state. As a consequence, after a sufficiently long time, the dynamics of the system is essentially determined by the
slow unstable modes [23, 30].

If one considers the spectral subset σU (A) ≡ {λ ∈ C|Re(λ) = 0}, phase space may be decomposed as C = U+S, where
S = U . The space U is the eigenspace spanned by the eigenvectors associated with unstable Lyapunov exponents.
These eigenvectors constitute a basis ΦU of U , with ΦU (θ) ⊂ Φ(θ). This implies that there exists a complementary
subspace S, spanned by ΦS , associated with stable Lyapunov exponents i.e. σS(A) ≡ {λ ∈ C|Re(λ) < 0}. We
emphasize that this decomposition is analogous to the usual decomposition of phase space into stable, center
and unstable subspaces. Here however, for clarity of notation, we label U the subspace spanned by the center
eigenmodes i.e. for which the eigenvalue has a zero real part, which is the usual center subspace (only the label differs).

According to the decomposition of phase space, one can project, or express, the state vector zt(θ) governed
by Eq. (3) with respect to the unstable basis ΦU (θ),

Ut(θ) = P (zt) ≡ ΦU (θ)(ΨU (θ), zt(θ)) = ΦU (θ)(u(t), ε)
T , (6)

where (u(t), ε)T = (ΨU (θ), zt(θ)) is a vector containing the expansion amplitudes of zt(θ) with respect to the unstable
eigenbasis ΦU (θ) and P is the projector onto the subspace U . Accordingly, the state vector zt(θ) may be separated
into two disjoint elements, its stable and unstable components living in S and U , respectively. Consequently we can
write

zt(θ) = P (zt) + (I− P )(zt) = ΦU (θ)(u(t), ε)
T + st(θ).

Applying the projector to the state vector of Eq. (3) yields the dynamics of the unstable modes of Eq.(2)

U ∋
du(t)

dt
= ΛUu(t) + ΨU (0)F [ΦU (θ)u(t) + st(θ)] (7)

U ∋
dε

dt
= 0.

Similarly, applying the operator I− P = I−ΦU (θ)(ΨU (θ), · ) to Eq. (3) we obtain the complementary dynamics of
the stable modes in S

S ∋
d

dt
st(θ) = A(st(θ)) + [Xo − ΦU (θ)ΨU (0)]F [ΦU (θ)u(t) + st]. (8)

C. The autonomous center manifold reduction

Bifurcations are characterized by so-called unstable Lyapunov exponents, or equivalently by a non-empty unstable
eigenspace for non-hyperbolic fixed-points. The precise point in parameter space where σU (A) 6= ∅ is called the insta-
bility threshold, and can be quantitatively described by max{Re(λ) = 0|λ ∈ σ(A)}, which occurs in our formulation
for ǫ = 0. In the neighborhood of a critical point, the center manifold theorem specifies that the stable modes in S
are slaved to the dynamics of the unstable modes in U [31, 35]. Then

st(θ) = h(θ, u(t), ε) (9)

holds true in S. Consequently, the unstable modes are further described by the order parameter equation (OPE)
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du

dt
= ΛUu+ΨU (0)F [ΦU (θ)u+ h(θ, u)], (10)

where, within the non-linear function F [v], the term v = ΦU (θ)u + h(θ, u) takes the forms ΦU (0)u + h(0, u) and
ΦU (−τ)u + h(−τ, u), according to the timing of the non-linearities of F . In the vicinity of an instability and given
that the functional h(u) is known, the system in Eq. 10 captures the dynamics of Eq.(2) entirely. Delayed components
are not present anymore, and the dimensionality of this representation is finite, making the OPE very useful in the
treatment of non-linear DDEs. Most importantly, it is possible to reconstruct the flow x(t) of the original delayed
system of Eq.(2) solely from the unstable modes by

xr(t) = Ut(0) + st(0) = ΦU (0)u(t) + h(0, u(t), ε), (11)

where xr(t) = x(t). Although the center manifold theorem ensures that the functional h(θ, u(t), ε) exists, it is
typically not unique, and challenging to compute explicitly [22, 32, 33, 36]. An approximation of h introduces an
error in the reconstruction leading to various degrees of discrepancy.

Nevertheless, if one combines Eq. (9) and (10), the center manifold has to satisfy the implicit relationship

Duh(θ, u, ε)[Λu+ΨU (0)F [Φu+ h(u)] = A(h(u)) (12)

+ [Xo − ΦU (θ)ΨU (0)]F [ΦUu+ h(u), ]

where the operator Du denotes the partial derivative with respect to u. Equation (12) contains elements of both S
and U . However, the center manifold h is normal to the space of unstable components i.e. P (h ∈ S) = 0, a criteria
we refer to as the normalization condition. This criteria, used in conjunction with Eq. (12), yields a solution h which
evolves in the stable subspace S.

D. Analysis of non-autonomous DDEs

Now consider the non-autonomous DDE

ẋ(t) = f(x(t), x(t− τ), t) = L({x(t), x(t− τ)}) + F ({x(t), x(t− τ)}) + I(t), (13)

with the external input I(t).

If we consider the fixed point of the autonomous system (2) for the analysis of Eq. (13), identifying the spectrum
and subspace eigenbases from the autonomous system, we may project the dynamics of the non-autonomous system
in Eq. (13) onto the stable and unstable subspaces of the autonomous system with the projector P , and subsequently
obtain the non-autonomous version of Eq. (7) and (8), namely

U ∋
du(t)

dt
= ΛUu(t) + ΨU (0)F (ΦU (θ)u(t) + st(θ)) + ΨU (0)I(t) (14)

S ∋
d

dt
st(θ) = Ast(θ) + (Xo − ΦU (θ)ΨU (0))[F (ΦU (θ)u(t) + st(θ)) + I(t)]
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This result has been demonstrated formally for the case of a linear non-autonomous delayed system [30]. Hence the
approximation is reasonable since the amplitude of both the stable and unstable modes in the vicinity of an stability
threshold can be taken arbitrarily small by adjusting the control parameter, rendering the non-linear component F
small as well.

Equation (13) is a non-linear and non-autonomous DDE and it is a challenging problem to find conditions
for its stability. Close to a bifurcation point, the analysis of such DDEs has attracted increasing attention in the
last years, e.g. considering more general [30, 37], deterministic [38, 39] or stochastic forces [40, 41]. In [24], a
center manifold theorem for weak solutions of non-autonomous abstract ODEs on infinite-dimensional spaces is
proven given that certain spectral gap conditions are satisfied. For instance, one condition limits eigenvalues on
the imaginary axis to a finite set while all other eigenvalues are bounded away from the imaginary axis. Equation
(13) can be written in this setting where the external stimulation represents a non-autonomous perturbation of
Eq. (3). In addition it is well-known that the autonomous operator A satisfies the aforementioned spectral gap
conditions. As such, a time-dependent center manifold approach has been used successfully in non-delayed systems
for quasi-periodic inputs [28]. Moreover the existence of time-dependent center manifolds has also been established for
stochastic driving, but without delay [25]. Hence, we expect that a non-autonomous center manifold exists for Eq. (13).

As a first approximation to the delayed case, one could assume that the center manifold h has no explicit de-
pendence on time as in Eq. (9). Then the resulting calculations would yield an inconsistent problem, where there is
no time-dependent component in h to account for the effect of the input I(t) on the non-linearities of the original
DDE. The resulting reconstructed flow as per Eq. (11) would show significant deviation from the original system in
Eq. (2). Thus, the present work adapts the autonomous center manifold reduction scheme to the non-autonomous
case by adding an explicit time-dependence to the center manifold by means of an additive perturbation.

According to this rationale we thus choose

st(θ) = h(θ, u(t), ε, t), (15)

for which the manifold h(θ, u, ε, t) now satisfies

Duh(θ, u, ε, t)[Λu+ΨU (0)F [ΦUu(t) + h(u, ε, t)] + ΨU (0)I(t)] +
∂h(θ, u, ε, t)

∂t
(16)

= A(h(u, ε, t)) + (Xo − ΦU (θ)ΨU (0)) (F [ΦUu(t) + h(u, ε, t)] + I(t)) .

where again h ∈ S.

In order to find an accurate solution to Eq. (16), it is crucial to consider the two different characteristic time
scales introduced by the stable (fast) and unstable (slow) modes in the phase space decomposition. Let τU and τS
be the time scales of the unstable and stable modes, respectively. In the mindset of the center manifold theorem
and following the hypothesis of the existence of non-hyperbolic fixed points, we assume that the forcing term is fast,
so that I(t) = I(τf t

′), where τf ≤ τS << τU . More formally, τf , τS ∼ εm, τU ∼ εn with m ≥ n. In addition, it is
reasonable to assume small amplitudes close to the bifurcation threshold yielding u ∼ εn. As an ansatz, we add a
time-dependent correction ht to the expansion used in the autonomous case, such that the time-dependence in the
center manifold takes the form of a fast and small additive perturbation

h(θ, u, t, t′) = hn(θ, ε, u) + ht(θ, τf t
′) +O(m > n), (17)

where O(m) denotes terms of order of magnitude m in u, ε and the time-dependent contributions. The ansatz in Eq.
(17) assumes that the autonomous center manifold hm of order m and the correction term ht have similar orders of
magnitude: we assume u ∼ ε and hn ∼ O(n ≥ 2), ht ∼ O(2), I(t) ∼ O(2), i.e. the ansatz implies time-dependent
corrections and inputs that are small compared to the amplitude of the unstable modes. Furthermore, such an ansatz
is analogous to the one used in [28] for forced center manifolds in the context of ODEs, which proved to accurately
reproduce the dynamics for various types of inputs. It assumes that the center manifold has a separable form in time
t and modes u, which greatly simplifies the resolution of Eq. (16). Indeed, the substitution of (17) in Eq. (16) up to
quadratic order leads both to the evolution equations of the autonomous problem and the non-autonomous evolution
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equation on a faster time scale. The resulting evolution of ht is decoupled from the autonomous contribution hn(θ, u)
and obeys

∂ht(θ, t)

∂t
= A(θ)(ht) + [Xo(θ)− ΦU (θ)ΨU (0)]I(t). (18)

Equation (18) is a linear first order non-homogeneous partial differential equation in ht. In order to be solved, recall
that ht evolves in the stable subspace, i.e. P (ht) = 0. Hence it is reasonable to choose the ansatz

ht(θ, t) = (I− P )H(t+ θ) (19)

where H ∈ C is a continuous scalar function.

To derive the evolution equation for H(t + θ), at first let us consider the case −τ ≤ θ < 0. Then inserting
Eq. (19) into Eq. (18) yields

∂

∂t
P (H) =

∂

∂θ
P (H) + ΦU (θ)ΨU (0)I(t). (20)

In the following, we assume bifurcations of co-dimension 1. Since (∂/∂θ)P (H) = (∂ΦU/∂θ)(ΨU , H) = 0 and

P

(
∂H

∂t

)

= ΦU (θ)ΨU (0)

(
dH

dt
− L[H]

)

,

the resulting evolution equation reads

∂H(t+ θ)

∂t
= L[H] + I(t) , −τ ≤ θ < 0. (21)

Since the right hand side of (21) does not depend on θ, H(t+ θ) = H(t), −τ ≤ θ < 0.

Similarly, for θ = 0 we find

(1− ΦU (0)ΨU (0))
dH(t)

dt
= (1− ΦU (0)ΨU (0))L[H]− L[P (H)] + (1− ΦU (0)ΨU (0))I(t). (22)

Since

L[P (H)] = (ΨU , H)

∫ 0

−τ

ΦU (θ)[dη(θ)]

= (ΨU , H)L[ΦU ]

= 0,

One finds that Eq. (22) is identical to Eq. (21). Hence Eq. (21) determines H(t+ θ) and ht via Eq. (19).

Although Eq. (21) is still non-autonomous, it is linear and may be solved by various techniques dependent on
the specific problem at hand and on the forcing term I(t) [30, 42, 43]. In addition, it is worth mentioning that the
maximum eigenvalue of L[H] vanishes for co-dimension 1 bifurcations. This may render the solution H(t) of Eq. (21)
non-stationary, e.g. in the presence of Brownian noisy inputs as shown below in Section III B 1.

Summarizing this section, we propose an approach built on the hypothesis that both non-autonomous and delayed
cases can be analyzed, in a lowest order approximation, by a fast and small time-dependent correction of the
autonomous center manifold of nonlinear systems. The separation of the mode-dependent parts hn and the
time-dependent part ht, combined with the time-scale separation asumption allows to compute higher order terms
in the modes expansion, while keeping the time-dependent component to second order. Higher degrees of accuracy
could be achieved by computing higher order terms in both modes and time-dependent components of h(θ, u, ε, t), in
Eq.(17) for instance. In addition, the method allows to reduce dramatically the dimensionality of the delayed system
by deriving a low-dimensional non-delayed system, the so-called order parameter equation.

The subsequent section illustrates the method and investigates its validity by the application to a specific de-
layed problem.
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III. APPLICATION TO THE ASYMMETRICAL TRANSCRITICAL BIFURCATION

Consider the following scalar delayed system with the quadratic normal form

dx(t)

dt
= −[x(t)−R1x(t− τ)]−R2x

2(t− τ) + I(t), . (23)

Such normal form structures embody a vast array of systems, whose non-linearities have been expanded near a given
fixed point and where quadratic components dominate. Numerous examples exist where such a situation arise, espe-
cially in applications where the dynamics is subject to a delayed feedback component expressing a sigmoidal behavior.
It has indeed been shown that the center manifold for a system with quadratic nonlinearity affects the determinis-
tic dynamics [35]. The treatment of the cubic case is analogous to the one we perform here, and is presented elsewhere.

Introducing the new constant parameter ε ≡ R1 + 1, Eq. (23) may be augmented to

dx(t)

dt
= −x(t) + x(t− τ)− εx(t− τ)−R2x

2(t− τ) + I(t)

dε

dt
= 0 . (24)

As we will see below, ε serves as the control parameter of the system. Also, note that the augmented system treats
ε as a dynamical variable. This artificially extended formulation has the advantage of having a vanishing eigenvalue
of the linear system for all values of the control parameter, which permits the application of the center manifold
reduction even away from the bifurcation.

Introducing the vector function zt(θ) = (x(t + θ), ε)T ≡ (zt(θ)1, zt(θ)2)
T , the corresponding operators in the

extended space C read

L[zt] =

(
−zt(0)1 + zt(−τ)1

0

)

=

∫ 0

−τ

dη[θ]zt(θ) (25)

F [zt] = −

(
εzt(−τ)1 +R2z

2
t (−τ)1

0

)

(26)

with

dη[θ] =

(
−δ(θ) + δ(θ + τ) 0

0 0

)

dθ. (27)

At first, we will investigate the problem without driving, i.e. I(t) = 0, to illustrate the procedure of delayed center
manifold reduction. Then the following paragraphs show a detailed derivation of the time-dependent correction to
the autonomous center manifold for I(t) 6= 0.

A. Autonomous Case: I(t) = 0

Fixed points of Eq.(23) for I(t) = 0 are given by

xo1,2 = 0,−
(1 +R1)

R2
. (28)

A transcritical bifurcation occurs at R1 = −1, for which the stable branch xos(R1) = −(1 + R1)R
−1
2 and unstable

branch xou(R1) = 0 collide and exchange stability. This is further made apparent by investigating the spectrum σ(L)
of the linearized problem ẋ(t) = L(x(t), x(t−τ)) = −x(t)−R1x(t−τ) about x

o
1 = 0. The corresponding characteristic

polynomial is

∆(λ,R1) ≡ λ+ 1 +R1e
−λτ = 0

with the roots λ ∈ C. Some solutions of the characteristic equation are plotted in Fig.1.

We notice that R ∋ λ = 0 for R1 = −1. In order to capture the dynamics in a neighbourhood of the instability, we
might consider the augmented system in Eq. (24). Its linear part reads
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FIG. 1: Lyapunov exponents λ of Eq.(23) at the trivial equilibrium for R1 = −1. Stable exponents are shown in black, while
the only unstable exponent is shown as an open circle. Here, τ = 2.0.

dx(t)

dt
= −x(t) + x(t− τ)

dε

dt
= 0 (29)

whose characteristic polynomial is λ∆(λ,−1) = 0. We observe that the Lyapunov exponents of the augmented system
are now independent from the order parameter ε by construction. The corresponding orthonormal eigenbasis of the
unstable subspace, i.e. for λ = 0, reads

ΦU (θ) =

(
1 0
0 1

)

= I2.

The biorthonormal adjoint basis can be computed using Eq.(5) and ΨU = (ΦT
U ,ΦU)

−1
ΦT

U to yield

ΨU (θ) =

(
(1 + τ)−1 0

0 1

)

where now (ΦU (θ),ΨU (θ)) = I2. In addition, the projector P (·) = ΦU (θ)(ΨU (θ), ·) onto the unstable subspace is

P (φ(Θ)) = (1 + τ)−1

(

φ(0) +

∫ 0

−τ

φ(s)ds

)

(30)

A projection of Eq. (24) onto U and the complementary space S yields
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du(t)

dt
= (1 + τ)−1F [u+ st] (31)

dε(t)

dt
= 0

d

dt
st(θ) = A(st) +

(

Xo −
1

1 + τ

)

F [u+ st]

where the linear operator A contains the linear functional L[st] and the nonlinear part is F [u + st] = −εx(t − τ) −
R2x

2(t − τ). To obtain F as a function of the projection variables u and st(θ), respectively, we recall the definition
of zt(θ) and find x(t− τ) = Φ(−τ)u(t) + st(−τ) = u(t) + st(−τ). Consequently the linear and nonlinear part read

L[st] = −st(0) + st(−τ), (32)

F [u+ st] = −ε(u(t) + st(−τ))−R2(u(t) + st(−τ))
2. (33)

We may now apply the center manifold theorem. The fast stable modes are slaved to the slow unstable modes , i.e.
st(θ) = h(θ, u(t), ε), where the functional h obeys

1

1 + τ

∂h(θ, u, ε)

∂u
F (u(t) + h(θ, u)) = A(h(θ, u, ε)) + (Xo −

1

1 + τ
)F (u(t) + h(θ, u, ε)). (34)

As mentioned previously, Eq. (34) can be solved by introducing an order of occuring terms and the subsequent
solution of each order separately.

Quadratic terms

First, let us find the manifold h(θ, u, ε) up to second order in (u, ε) with the quadratic ansatz

h(θ, u, ε) ≈ h2(θ, u, ε) = a(θ)ε2 + b(θ)εu+ c(θ)u2 +O(3; ε, u). (35)

The coefficients a(θ), b(θ), c(θ) ∈ R are arbitrary functions. For −τ ≤ θ < 0 Eq. (34) reads

1

1 + τ

∂h2(θ, u, ε)

∂u
F [u+ h(u, ε)] =

∂h2(θ, u, ε)

∂θ
−

1

1 + τ
F [u+ h(u, ε)]. (36)

Since F and h2 are O(2), Eq. (36) becomes

∂h2(θ, u, ε)

∂θ
=

1

1 + τ
F [u(t)]. (37)

Substituting the polynomial ansatz of Eq. (35) in the previous equation gives, to second order,

a′(θ)ε2 + b′(θ)εu+ c′(θ)u2 =
1

1 + τ
(−εu−R2u

2).

Collecting the orders of (u, ε), the coefficients of the center manifold are governed by a decoupled system of ODEs
with the solutions

a(θ) = C1

b(θ) = −(1 + τ)−1θ + C2

c(θ) = −(1 + τ)−1R2θ + C3 (38)
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and constants C1, C2, C3 ∈ R. Reworking the problem for θ = 0 does not allow to determine these constants. We
recall the normalization condition P (h2) = 0, where P is defined in Eq. (30). Then utilizing Eq. (38) in P (h2) = 0
yields C1 = 0, C2 = τ2/2(τ+1)2 and C3 = R2τ

2/2(τ+1)2. Hence the lowest order of the autonomous center manifold
of Eq.(23) is

h2(θ, u, ε) =

(
θ

τ + 1
+

τ2

2(τ + 1)2

)

︸ ︷︷ ︸

b(θ)

uε−

(
θR2

τ + 1
+

R2τ
2

2(τ + 1)2

)

︸ ︷︷ ︸

c(θ)

u2 (39)

Cubic terms

For the cubic components, the very same procedure applies and so we simply state the result. The cubic component
of the center manifold is

h3(θ, u, ε) =

(
1

2

θ2

(1 + τ)2
− θ

τ

(1 + τ)2
−

2τ3

3(τ + 1)3

)

uε2 (40)

+

(

R2
θ2

(1 + τ)2
− θ

2R2τ

(1 + τ)2
−

4R2τ
3

3(τ + 1)3

)

εu2

+

(

R2
2

θ2

(1 + τ)2
− θ

2R2
2τ

(1 + τ)2
−

4R2
2τ

3

3(τ + 1)3

)

u3.

Combining the expression for the center manifold obtained at the second and third order, the order parameter equation
for the autonomous case reads

du(t)

dt
= (1 + τ)−1[−ε(u+ h(−τ, u))−R2(u+ h(−τ, u))2] (41)

with h = h2 + h3. Figure 2 shows an example of the effect of higher order terms calculations on the level of accuracy
achieved by the order parameter equation in the description of the original system in Eq. (23). The figure compares
the solution of the original system of Eq. (23), to the reconstructed flow xr(t) = ΦU (0)u(t) + h(0, u) at diffferent
orders of expansion of the center manifold. As expected, the best approximation is by the center manifold of cubic
order, i.e. h = h2 + h3, and decreases for the lower orders h = h2, and more so for h = 0.

B. Non-autonomous case: I(t) 6= 0

Let us now investigate Eq.(23) with I(t) 6= 0. As discussed previously, the analysis of the linear problem yields
the same dynamics as in the autonomous case, since the external input is treated as a non-linearity. Following the
construction of the eigenbases, we project Eq.(23) onto ΦU and the complementary basis ΦS , and obtain

du(t)

dt
=

1

1 + τ
F [u(t) + st] +

1

1 + τ
I(t)

dε(t)

dt
= 0 (42)

d

dt
st(θ) = A(st) +

(

Xo −
1

1 + τ

)

(F [u(t) + st] + I(t)).

Now applying the center manifold theorem implies that the functional h depends on time explicitely. We obtain

1

1 + τ

∂h(θ, u, t)

∂u
(F [u(t) + h(u, t)] + I(t)) +

∂h(θ, u, t)

∂t

= A(h(u, t)) +

(

Xo −
1

1 + τ

)

(F [u(t) + h(u, t)] + I(t)). (43)
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FIG. 2: Comparison of the numerically reconstructed flow xr(t) defined by Eq.(11) with the original flow of Eq.(23) for I(t) = 0
based on the calculations performed in this section. For a specific initial condition, the solution of Eq. (23) approaches the fixed
point x1

o = 0. The reconstructed flow is shown with different accuracy levels achieved using higher order terms in the center
manifold formulation. To approach the original flow (dashed curve labelled 1), the order parameter equation (Eq.(41)) uses
cubic (2) and quadratic (3) order expansions for the center manifold. The trivial ansatz h = 0 (4) is also shown. Parameters
are τ = 2.0, ε = −0.05, R2 = 1.5. Initial conditions were chosen to exhibit an monotonic decay towards the equilibrium and were
the same for all simulations over the interval −τ < to < 0, so that x(to) = xr(to) = u(to) = 0.3 where we have h(0, u(to)) = 0.
An Euler integration scheme was used.

For simplicity, we do not write the dependence of h on ε. Considering the solution h(θ, u, t) in (42) yields the order
parameter equation

du(t)

dt
=

1

1 + τ

(
−ε(u+ h(−τ, u, t))−R2(u+ h(−τ, u, t))2

)
+

1

1 + τ
I(t). (44)

Solving Eq. (43) for h(θ, u, t), we take into account that the forcing term is small compared to the evolution of the
unstable mode with I(t) ∼ O(2). Implementing this time-dependence of the center manifold, we may write the center
manifold in time-mode separable form

h(θ, u, ε, t) = hn(θ, u(t), ε) + ht(θ, t), .

The determination of the time-dependent component ht is facilitated by the ansatz ht = (I−P )H(t+ θ) which holds
on the normalization criterion. According to Eq. (21), we find the evolution equation

∂ht(θ, t)

∂t
= A(θ)(ht) +

[

Xo(θ)−
1

1 + τ

]

I(t), (45)

and the solution ansatz

ht = (I− P )H(t+ θ) (46)

= H(t+ θ)−
H(t)

1 + τ
−

1

1 + τ

∫ 0

−τ

H(t+ s)ds, (47)
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which may be simplified to

Ḣ(t+ θ) = −H(t) +H(t− τ) + I(t).

Given a specific choice for the input I(t), this expression fully determines the time-dependent componnent of the
center manifold.

Periodic driving

To verify these results, let us consider the periodic driving I(t) = Io sin(wot) with a single angular frequency wo.
The amplitude Io is assumed to be small compared to the amplitude u(t), and the oscillation period 2π/wo is short
compared to the slow evolution of u(t). The time-dependent correction ht(θ, t) is a solution of Eq. (45) whenever H
satisfies the linear delay equation

dH(t)

dt
= −H(t) +H(t− τ) + Io sin(wot). (48)

In the absence of an external input, the solution of dH0/dt = L[H0] = −H0(t) + H0(t − τ) is H0(t) =
∑

n cn exp(λnt),−∞ < n < ∞ with constants cn = c∗−n ∈ C and Lyapunov exponents λn ∈ C. The eigenspec-
trum of L[H] is depicted in Fig. 1, and we may observe that λ0 = 0, Re(λn 6=0) < 0. Hence H = const is a stable
fixed point. For I 6= 0, the solution of (48) reads for t→ ∞,

Ho(t) = Ao sin(wot) +Bo cos(wot),

with constants Ao = Ao(Io, wo, τ), Bo = Bo(Io, wo, τ). Then (47) yields the time correction ht

ht(θ, t) = Ao sin(wo(t+ θ)) +Bo cos(wo(t+ θ))

−

(
Ao

1 + τ
+

Bo

wo(1 + τ)

)

sin(wot)−

(
Bo

1 + τ
+

Ao

wo(1 + τ)

)

cos(wot)

+
Ao

wo(1 + τ)
cos(wo(t− τ)) +

Bo

wo(1 + τ)
sin(wo(t− τ)). (49)

Combining the results from previous sections, we obtain the final expression for the non-autonomous center manifold
up to the cubic order, and the resulting order parameter equation for the specific forcing considered here.

In order to evaluate our method, we numerically integrated the original system Eq.(23) and compared the re-
sulting solution to the solution obtained according to Eq.(11). The results are presented in Fig. 3. There, we have
considered the two cases with and without time-dependence of the center manifold. However, both approaches share
the same autonomous component, while the time-dependent manifold obviously exhibits an additional time-dependent
term. One can clearly see that the time-dependent correction of the center manifold significantly improves the
correspondance between the original and reconstructed signals.

The reduction method assumes a time-scale separation of the fast external input and the slow dynamics of u(t).
In addition, the amplitude of I(t) and the time-dependent correction term ht are assumed to be small compared
to u(t), and one can expect the error to increase as the input amplitude, Io, increases. To illustrate how both
the input oscillation frequency and the input amplitude affect the reconstruction error, we computed in Fig. 4
the time-averaged difference between original and reconstructed flows with sinusoidal driving of various amplitudes
and frequencies. One can see that the inclusion of a time-dependent center manifold reduces the reconstruction
error, especially for smaller frequencies. Moreover, in both cases with or without time-dependent center manifold
corrections, increasing the frequency and decreasing the input amplitude reduces the error. For very small values of
the frequency and/or large input amplitudes, the solutions diverge away from the equilibrium, as the input causes
the flow to make large excursions out of the basin of attraction of the fixed point xo. These conditions correspond to
points in the figure which exhibit a maximal error.

The exact interval of frequencies and amplitudes for which the time-dependent center manifold calculations can be
used is hard to determine. The rule of thumb is that small input amplitudes and fast oscillating inputs allow a good
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FIG. 3: Comparison of numerical simulations of the reconstructed flow xr(t) from Eq.(11) with the original flow of Eq.(23)
with weak and fast time-periodic driving of the form I(t) = Iosin(wot). The numerical solution of Eq. (23) (dashed curve
labelled1) is shown along with the reconstructed flow with cubic order expansion (h = h2 + h3 in Eq. (39) and (40)) of the
center manifold, and plotted with (2) and without (3) the time-dependent correction ht (Eq. 49). The reconstructed flow using
the tivial ansatz h = 0 is also shown (4). Further, we add the flow of Eq. (23) without any delay (i.e. for τ = 0) (5), showing
the difference in the system’s response to forcing when no delay is present, and how this difference is accurately captured by the
time-dependent center manifold approach. The time-corrected center manifold follows the solution of the DDE with improved
accuracy. Parameters are Io = 0.1, wo = 15, τ = 2.0, ε = 0.15, R2 = 1.5. The initial conditions are chosen the same for each
system i.e. x(to) = xr(to) = u(to) = 0.3 for −τ ≤ to < 0, where we set h(0, u(to)) = 0.

approximation. In line with the principal objective of center manifold theory, we provide here a simple method for
computing a time-dependent center manifold of low order for driven delayed systems, which greatly improves the
accuracy of the order parameter equation. Further, our method is based on the calculation of the center manifold
of the autonomous problem, for which the literature provides numerous detailed examples on which one can add
non-autonomous extensions.

Driving at multiple frequencies

As observed in the previous paragraphs, the proposed analysis assumes a short time scale of the oscillating input,
such that low input frequencies yield a larger error between the original flow and the reconstructed flow than higher
frequencies. However, in real applications external driving forces may not be periodic in time as assumed in the
previous paragraphs. Hence the question arises whether the proposed method still applies to more general inputs.
To consider this question, let us consider the more general quasi-periodic driving I(t) whose time scales are assumed
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FIG. 4: Deviations between the reconstructed flow governed by Eq. (44) and the original flow of Eq. (23) near a transcritical
bifurcation using both standard and time-dependent center manifold reductions with an additive forcing term I(t) = Io sin(wot).
As the two flows are in phase, the error is defined as the absolute difference between original and recontructed flows at input
maxima divided by the response amplitude of the original system, taken at the maxima of the oscillation. Panel a) shows the
error when an additive time-dependent component to the center manifold is used, as in Eq. 49. Panel b) shows the error for the
same problem without any time-dependent considerations in the center manifold calculations. Parameters are τ = 2.0, ε = −0.2
and R2 = 1.5.

short. Assuming a finite set of oscillations of number N , the input may be written as

I(t) =

N∑

i=1

Iio sin(w
i
ot). (50)

It is obvious that the choice of the frequency distribution {Iio} and especially its low-frequency part determines the fit
of the reconstructed signal to the original signal. Following the previous analysis procedure, the autonomous center
manifold can be approximated up to cubic order. Since the center manifold depends linearly on the external input, it
is easy to check that the function H introduced in Eq. (19) now simply obeys

dH(t)

dt
= −H(t) +H(t− τ) +

N∑

i=1

Iio sin(w
i
ot) (51)

similar to the single frequency case (48). By virtue of the linearity of the problem, the solution of (51) represents
a linear superposition of the solutions (49) for different input strengths and frequencies. Figure 5 compares a single
solution of the full model and some reconstructed solutions for a pulse-like external input, in the same spirit as in
Fig. 3. We may also observe in this case how the time-dependent term ht improves the reconstruction very well. The
reconstruction error is determined by the smallest frequencies and dominant amplitudes chosen (not shown).

1. White noise

The results of Fig. 3 and 5 show that the reduction method is valid for inputs composed of a single frequency and
also for superimposed oscillations of different frequencies. Let us consider the general case of a superposition of
infinitely many frequencies, i.e. noise which is uncorrelated in time. The input now takes the form I(t) = κξ(t) where
κ denotes the noise strength and ξ(t) is a random variable taken from a Gaussian distribution with 〈ξ(t)〉 = 0 and
correlation 〈ξ(t)ξ(T )〉 = 2δ(t−T ). Here 〈· · · 〉 denotes the average over time. The input power spectrum is a constant
and thus all Fourier frequencies are assumed to have identical amplitude. This input choice extends the study of the
determination of delayed center manifolds to the general case of stochastic inputs.

The noise strength κ is assumed to be small compared to the amplitude u(t). Similar to the discussion of
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FIG. 5: Comparison of the numerical solutions of reconstructed flow xr(t) according to Eq.(11) with the original flow of Eq.(23)
with weak and fast time periodic driving. The input is a superposition of N = 10 oscillations defined by (51) where the
amplitudes Iio follow a Gaussian distribution with mean w̄o = 40 and standard deviation σ = 30. Panel (a) shows the original
and reconstructed time series and panel (b) is the focus onto the grey-shaded area in (a). The original flow (1, dashed curve)
is compared to the reconstructed flow using a center manifold of cubic order expansion, and plotted with (2) and without (3)
time-dependent correction . The trivial ansatz h = 0 is also shown (4). In addition, (5) denotes the flow of Eq. (23) for τ = 0.
We observe that the reconstructed flow with time-dependent center manifold follows the original system with great accuracy.
Parameters are I1o = 0.1839, I2o = 0.2569, I3o = 0.3582, I4o = 0.5, I5o = 0.3582, I6o = 0.2569, I7o = 0.1839, I8o = 0.1317,
I9o = 0.0944, I10o = 0.676, wn

o = 10 · n, n = 1, . . . , N , τ = 2.0, ε = 0.2 and R2 = 1.5.

deterministic input above, the autonomous component of the center manifold is calculated using the very same
procedure. However, in contrast to the previous discussion, the time-dependent correction (46) is now a solution of
Eq. (45) if H satisfies the linear delayed Langevin equation

dH(t)

dt
= −H(t) +H(t− τ) + κξ(t). (52)

Assuming initial conditions H(r) = 0, −τ ≤ r ≤ 0, the solution of (52) is given by [44]

H(t) =

∫ t

0

H0(t− s)dW (s)

where dW (t) is the differential of the Brownian motion coresponding to the random fluctuations ξ(t)and where H0 is
the homogeneous solution of (52) for κ = 0, given by

H0(t) =
1

2π(1 + τ)
+

∞∑

n=1

exp(λnt)

1 + τ exp(−λnτ)
+ c.c. (53)

for initial conditions H(θ) = 0, − τ ≤ θ ≤ 0. The solution H(t) is not stationary in the sense that its distribution
function is not invariant with respect to time [44]. Moreover H0(t) =

∑

n cn exp(λt), as discussed in the previous
section. For this specific case, the dynamics on the slow manifold obeys

du(t)

dt
=

1

1 + τ

(
−ε(u+ hauto(−τ, u) + ht(−τ, t))−R2(u+ hauto(−τ, u) + ht(−τ, t))

2 + I(t)
)
(54)

ht(−τ, t) = κ

∫ t−τ

0

H0(t− τ − s)dW (s)−
κ

1 + τ

∫ t

0

H0(t− s)dW (s)−
κ

1 + τ

∫ 0

−τ

∫ t+s

0

H0(t+ s− r)dW (r)ds . (55)

In Fig. 6 we compare a single solution trajectory obtained numerically from the original problem in Eq. (23) to the
reconstructed path xr(t) = u(t) + h(u, t). The figure illustrates clearly that the proposed method allows a very good
reconstruction of the stochastic path in spite of the presence of the broad frequency band.

/noindent To evaluate the quality of the reconstruction more generally, Fig. 7 shows the reconstruction error
subjected to the delay value and noise strength. The figure reveals that the reconstruction error is smallest for small
noise strength and small delays.
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FIG. 6: Comparison of the numerical solutions of reconstructed flow xr(t) according to Eq.(11) with the original flow of
Eq. (23) with white noise. The small inset shows a solution path x(t) of the original equation (23), the reconstructed solutions
xr(t) = u(t)+h2(u)+h3(u)+ht(t) considering the full reduction method, and u(t) alone neglecting the center manifold reduction.
The large panel presents a focussed view of the solutions and reveals a very good approximation of the original solution by
the reduced model solution. The numerical integration has been performed according to the delayed Euler-Maruyama scheme
with time step dt = 0.001. Parameters are τ = 0.5, ǫ = 0.02, R2 = 1.0, κ = 0.01. Initial conditions have been chosen as
x(θ) = h2(θ, 0) + h3(θ, 0) = ht(θ) = 0 for −τ ≤ θ ≤ 0 and u(0) = 0.

C. Insights about stochastic systems stability

The reduction method presented above constitutes a powerful method to analytically characterize the influence of
time-fluctuating quantities on the dynamics and stability of delayed systems. To learn more about the effect of
additive noise on the system, we perform a brief numerical investigation of the system. The system exhibits an
unstable fixed point at xu = 0 for ε < 0 and xu = −ε/R2 for ε ≤ 0. We consider the probability density function of
the stochastic process in the basin of attraction of the stable fixed point and, to this end, introduce an absorbing
barrier at x = xu and u = xu. Figure 8 shows the stationary probability density function (PDF) of x(t) and u(t)
for different noise strengths κ and values of ε. Based on the accuracy of the reconstruction discussed in previous
sections, the PDF of both processes are in very good accordance for all parameters.

The figure also reveals a novel shift of the PDF to larger amplitudes with increased strength of the additive white
noise on a transcritical bifurcation. Such an effect has been observed previously in scalar non-delayed systems in the
presence of multiplicative noise only [26, 27, 45–48]. However, an additive noise-induced transition had been found
numerically in a scalar DDE near a Hopf bifurcation [10, 49]. And recently, we have found that this also occurs at
a pitchfork bifurcation in a delayed system [29]. Our method thus offers a novel analytical approach to characterize
noise-induced shifts in DDE’s by explicit treatment of the system’s non-linearities and delayed components.
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FIG. 7: Reconstruction error of the method for random inputs and various time delays and noise strengths. The reconstruction
error is defined as

∑
T

i=1
|x(ti) − xr(ti)|/T with the original solution x(t) gained from Eq. (23) and the reconstructed solution

xr(t) = u(t)+h(u, t) obtained from Eqs. (54), (55). Since the solutions are non-stationary in time, the mean error is computed
as the ensemble average over 100 trajectories at an early ((a), t = 20τ) and a late ((b), t = 60τ) time instant. The other
parameters are identical to the one in Fig. 6.

IV. DISCUSSION

In this paper, we first summarized for a physics audience the procedure outlined in e.g. [30, 31, 34] by which an
autonomous non-linear delay differential equation can be projected onto its center manifold. This produces an
accurate non-delayed system reproducing the behavior of the original system in the vicinity of an instability. We
then showed that the dynamics of a non-autonomous delayed feedback system could also be captured by center
manifold reduction. This is made possible by allowing an explicit time-dependence of the center manifold, taking the
form of an additive time-dependent correction to the non-driven problem. This term is also considered small and of
quadratic order. The time-dependent center manifold is found to obey a linear non-homogeneous delay differential
equation.The proposed time-dependent center manifold reduction scheme thus yields a low-dimensional non-delayed
order parameter equation from the infinite-dimensional delay differential equation near a codimension-1 bifurcation
with only one eigenvalue having zero real part.

We illustrated the approach by considering a scalar delay differential equation with quadratic non-linearity, driven
by an additive time-periodic term, in the vicinity of a transcritical bifurcation. Numerical experiments support the
analytical approach, especially for faster and weaker forcing, since they show good agreement of the reconstructed
flow (to both quadratic and cubic order) with the dynamics of the original system with time-periodic driving.
These reconstructions were clearly superior to the approximation based on the usual time-independent CM. This
was the case also for multiple periodic inputs. The proposed method considerably reduces the error of the center
manifold reduction when external driving is present by adjusting both the phase and the amplitude of the flow of
the order parameter equation, thus yielding an accurate match to the original system’s response. The method in
fact accounts for the effects of the forcing on the nonlinear part of the system. An approach where the CM is first
computed without forcing, then used to approximate the dynamics on the CM augmented with external forcing,
misses these nonlinear effects, even though it may give acceptable results in some applications. We have also found
good agreement for a delayed system with a pitchfork bifurcation (i.e. a cubic nonlinearity) (not shown).

Alhought the initial conditions of the reconstructed flow and those of the original system were made equal at t = 0,
it is still unclear how the history [−τ, 0) of the delayed system is mapped to the initial conditions of the OPE, which
is non-delayed. Indeed, deviations between the evolution of both systems were apparent in the transient regime, but
decrease as time increases, indicating that the approximations used in the analysis hold only for steady state regimes.
A tentative solution to this problem would require a consideration of the initial value problem of the individual stable
modes, an information that appears to be lost with the application of the center manifold theorem and following
approximations. In addition, higher order expansions in both modes and time might be required to approach the
early dynamics of the initial delayed problem.
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FIG. 8: Additive noise moves the probability density function of the delayed system to higher amplitudes. The probability
density functions are given for the original system (lines) and order parameter equation (dots) which are in very good agreement.
Parameters are (a) ε = −0.1, κ = 0.01 (thick solid line), κ = 0.1 (dashed thin line), κ = 0.2 (thin line); (b) ε = 0.02, κ = 0.01
(thick solid line), κ = 0.03 (dashed thin line) and κ = 0.2 (thin line). The probability has been estimated by 15 · 104 trials at
t = 5. Other parameters are τ = 0.05, R2 = 1.0 with the initial conditions (a) x(θ) = u(0) = 0.1, (b) x(θ) = u(0) = 0.0 and
h2(θ, 0) + h3(θ, 0) = ht(θ) = 0 in both cases for −τ ≤ θ ≤ 0. To ensure the existence of probability density functions, we have
introduced absorbing barriers at x = xu and u = xu.

While most of the work reported here pertains to the reduced dynamics in the presence of deterministic forcing,
we have also considered the infinite frequency white noise input. This allowed us to bridge the deterministic
results here to our recent work where the non-autonomous part is a stochastic forcing term driving a system at a
pitchfork bifurcation [29]. In fact, that stochastic work now lies on firmer ground after the foregoing deterministic
time-dependent CM analysis. Here as in that work, the method works best for small noise and delays - and the
noise constraint is weakened by a smaller delay. It might be possible here to perform an approximate Fokker-Planck
analysis on the stochastic center manifold equation as in [29] to quantify the shift in the maxima of the PDF for the
transcritical case. In either case however, it is of interest to extend the method in order to relax the constraints, to
see if e.g. it is somehow possible to treat the larger noise and delay cases without having to perform the tedious
computations of higher terms on the center manifold.

Also, it would be highly interesting to extend the method to problems known to have a two-dimensional center
manifold, those exhibiting a Hopf bifurcation in particular. Finally, our analysis required the external forcing with a
single or multiple frequencies to be on a faster time scale than the slow bifurcating modes. For a given time scale of
forcing, this condition can always be met by restraining the dynamics sufficiently close to the bifurcation point. Yet
one would like to relax the constraint in order to generalize the method to arbitrary time scales of forcing.
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