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Reducing Location Update and Paging Costs in a
PCS Network

Pablo Garcia Escalle, Vicente Casares Giner, and Jorge Mataix Oltra

Abstract—Mobility Tracking operations in a personal commu-  Roughly speaking, two LU strategies are envisaged in the lit-
nication service (PCSkpystem are signaling consuming. Several erature. In the static or global strategy, usually implemented in
strategies have been proposed in the literature to reduce both, the ., ot celylar systems, the whole coverage area is divided into
location update (LU) and the paging (PG) costs. In this paper, we . 1 )
propose a location-tracking algorithm called three-location area Severaloce}tlon areagLAs).! The borders of the LAs are fixed,
(TrLA), combined with selective paging. In the TrLA, the mobile and an LA is composed of one or sevagells Each time an MT
terminal (MT) allocates the identification of three neighboring  crosses the border between two LAs, it triggers an LU message
location areas (LAs) in its local memory. We call this set of three 1, the systentlatabasesia abase stationConsidering a loca-

LAs, a big-location area (BLA). Each time the MT exits the BLA, tion datab . isitor locati ist VLR) i - d
it triggers an LU message to the systenDatabasesvia a base ion databasfi.e., visitor location register or ) is assigne

station, in order to maintain the Databasesup to date. The MT  to exactone LA, every LU message triggered undergoes a regis-
also updates itscaché memory. A two-step selective PG is also tration at the VLR and home location register (HLR). However,

considered anql compared with the single-_step (or nonselective j; should be noted that a VLR might cover several LAs in the
PG). An analytical model based on a semi-Markov process has existing PCS systems.

been used to evaluate our proposal. This scheme is compared with . .
the classical Global System for Mobile Communications (GSM) ~ On the other hand, by dynamic or local strategies [7]-[9], the
standard and the Two-Location Algorithm proposal. As a result, LU procedure depends on the MT. No LAs exist. In [7], three

this new scheme outperforms the cited strategies, and in our dynamic strategies were proposed. An MT updates its location
opgwlon, it caln easily b_e |mplemented in existing standard cellular according to a policy based on 1) the time elapsed; 2) the number
t tems. e ; ; S
and personat communication sys ems_ N of cellsvisited; or 3) the distance to tleell in which the last LU
~ Index Terms—Global strategy, location update, mobility track- message was triggered. In this paper, we focus our study on a
Ing, paging, personal communications services systems. global Strategy
The CD procedure is divided in two major functions: the
I. INTRODUCTION terrogationand the paging (PG) procedures. Tih&errogation
H{_ocedure is entirely supported by tfieed network The MT

coming call to a mobile terminal (MT) must be deliveredS searched in the systedatabasesThe output of a successful
on time and at a minimum cost. Theobility trackingis per- interrogationis the area where the MT is registered (the MT

formed by a set of procedures whose main goal is to Iocd}@d its last interaction with the systetatabasep For insta}nce,
an MT. In Global System for Mobile Communications (GSMJ" the case of an LU global strategy, the output of this query
terminology, these procedures are called location update (LY§uld be an LA. In the case of an LU local strategy the output
and Call Delivery (CD). First, the location of an MT must be rewould be acell. After a successfuhterrogation PG procedure
ported to the systerdatabasesind maintained up to date (LU is started. Then, the MT is searched according to some selective
procedure). Second, the CD procedure facilitates the seaféfionselective PG algorithms. The output of the PG procedure
of an MT whenever there is an incoming call addressed ®thecell where the MT is currently roaming.
it. The cell where an MT is roaming must be identified in a This paper deals witmobility trackingprocedures carried out
short period, while keeping the LU and CD costs under certaihthe common air interface (CAl), i.e., LU messages triggered
constraints. by the MTs, and PG procedure. No attention is paid tolthe
terrogationprocedure. A static LA layout is considered. The lo-
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Fig. 1. Mosaic graphs (a)/> and (b)T5.
Fig. 2. The MT is registered at the BLA formed out of the LAs 20, 27, and 31.

TABLE | The LAs are mosaic8:.
NUMBER OF CELLSIN RING ¢, L4, NUMBER OF CELLSIN THE MOSAIC X,
Ng, WHERE X' = M ORT, AND PERIMETER OF THEMOSAIC X', (IN new LA, it performs an LU procedure and updates the record

TERMS OFNUMBER OFEDGES), 0 < ¢ < n . . . .
SOsasn with the new LAI. One of the main drawbacks of this option

is the “ping-pong” effect caused by the MTs moving back and
forth in the surroundings of LA borders; they generate an exces-

Mosaic graph Ring number

Ringg=0 Ringg=1 .. Ringg=n X i .
L ] 5 on sive signaling load because too many LU messages are sent.
Mosaic T, N‘; 1 - L ap2ianal To mitigate this effect, the philosophy adopted in [4] is used:
Perimeter 6 18 . 12n+6 the MT keeps the identification of three neighboring LAs in its
L, 3 9 o Bn+3 local memory. This set of three LAs is callBij Location Area
Mosaic M, N, 3 12 e 30+ 6n+3 BLA. In fact, a BLA is a mosaid//, where the basic elements
Perimeter 12 24 12n + 12

are LAs instead ofells. Each time an MT visits an LA, it checks
the LAI: if it is coincident with one of the three LAls stored in its

the mathematical analysis is carried out. Some illustrative @x@emory, no LU message is triggered by the MT. Otherwise, the

amples and discussions are reported in Section IV. Finally, MiT sends an LU message containing the identifier of the new
Section V conclusions are described. visited LA toward the systematabasesThe PCS system sends

the new set of LAs to the MT, for them to be stored. Whenever
there is a change of BLA, the MT always overwrites one or two
) ) records. The new BLA always overlaps the old BLA, and the
The configuration chosen has been the hexageeitlayout.  fact that at least one LA is common to both (the old and the
All cellshave the same size. Tleell dwell time of an MT has npew) BLAs is clear. Observe that the LAs that conform a BLA
been characterized with a generalized gamma distribution, Héﬂrange dynamically according to the movement of the MT.
After leaving acell, the MT enters one of its 6 neighboring  For convenience, we consider a VLR is assigned to exact one
hexagonatellswith a 1/6 probability. This is in fact a two-di- | A Therefore, an MT is registered in three VLRs at a time, i.e.,
mensional (2-D) random walk mobility model already used ifhe three LAs of the BLA. For each MT, three registers have to
several studies, [12]. be maintained up to date in the HLR. Whenever an LU message
As in current cellular networks, the whole coverage areaji$sent by an MT, a registration procedure is started at the VLR
partitioned into a number of static LAs. We have considered ”}%eiving it. This VLR also starts a registration procedure at
all the LAs have the same size. LAs are configured with mosai¢e HLR. The HLR knows the three VLRs where the MT was
graphs [5], which are constructed by arrangeegjsin concen- yegistered, and the new VLR where the registration procedure
tric cycles around a starting point orcell. With a vertex as started. Considering the HLR knows the VLR layout (i.e., the
starting point, Fig. 1(a), we obtain the so-called mosaic grappig |ayout), it can evaluate the three most suitable VLRs where
My, vyhere_n denotes the number of rngs minus one, I.e., theie MT should be registered, and then send the corresponding
mosaicM, is composed of threeells(a ring of threecells), the | Als ofits new BLA to the MT. Notice also that, the VLR where
mosaic}, is composed of 12ells(a firstring of threeeells and  {he registration procedure started is stored in the first place at the
a second ring of @ellg), and so on. When the starting point is LR, because in case of a selective PG, the MT will be paged
cell, Fig. 1(b), we obtain mosaic graph¥s,. ForZ,,,n = 0COr- first in this LA (VLR).
responds to a single hexagon, anet 1 correspondsto acluster |, Fig. 2, the MT is registered at the BLA formed out of the
of severcells For both mosaic graphs, Table lillustrates: 1) theag 20, 27, and 31 (these are the LAIls). A VLR is assigned
number ofcellsin ring ¢; 2) the number otellsin the mosaic {5 exact one LA. When the MT enters the LA 19, it searches
Xg (whereX = T or M); and 3) the perimeter of the mosaighe | Al number 19 in its three local registers. This search is

Il. SCENARIO AND PROCEDUREDESCRIPTIONS

Xy (interms of number of edgeq),< ¢ < . not successful, so it triggers an LU message. The VLR corre-
. sponding to LA 19 receives the message, and registers the MT
A. Location Update Procedure atits area. The VLR also forward the message to the HLR. The

In current cellular networks, each MT has a local memomLR knows that: 1) the MT was registered in the VLRs corre-
with a single record used to store thecation Area Identifier spondingto LAs 20, 27, and 31; and 2) the MT is now registered
(LAI) where it is currently roaming. Each time an MT visits aat LA 19. Since the HLR knows the VLR layout, it registers the
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MT at the VLRs corresponding to LAs 19, 43, and 31 (the BLA radius (considering an average speed of 50 km/h and
formed out of the LAs 19, 24, and 31 is also valid), and prop- zero drift).

erly informs the MT. Notice that LA 31 is common to the old We denote its Laplace transform (LT) #&(s). Its mean
and the new BLA. A deregistration message to both VLRs (coralue is given by
responding to LA 20 and LA 27) is forwarded from the HLR.

p = - 0e) @)
B. Paging Procedure el @) T A

After each successfutterrogationprocedure, the systemini-  The variables: andc are fixed. Obviously, there is a relation
tiates the PG process. When a single-step process is usedptteveers, R, and),,,, only one of them needs to be fixed. We
total number ofcells per BLA, N, (N. = Npao + Noa1 +  will use A,,, as a parameter (the mobility parameter ined),
N1 2)is paged simultaneously, and a minimum delay in the P&hd then evaluaté and R.
process is achievedVy 4 ;. is the total number ofellsthat con- The pdf of the sojourn time in LA is denoted byfy, » x (t) =
figures LAk, wherek = 0, 1, or 2 is a state number used in thef,(¢); the LA k is a mosaicX,, of cells X = T or M. The LT
mathematical model (it is not an LAI), see Section Ill. Considf f ,, x (¢) is denoted byf; .. (s) = f;(s), and the pdf of
ering LA k is a mosaicX,, (whereX = T or M), Npaj = N, the residual sojourn time is denoted 5§, = (s) = f.(s).
see Table I. The HLR determines the three LAs where the Mif order to evaluate the mean sojourn time in an LA, we use
is registered, and orders to search the MT in these three LAstbie state transition diagram shown in Fig. 3 with the transition
multaneously. probabilities of Table II. This transition diagram is obtained as-

The second alternative is the multistep or selective PG. $mming that the MT is roaming in eell associated to theth
this work, a two-step PG procedure has been considered, [ilg, 0 < ¢ < n, and taking into account the random walk mo-
The MT will first be paged in the LA corresponding to the VLRoility model discussed at the beginning of Section Il, [12]. As
where the last interaction with the HLR occurred. As mentionellustrated in Fig. 3, we assume that the LAs are mosaigs
at the end of Section II-A, this LA corresponds to the VLR firsformed out ofcells whereX = T or M. Based on this as-
stored at the HLR (corresponding also to state: 0, 1, or 2). sumption, Appendix A-1, illustrates that the mean sojourn time
If the first PG is not successful, the MT is paged in the twim statek (or LA k), —f,j:njx(o) =1/Maknx =1/ Arak,

remaining LAs simultaneously. is given by
3n°4+3n+1 1 —
IIl. M ATHEMATICAL MODEL 1 _ { 32:7“?—7,7, for X =T, for
. . . . : ALA K 2 1=, forX =M,
In this section we provide the mathematical analysis needed LAk s(n+ 15

to evaluate the total cost per call arrival. The evolution of Fig. 4 n=0,1,2,3,.... ®3)

is the mathematical model proposed in F'.g' 5. I_Each Stabp- Expression (3) will be used to evaluate the LU cost to be
resents_ an LA of the BLA where the MT is registered. A BL’/'\derived in Section IlI-A. In Section 11I-B, the PG cost is also
looks like a mosaicl/, formed out of three LAs (the three j i g by assuming both, single-step and two-step PG proce-
states). Therefore, statecorresponds to LAk, £ = 0, 1, or dures
2. k is the state number and not the LAI. In the mathematicaiJ '
model, only state numbers are referred to (that is, LA numberg), |ocation Update Cost
LAIs are not used.

While the MT keeps moving from one state to another in ﬂl%aetween two call arrivals, conditioned by the fact that the MT
same BLA (the grey BLA in Figs. 4 and 5), no LU message 15 ceiveditslastcallin L&, £ =0, 1, 2, see Fig. 5. States0
triggered. If the MT exits these grey states, it triggers an b ' S 9. > '

. ; R
message and enters a new BLA. Obviously, the new BLA hgﬂgl’ andez2 are absorbing states. Attime= 07, i.e., just after

. ) n incoming call arrives to the MT, the system is in sfateith
?/eeéeigtlé;”:/its?tf(jecsgitgzlLIXAOO'L,I&Al L and PA 2. The LA mos bty 1%(0*) to be determineds 0, 1. 2. The MT wil

The cell dwell time of an MT has been characterized with reside in the initial staté following the residual time distribu-

fion of fi(s);i.e., fi (s) = Arax (1 — fi(s)) /s[1] (we recall
. . . . . .o . k y LS Sk LAk k
generalized gamma distribution, [15], with probability densu%e short notationg (s) = f7, x(s) Mar = Aran x

function (pd) given by used in previous paragraphs). This is so, because the time dis-

Let m be the number of LU messages triggered by the MT

feen(t;a,b,¢) = € jac—1,—(t/b)" tribution between two call arrivals is exponential (Poisson ar-
cemvm T beel(a) rival with rate \..). Afterwards, we want to find the probability
=feent(t); t,a,b,c>0 (1) pry;(Ae) of the MT being visiting staté at the instant of the
next call arrival, given that the MT has not exit the BLA. That
where is, pry, ;(Ae) (k4 = 0, 1, or 2) is the conditional probability that
— T(a) is the gamma function, defined d¥a) = the system starting from stakewill be visiting statei whenthe

f0°° z% Le~"dz beinga any real and positive number; exponential time expires (the system is not absorbed into states

— a, b, andc, are fixed according to [15]. In the citedezj, j =0, 1, or 2). We also denote by, ...()\.), the absorp-
article, the pdf of theell dwell time is studied, and the tion probability, into statex; beforethe observation time ex-
suitable values of these variables are= 2.31,6 = pires. Parallel definition applies i ;(A;) andpy e« (A:) when

1.22 R, andc = 1.72 whereR is the equivalentell the first sojourn time in statg is defined byf; (s), instead of
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Musle T Mosaic M

Ring 1 f  Ring 1f BRing 2/ ... Ring o ees  Rimg o
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! ; . h_ Exir
Bz Py Py P
Fig. 3. State transition diagram of 2-D random walk mobility model used with hexagonal configurations.
TABLE I (i,7 =0, 1, or2),and an LU message is triggered by the MT. To
TRANSITION PROBABILITIES FROM RING ¢ TORINGS¢ — 1 AND ¢ + 1 be more precise When an absorption into sdéatz'eis produced
(Pg,q—1 AND pg g4+1) IN DIFFERENT HEXAGONAL CELL LAYOUT . ! L . . . '
CONFIGURATIONS SEEFIG. 3 an InStantaI’IEOUS tranSItlon tO St@te 1 + 1 (In0d2) Wlth pI’Ob-
ability c; /(c; + w;), or to statej = ¢ + 2 (mod2) with proba-
Mosaic graph  pox Pro -~ Pag-1  Pegtt - Pan-i Pnal bility w;/(c; + w;) is produced, see, also, Fig. 4. Probabilities
Mosaic T. 1 1 20—-1 2+1 2n—1 2n+1 «; andw; are given in terms of the common perimeter between
n 6 6q 6q 6n 6n . h . .
— T, e s 2ot D two nelg_hborlng LAs. Ir_1 matrix notation to be used later, these
Mosaic M, % 3 5113 6013 - Gia3 ®ni3  probabilities can be written as
u(;)l ao-l?wo ao&ifiwo
the residual sojourn timé; (s). Notice that we are using the T=| 35 artwr |- (%)
. . . . Qo wo
memoryless property of the exponential distribution. aztwz  antws 0
Then, no LU message (no absorptions) is triggered with prob-fter each absorption and instantaneous transition to gtate
ability the sojourn time in statg is clearly defined byf; (s), instead
) of the residual sojourn timg?, (s).
Pr(noLU/k) =1 — Z DTy cmi(Ae) We denote by matrixeSr andS
y =0 g _Pro,emogicg Pro ezl 8@3 Pro,emQEicg
I' = | PI'1 exzolAce Priez1\Ac Pri ex2\Ac
= r,.(A); k=0,1, or2. 4 L L .
;p k’Z( ) ( ) _p12,ex0()‘c) plQ,ea;l ()‘C) plQ,er()‘C)
pO,emO()‘c) pO,ea:l()\c) pO,eazQ()\c)
Each time the system visits the absorbing staté (i = S = | p1rezolAe) Prest(Ae) Pres2(Ae) | - (6)
0, 1,2), an instantaneous transition to state producedy # ¢ | P2,ez0(Ae)  P2ex1(Ac)  P2exz(Ae)
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whereF;; is the LU cost per message triggered by the MT.

Taking into account the Poisson Arrivals See Time Averages
property, [2], an incoming call will find the MT roaming in
LAk, k=0,1,or2, with probability?, (07), given by

1

+y Arak
P(07) = 1 1
mo + a1 + Aaz 2

ur

(10)

ALao

wheren;, and1/Ap 4 are the portion of visits and the mean
sojourn time in staté respectively, [3]. The probability vector
m = [mg w1 m2] is obtained by solvingr = #T. Therefore,
unconditioning (9), the LU cost per call arrival is given by

2
Cup—mt = Z Pk (0+)Cup—mt(k)' (11)
k=0

B. Terminal Paging Cost

1 BLA Between two consecutive incoming calls the MT may trigger
LU messages toward the systaetatabasesThe terminal PG
Fig. 4. Three LAs each one characterized with a mosaic gfaphvith their ~ COSt is obtained by considering two excluding events: the MT
exit probabilities toward neighboring LAs. triggers at least an LU message since the last incoming call was
received, or the MT remains in the BLA since the last incoming

In matrix Sr (S), pry cpi(Xe) (Pr.ewi(Ae)) is the absorp- call was received. o
tion probability into stateexi before the observation time  With probability given by (4) no LU message is triggered be-
expires when the first sojourn time in stateis defined by twe_en two call_arrlvals._The probabilities of the I_astLU message
Fr5(s) (f1(s)). Notice that because of the memoryless propiaving been triggered in stat¢: = 0, 1, 2) are given by
erty of the exponential distributiomy, ...(A.) is calculated in
a similar way apr, ..;(Ac)- . _ -1 )

When absorption happens, an LU message is triggered toward Pr(lastLU B L./l) =SrT[l - ST™"H,[I - Sle;
the systentatabaseslt is easy to show that the probability of Pr(lastLl = i/2) .
m LU messages (absorptions) being triggered during the expo- ¢=0,1,2 (12)
nential observation time, in vector/matrix notation, is given by ) .

whereH, (: = 0,1, 2) are square matrixes

Pr(mLUs/0) - .

Pr (lastLU = ¢/0)

1 0 0 0 0 0
_ m—1 _ .
gr (migs/é) =SrT[ST|"*[I-Sle; m>0 (7) Hy=|0 0 o|l; Hy=|0o 1 0] and
¥(mLUs/2) 0 0 0] 00 0
wherel is the identity matrix ane is the column vectoe! = [0 0 0]
[1,1,1]. The elementst, ; of ST matrix are the conditional Hy=10 0 0 (13)
probabilities that just after an LU has been triggered by the MT, [0 0 1]

it will be visiting statej, given the fact that the MT started vis-
iting statei att = 0.

We denote byn;, (k = 0,1, 2) the number of LU messages
triggered between two call arrivals, given that just after the la
call arrival, the system is in stake Taking into account (7), the ™
mean value ofn;, can be calculated according to

Therefore, given that the observation starts in stafé =
0, 1, or 2), the probability of no LU messages being triggered
ftatween two call arrivals and the MT being visiting staé=
1,2) at the end of the observation interval, is given by

Pr(noLU,I/k) = pr (\); k,0=0,1,2. (14)

I Y > Pr (mLUs/0) Analogously, given that the observation starts in stagad
m=m = Z m | Pr(mLUs/1) that at least one LU message has been triggered, the probability
ma m=1 | Pr(mLUs/2) of the last LU being triggered from stateand the MT being
=SrT[I - ST]"e. (8) visiting statel (k,i,l = 0,1,2), is given by
Therefore, assuming the MT starts its movement fromi,A Pr (lastLU = ¢,1/0)
the expected LU cost per call arrival is given by Pr(lastLU = ,1/1) | =SrT[I — ST| 'H;ep; (\.);
Pr (lastLU =4,1/2)
Cupfmt(k) = PUm_k; k= 07 17 2 (9) Lvl :07 17 2. (15)
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When two-step PG is applied, the terminal PG cost assumir

the MT starts its movement from LA can be formulated as State .

exl
.
Cpg—mt(k) =Py [Npag Pr (nO LU, k/k) 717—-010~(1)0:2.((XO+0)0)
2 State
+N. Y Pr(noLU,j/k) B
) j=0,j#k 0, ‘ o,
+ Y NpaiPr(lastLU =i,i/k) oy o
=0 ”v‘\‘ o A
2 2 - State . State
+ N, Pr (lastLU =4, 5 /k 2 L
) ;j:;;éi ( I8 my=0p=2(0p+0y) T ey
: i 2
(16) State “ ) State
ex2 ex]
where Py is the terminal PG cost peell, Ny, ; is the total
number ofcellsthat configures LA, and/. is the total number
of cells per BLA. Fig. 5. State transition diagram of three LAs.
In the right-hand side of (16), i.e., the terms within brackets Mosaic T and M CMR=0.01 U=10 V=1
the first and third terms take into account tiieprobability and ' ' i "
the second and fourth terms take into accountrifiesproba- ® v ;tﬁ;gtﬁ Delavet o
g . . - + =
bility, [14]. There is another reading of (_16); the flrs_t and secor . o 2LABLA D;ZLZ N
terms are the mean number@lispaged in order to find the MT . * 3 LA/BLA Delay=1 £
when no LU has been triggered since the lastincoming call. T °  3LABLADelay-2| ¥
third and fourth terms (second line) are the mean numbegltsf 5 v ® * &
paged in order to find the MT when an LU has been triggeres i f 0y
at least, since the last incoming call. s v #j Lo
And finally, the PG cost per call arrival is given by z L o o’
= v * Y go
2 & ¢ o rY oo
v v o
Cpg—mt = Z Pk (0+)Cpg—mt(k)- (17) & Ho DODOD o ©
k=0
Obviously, when single-step PG (nonselective) algorithm
applied, the terminal PG cost can be written as
10° ! .
Cpg—mt = Cpg—mt(k) = PvNc. (18) 1 1?\Ic, Total number of cells per BL1A0 10

Fig. 6. Total cost (locatior paging) per call arrivalCMR = 0.01,P, =
10, andPy = 1.
IV. SOME EXAMPLES AND DISCUSSION

The analytical model presented in previous section allows, = 1 have been chosen. All LAs have the same size. Mosaic
obtaining the total LU and PG cost per call arrivéd} under graphi{ and7Z have been considered (LA configuration). For
various parameters and with three LAsS/BLA. It is defined atgw CMR, let us sayCMR < 1, an optimum value for the LA
Cr = Cup—mt + Cpg—mt- We have also found out the LU size, IV} is observed. AsV, exceeds its optimum valug, the
and PG costs in scenarios with two LAs/BLA and one LA/BLAerminal PG cost dominates ant: is an increasing function of
(GSM scheme). Further details about these particular mod@&ls. Andvice versaasN, decreases from its optimum value, the
can be read in our internal report [16]. LU cost dominates. When CMR becomes higher than one, the

The parameters used are the total numberetis per BLA, optimum LA size is reduced to one, because of the low mobility
N, the LU cost Py, the PG costPy, the call arrival raté.., and  of the MT. For a fixed value of CMR a significant saving is also
the mearcell dwell time 1/, (and, therefore, the call-to-mo-achieved when the paging delay increases from single step to
bility ratio defined a’ MR = A./A,.,). The dwell time foraell two steps.
has been assumed to be characterized by a generalized gamrfar low CMR, CMR= 0.01 and single-step PG, delay one,
distribution. To that end, we have followed the approach prthe optimum configuration is one LA/BLA, mosaic grafily,
posed in [15]. Finally we have assumed a random walk mobility. = 61. The total cost is approximatelyy = Cyp_me +
model, thereforeg; = w; = 1/6,7;, =1/3,i=0,1,0r 2, see Cpg_m¢ = 147 + 61 = 208, Fig. 6. It is worth to note that
Fig. 5, and (10). two LAs/BLA and three LAsS/BLA configurations are worst than

In Figs. 6-9 the total cost per call arrivély, is reported for the one LA/BLA configuration. It can be explained by com-
someCMR = 0.01, 0.1, 1, and 10. As in [12F;; = 10 and paring a) one LA/BLA, mosaic graphi,, N. = 75, with b)
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Nc, Total number of cells per BLA Nc, Total number of cells per BLA

Fig. 7. Total cost per call arrivaCMR = 0.1, P, = 10, andPy = 1. Fig. 9. Total cost per call arrivaCMR = 10, P;; = 10, andPy = 1.
5 Mosaic T and M CMR=1 U=10 V=1
° : ! - V. CONCLUSION
v 1 LA/BLA ot
*  2LA/BLA Delay=1 - This paper deals witmobility trackingstrategies. In the lit-
D 2 LA/BLA Delay=2 o o e . .
* 3 LA/BLA Delay=1 & T erature they are classified as static or global and dynamic or
° 3LA/BLA Delay=2| = _W# D‘Jzo local. We have studied a new LU strategy combined with selec-
ot V:P:’ - Lo | tive PG, and we have compared it to the classical GSM scheme
£ & v E.O" o (one LA/BLA) and the two LAS/BLA strategy. The paging areas
g s o o of the selective PG algorithm are LAs. Our new strategy can be
j§ A © seen as a hybrid between the global and local strategies.
‘;:i ot v Lo When single-step PG algorithm is used, the hysteresis ef-
S SO 2 - | fect obtained in two LAS/BLA and three LAs/BLA policies is
°© °oe not enough to reduce the total signaling cost in teenmon
air interface In those cases, the classical GSM scheme (one
LA/BLA) is more suitable than the two LAs/BLA and three
LAS/BLA strategies. On the other hand, when a two-step PG
" : ; algorithm is used, the total signaling cost in tttenmon air in-
10° 10 10° 10" terfaceis reduced, compared with the classical GSM scheme.

Nc, Total number of cells per BLA

In this case, the proposed strategy of three LAs/BLA obtains
the best performance. Good results are also obtained in the two
LAs/BLA.

two LAS/BLA mosaic grapifs, N, = 2 x 37 = 74. Both con- The contribution of this paper can be seen as an option to
figurations roughly present the same total numberedls and improve the performance ¢dcation managemerstrategies of

s0, roughly the same PG cost. However the LU cost in case bygiual real cellular systems, suchl&s54 1S-95 and GSM, to
higher than LU cost in case a), due to the fact that the perimet8gne a few, [13, page 140]. In fact, we believe that our proposal
are, 60 edges for one LA/BLA and 70 edges for two LAs/BLAgan be easily implemented in those real cellular systems.

see Table |. We recall that the perimeter plays an important role
in the LU rate [5].

When two-step PG, delay two, is considered, the conclusions
are quite different. Accordlng to the Two-Locat|o_n AIgonthmA. Probability Density Function of the Sojourn Time in a
strategy presented in [14], two LAS/BLA, mosaic graph Location Area
N. = 2 x 61= 122, shows the optimum total cost, equal to
Cr = Cypemi + Cpg—me = 123 + 73 = 196. A better re-  Let us consider the Markov chain of Fig. 5. We consider that
sult is obtained for three LAs/BLA scenario, mosaic grdph the MT starts its movement from the outer ring of the mosaic
N, = 3 x 37 = 111, where the optimum total cost, equals t& (the LA). The pdf of the residual sojourn time in stétéor
Cr = Cypmi + Cpg—mt = 126 +57 = 183. When comparing LA k), k=0, 1, or2,inthe transformed domain, is given by [1]
with the optimum value of one LA/BLA, single-step, we achieve
a saving total cost af208 — 196) /208 = 0.0577, (5.77%), and
(208 — 183)/208 =£ 0.12, (12.02%), respectively.

Fig. 8. Total cost per call arrivalCMR = 1, P, = 10, andP, = 1.

APPENDIX

1—fi(s)

fltr,n,X (8) = flt1($) = ALak T . (A'l)
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In the following lines, we showf;(s) for two scenarios; box(1,2), andbox(2,0). Let us denote byr; ;(k,l, s) the LT
the mosaicI’ cell layout, and the mosaid/ cell layout. Let of the sojourn time irbox(k,!) conditioned to the fact that at
us now consider the one—dimensional Markov chain of Fig. Bme ¢t = 0T the MT is in statei and the exit is produced via
Each state (of the chain) corresponds to a ring (of the mosatate; toward staten, (n # k,1), (¢,5 = k,1); and the initial
—LA—). The pdfs of the time an MT spends in ringin the sojourn time in staté is defined by the residual sojourn time

transformed domain, denoted §, ,, (s), is (s). Inthe same way, we denote by, (k,l, s) the sama.T
but with initial sojourn time characterized Ify ().
. fruls), forX=1T,,Vn Then, forrry ;(k, 1, s) andr? ;(k,1,s) (4,5,k,1 = 0,1), the
fringo,x (s) = 2/con(5) , forX =M,,Vn following equauons can be wrltten (in the sequel, only equa-
3= fen(®) ‘ tions related tdbox (0, 1) will be shown. Similar expressions for
. 2 . —[1 .. ‘ box(1,2) andbox(2,0) can be deduced.
fringq,X(S) :g cell(s) Z |:§fcell(3):| ( ) ( ) )
2f 11( )ZZO 778,0(0’ 1’ 3) _w0f01 (3) + Oéof07 ( )71 0(0’ 1’ 3)
37() for X = T Of My, V' P18 00,1, 8) = £, (8)75,0(0. 1, )
andq =1,2,. (A-2) 110, 1,s) =aq f1.(s) + wif1,(s)rg,1(0,1,5)
776,100, 1, 8) = f3,.(s)r1 1 (0,1, 5). (A-6)

As to its LT, the pdf of the sojourn time of an MT in LA,
fr.x(s), can be evaluated now assuming that its movementFirst, expressions for} ;(k, 1, s) are derived from the above
begins from the outer ring since an MT starts roaming in an Léquations, simply by replacing’.(s) by f*(s). After some

from the outer ring simple algebra we obtain
fials), forX =T, wo [ (5)

* _ cel 700(0,1, s

flox(s) = { ) for x = My 00018 =g R

cell

* + * CUOCU1f0( )ff(s)
:,1 §) =Qnp, ring n 5 r 07 17 =

fk, ,X( ) Xf g ,X( ) 1,0( ) 1—a0wlf0(8)f (S)

+ wn, x [f:ingn,x(S)fi,n,_1,x(3)ff,n,x(3)] a1 fi(s)

« r11(0,1,s ;
L o) S PN HEIHO
1= wn X fiingn,x ()i n-1,x(5) 00 1) = oo £5 () f1 (s) A7
X =1, orM,, andn =1,2,... (A-3) 79,(0,1,5) = 1 — aowr fE(s)fi(s) (A7)
where Second, expressions fer; ;(k,l,s) are derived when in-

serting expressions (A-7) |nto (A-6).

px =1l —w,x = p":++1 The remaining task is the calculus pf, ;(Ac), pr.i(Ac),
- Prn—1 7 Prntl Pl cpi(Ac), @NA preai(Ne). To that end, we first define the
_ T, forX =T, following LTs
gt for X =M,
n=1,2,... (see Table Il) (A-4) AY(s) =ao [r71(1.2,8) + 71 5(1,2,9)] ;
Q(s) =wo |15 1 (1,2,8) +755(1,2, s
The mean sojourn time of an MT in ring of mosaicX,, AS( ) _ ol )31(2 0, ) i’2(2 0 )
and in statek (1/ALax) can be easily obtained taking the first 1(s) = [132(2,0,5) +750(2,0,5)] ;
derivatives of (A-2) and (A-3) evaluated at= 0. Therefore, Q1 (s) =w1 [15,(2,0,8) + 75 6(2,0,5)]
expression (3) is obtained wheref,(0) = 1/A,,. Ab(s) =ay [7’3,0(0 1,8) 4+ 75(0,1, 3)] :
B. Calculus of Probabilities 23(s) =02 [r10(0,1,8) +71,(0,1,)] . (AB)

Letg(¢) be the pdf of the duration of an activity witfT g*(s). Therefore, and starting withr,
This activity is observed during an exponential time of meagrite
valuel/A.. Then, the probability that the activity entisfore
the observation interval ends is given by DT i (Ae) =[1 — o — wi] fir.(Ae)

+ Fi () [AT(Ae) + Q2 (Ae)] Piewi(Ae);
for i =0,1,and2 (A-9)

c)andpr; ;(A.), we can

T ea}z(

P(activity endshefore the observation interval enfls

= / / g(M) e Ntdrdt = g*(N.).  (A-5)
r=0.Jt=r and

Probabilitie$rk7€xi(Ac), prk7i()\c)ypk7€mi()\c)y andps;(A:) W) =1 — £ )
can be evaluated by using the following arguments. We define Prii(Ae) =1 = fir(Ae)
a box of two states alsox(k,!) = box(l,k), (k,I = 0,1,2). + [ (Ae) [A7 (Ae) + Q7 (Ae)] pii(Ae);
Therefore, we will use the following boxes of statesx(0, 1), fori =0,1,and2. (A-10)
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) (L= 0 = @) FONIEO) 1 + s f5 ()
’ (1 = w2 f3 (Ao fT(Ae)) [1 = S (A)(AF(Ae) + 25 (Ac))]
Do 0()\ ) — (1 — (o _wO)fQ ()\C) ()\C)(OéQ +CU2C01f1( )) (A‘14)
b (1 — w2 f3(A)arfr(Ae)) [1 = fEAN(AFA) + Qg(A))]
pro(\) = (1= SEONST ) w1 + anazfi (X))
’ (L= w2 f3(A)arfT(Ae)) [ = f5(Ae) (AF(Ae) + 25(Ac))]
pro(A) = (1= F0)F5 0 (a2 + wawr T (A-16)
: (= w2500 T ) L= f5(0h) (Bg(he) + ()]
Clearly, from (A-9) we can write REFERENCES
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