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1. 

Abstract 

This report describes a method of decoding of convolutional codes, 

where the decoding algorithm looks for an information-vector correction sequence, 

that must be added to the inverse of the received data vector sequence. This in 

contrast with the usual method, that tries to estimate the information vector 

sequence directly. Both methods are equally complex for a maximum likelihood 

(ML) decoder. In sequential decoding, with hard as well as with soft decisions, 

symmetries of the code can be exploited to reduce the number of computations 

and hence, the erasure probability. This will be illustrated by simulation results. 

The method is related to [1,2,31, where Schalkwijk et al. use state space 

symmetries of the syndrome former to obtain a reduction in the exponential rate 

of growth of the hardware of a Viterbi-like syndrome decoder. 

This research was partly supported by the Netherlands Organization for the 

Advancement of Pure Research (Z.W.O.). 



2. 

Introduction 

We first describe the general concept of convolutional encoding. Some 

of the results of [4] are reviewed, and extended where necessary. 

A binary convolutional encoder G is a linear sequential machine with 

k binary inputs and n binary outputs. The input-output relation can be described, 

Forney [4], by a kxn polynomial generator matrix G as 

I(D) = .!.(D)G , 

where 

( 1 2 n I(D) = T (D) , T (D) , •• , , T (D)) • 

For notational convenience, we shall generally suppress the parenthetical D in 

Our subsequent references to sequences. We first introduce some definitions that 

are useful I in the sequel. 

Definition: A realization of an encoder with as much shift registers 

as inputs, is called obvious. If the number of shift registers is equal to the 

number of outputs, the realization is called adjoint obvious. 

Definition: The physical state of a realization is equal to the 

contents of the memory elements of this realization. 

Definition: The abstract state of a realization is equal to the output 

~f a realization under a sequence of all zero input vectors. 



It can be proven, Forney [4], that for a minimal (minimal number of memory 

elements) realization the number of abstract states equals the number of 

physical states, and that they are uniquely related. Note that In the adjoint 

obvious realization the physical state equals the abstract state. If we define 

the constraint length for the i-th input as 

then the overall constraint length 

k 
v = 1: 

equals the number of memory elements for the obvious realization of the encoder. 

G is called basic, if it has a feedback-free inverse G- 1 , i.e. G-
1 

is polynomial 

and G G- 1 = I k• A basic encoder G is minimal if its overall constraint length 

v in the obvious realization equals the maximum degree u of its kxk sub-

3. 

determinants. For more details about the above definitions and their consequences, 

see [4]. 

.1 The dual code c· to a convolutional code C, generated by an encoder G, 

is the linear space generated by the set of all n-tuples of finite sequences I, 
t. T such that the inner product (~,1) = ~.1 (where T means transpose) is zero 

for all X in C. The dual code of a rate kin convolutional code may be generated 

by any rate (n-k)/n encoder H such that G HT = O. The n-input, (n-k)-output 

linear sequential circuit whose transfer function matrix is HT, is called a 

syndrome former, and has the property that X HT = 0 iff X E C. 

It can be shown, Forney [6], that when G and H are dual minimal 

encoders, an inverse encoder G- 1 can be derived from the syndrome former HT 



4. 

without using additional memory elements. Furthermore, as H is minimal, also 

-I 
a feedback-free inverse H exists, in the same sense as defined before. For 

example, Fig. 1 Illustrates the obvious realization of the encoder 

1+0 

o (1) 

with overall constraint length 3. For this encoder, the dual minimal encoder H 

}-__ --:_-+_ .... T2 

Fig. 1. Obvious realization of encoder G in (1). 

-1 -1 
and the inverses G and H are given below. 

H = [ 1+0+02 1+0+03 1+02 +03 ] 

-1 [ ,., :., I -1 [;:, I G = H = 

02 

1+0+02 (2 ) 



The adjoint obvious realization of HT is given in Fig. 2. 

Tl ____________ ~----------,_--------~ 

T2 __ ~--------~~ __ ------~--------~ 
T3 __ ~--------~~ __ ----~+._------~ 

I 
~ 

L -4-

:f 0 

-4- - - -+ II 
2 ______ ~I 

Fig. 2. Adjoint obvious realization of HT in (2), and an inverse 

The polynomial 
-1 -1 

matrices G ,G ,H and H can be combined in two 

HT]and r:-1T]. The product of these matrices [ 
-1 

square nxn matrices G 

= I· : ~ ....... ~ . ~~: ?:~ .. J T: ' 
H- 1 G- 1 : I . 

• n-k 

and is equal to b ], 
n 

T 
., f I H- 1 G- 1 ] -- 10 ] Th' b I· h d b n-k,k' IS can e accomp IS e y 

substituting 
T 

H- 1 by 

-1 G . 

5. 



or G- l by 

Hence, given the encoder G, the dual encoder H and the corresponding inverse 

G- l , a polynomial inverse matrixl:_IT] to [G- l HT] can be derived. It will be 

this inverse matrix that plays the key role in the decoding procedure of the 

next section. 

6. 
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Decoding 

We will now describe the use of the polynomial matrix [G- 1 HT] and 

its inverse at the receiver, in order to decode a binary convolutional code. 

Assume that transmission of the code sequence 1 G is to be done over a binary 

symmetric channel (SSC). The received data vector sequence can be considered 

as a binary n-vector sequence ~ = 1 G + ~ , where ~ represents the error vector 

sequence. We define the syndrome vector sequence ~ as 

z fl R HT 

= (1 G +~) HT = N HT (4) 

and the inverse to the received data vector sequence as 

-1 -1 = (1 G +~) G = I + N G 

The task of the ML decoder is to find an error vector sequence estimate N of 

minimum Hamming weight that may be a possible cause of the syndrome vector 

sequence ~. The inverse to this estimate, defined as 

must be added to (1 + ~), to give an estimate of the information vector sequence. 

Combining (4) and (5), we have 

~) (6) 

or as the code vector sequence 1 G does not influence ~ and ~, 

. ) 



For the estimate~, (7) becomes 

rG J [-I T] The inverse lH-IT to G H can now be used to rewrite (8) as 

_IT 
=EG+ZH 

In view of (4) and (9), we can describe two maximum I ikel ihood decoding schemes. 

The first one, [1,2,3], is based on the state space generated by the syndrome 

former HT. A possible noise vector sequence estimate ~ corresponds with a path 

through the trellis, [5], of HT The estimation algorithm is to find a path of 

smallest Hamming weight that may be a cause of ~. The noise vector sequence 

estimate N is added to the received data vector sequence and the resulting 

-I 
codeword vector sequence estimate is then inverted using G to form the 

information vector sequence estimate 

i = (1 G + ~ + ~)G-I 

= I + (~+ ~)G-I 

The complexity of this algorithm is strongly related to the size of the abstract 

state space of HT. However, if G is a minimal encoder with constraint length v, 

T the syndrome former H can be realized with the same number of memory elements, 

see [3,4]. Hence, as this decoding scheme requires 2
v trellis states, it is of 

the same complexity as the classical Viterbi decoder. Schalkwijk et al [1,2,3], 

8. 

(7) 

(8) 

(9) 
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describe the above decoding strategy in detail. They have also shown, that certain 

state space symmetries of HT can be exploited to reduce the complexity (hardware) 

of the so called syrtdrome decoder. 

Equation (9) allows another decoding algorithm based on the state space 
_IT 

(physical) generated by the encoder G. Given~, and hence Z H ,this decoder 

finds that information sequence correction estimate ~, such that ~ is of minimum 

Hamming weight. This is equivalent to finding a codeword vector sequence ~ G 
_IT 

closest to Z H in Hamming distance. This sequence can then be added to the 

inverse of the received data vector sequence to form the information vector 

sequence estimate 

I = I + E + E 

The decoding algorithm is analogue to the classical Viterbi decoding scheme. Its 

complexity depends on the state space generated by the encoder G. It is not more 

complex then the Viterbi decoder, except for the circuitry to make the vector 
_IT 

sequence Z H Note that the Viterbi decoder compares the received data vector 

sequence (! G + ~) with a possible transmitted codeword vector sequence! G, 

without using the matrix lG- I HT] • 

In schematic form, for an additive white Gaussian noise channel (AWGN) 

with hard quantized matched filter outputs, the previously mentioned encoding 

and syndrome forming circuits, together with the inverse encoder G- I , are used 

as indicated in Fig. 3. The task of the decoder is to make an estimate E of ~, 

-I 
where ~ = ~ G • The complexity of the above decoding schemes grows 

exponentially with the constraint length of the code. Long constraint length 

codes are therefore decoded with sequential decoding schemes. In the sequel, 

we will first explain the principles of a sequential decoding scheme, and then 
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I 
G 

~~=--oIestlmator 

Fig. 3. Schematic use of a convolutional code. 

describe the use of the information-correction decoder in sequential decoding. 

In a Viterbi-like ML decoder, the complexity grows linearly with the 

number of states of the trellis diagram of the encoder G. For each state and 

each decoding step, the likelihood or metric, and the survivor must be calculated. 

As all survivor paths up to time t have the same lengths, the likelihood function 

in a hard decision decoder is proportional to the Hamming distance between the 

received sequence and a possible state sequence. Fano [7], introduced a metric 

that can be used in sequential decoding of tree codes, where paths could be of 

unequal length. For binary rate R=k/n tree codes, used on a BSe, the Fano-metric 

of a path X. through the tree is 
-I 

Lf(X. '!.) = -I 

N.-l 
1 

E 
j=O 

p(y. I x .. ) 
( log _--,-J _-"I~J,-

p(Yj) 
- R) 

where N. is the length of X., and y. the received symbol at time instant j, 
1 -I J 

O"j"N.-l . Note that p(y.1 x . .) is equal to p(n.), where n. is the channel noise 
1 J 1 J J J 

if x .. were transmitted. The "obvious" sequential decoding algorithm is the one 
1 J 

which stores the Fano metric for all paths already been explored, and then 
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extends the path with the highest metric. As convolutional codes can be considered 

as a special class of tree codes, namely linear trellis codes, the above method 

can be used as a technique for the sequential decoding of convolutional codes. 

We now give a short description of sequential stack decoding (SSO). The 

stack decoder stores in order of decreasing metric the explored paths in a stack. 

At each step the top path of the stack is extended. The extensions of a given 

path are regarded as new paths, and the old path is deleted from the stack. The 

decoder continues in the above way until the end of the trellis is reached. The 

case where the trellis has both a starting and an end point is referred to as 

frame decoding. The major problem with SSO is that of stack overflow. This 

occurs if the channel is noisy, and the stack size relatively small. Overflow 

means that the bottom path has been deleted. If the number of computations is 

so large that the end of the trellis can not be reached within a certain time 

interval, a frame erasure occurs. The particular information block must then be re-

transmitted, thus lowering the effective" rate. One could also simply take the 

inverse to the received code sequence as an estimate for the information block, 

but then the error probability increases. 

In contrast with SSO, for the Fano algorithm [8], progress in the 

decoding tree is made one node at the time, forward as well as backward. This 

leads to an algorithm with smaller memory requirements, but many more computations 

for a frame to be decoded. 

As stated before, the SSO algorithm tries to find a "good" path or 

generator state sequence through a tree (trellis). Every step in the decoding 

algorithm, implemented according - IT to (9), the top path E of 
-0 

the stack is 

k extended. For rate kin, 2 successors are restored in the stack. As we restrict 

IT ourselves to minimal encoders G, only v components of E suffice to compute 
o 



the metric values of the above successors. Fig. 4.gives a flowchart of the 

algorithm. 

take top path f rom stack 
with corres ondin metric 

generate 2 successors and 
calculate corresponding 
enerator out uts 

compare each outNt wi th 
the respective ZIt' n-tuple. 
and compute the new 

according 
v 

no 

decode and start wi th new 

Fig. 4. SSD algorithm using the inverse to [G- 1 HT] . 

Information-correction decoding according to (9) can be used in 

12. 

conjunction with either Fano- or stack decoding as described above. State space 

symmetries [1,2,3] of the syndrome former HT can be used to reduce the complexity 

(hardware) of the ML-syndrome decoder. In the next section we use state space 

symmetries of the encoder G to obtain savings in sequential decoding. 
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Special rate kin codes savings in the number of computations 

We first introduce the class L 0 of rate l/n binary convolutional n,V,N 

codes (A.B.C ••••• O). i.e. in terms of their encoder connection polynomials. 

This class exhibits symmetries that allow for savings in the number of computations 

in sequential decoding. To wit (A.B.C ••••• 0) E L iff 
n, v ,f 

a. = b. O~j~~-l 
J J 

C ••••• 0 all have delay '! ~ 

gcd (A.B.C ••••• 0) = 1 

max deg. (A.B.C ••••• 0) = v 

If condition (10c) is satisfied. then it follows from the invariant factor 

theorem [4]. that the n-tuple (A.B.C ••••• O) is a set of generator polynomials 

for some non-catastrophic rate l/n convolutional code (in fact. for a class 

of such codes). 

Each time unit extend a top path. 

compute 

IT 
• of the stack to E 

o 
and 

- T 
in order to calculate the Fano metric of the path E I . With each path in the 

. 0 
stack we associate an index register I [0: ~-1]. The content C(I [i : i] ) = 1 
. .......... .... T- i ....... .....-
If (nl'n2 .n3 ••••• nn) = (0.1 .n3 ••••• nn)' or (1.0 .n3 ••••• nn)' where 

(lOa) 

(lOb) 

(10c) 

(10d) 

( 11) 

(nl'~2'~3' ••• '~n)T-i equals the noise vector at time T-i. otherwise C(I [i: i] ) = 

= O. This index register plays an important role in the decoding algorithm. as 

will be shown in the following theorems. 



Theorem 1: Let (A,B,C, ••• ,D) 

certain successor 
• T 
E I • This successor 

o 

• T-1 
ELi' Then each path E I has a 

n,v, 0 

has the property that there are 2i_1 

othe r paths that have the same index reg is te r contents C (I [ 0 : i-I] ), and 

whose metric value follow easily from the metric value of the given successor. 

_IT IT 
Proof: Given the n-vector sequence Z H up to time T, the content 

- 0 
of stage I [i : i] of the index register I [ 0 : i-I] of a path E IT equa 1 s 1 if 

a - T ~.... T-i 
the corresponding, (11), sequence N I has (n 1 ,n

2
) = (0,1) , or (1,0). Hence, 

• - 0 
knowing the successor E IT, together with its index register and metric value, 

we can construct 2 III _1,Owhere III denotes the number of ones in the index-

register, other paths with the same metric value. These paths only differ in a 

14. 

T-i+1 i. i f1 -1 i-I 
1 inear combination of {D E; 0~1~R,-1}, where E = (1,1,0, ••• ,0) G I • 

c. • c 0 
Now let us assume that whenever (n

1
,n

2
)T ~ (0,1), or (1,0), we always extend a 

• • T 

path with (n 1,n 2) equal to (0,0). As aO = b
O 

= 1, we know that this is possible. 

Then, the zero's in the index register can be used to construct paths, also 

d 'ff . b l' b" f {OT-i+l E i I erlng y a Inear com Inatlon 0 
C ' 

O~i~R,-l}, but with lower 
.... .... T-i 

metric values. Whenever (n 1 ,n2) was equal to (0,0), we know that there are 
.... .... T- i 

other paths with (n
1

,n
2

) equal to (1,1). The metric values for these paths 

are easily calculated from the metric value of path E IT. Hence, instead of 
o R, 

one path, we know 2 paths together with their metric values. Note that for 

. i d (A BCD) E L ,dd' OT-R,+l E R. influences the value of 1= ,an '" .•• , " a I ng c ' n,v,x.. 
........ .... T 

(n 1,n2 ,···,nn) Q.E.D. 

We will now show that extending the representative member E IT (i.e. 

the member with highest metric) of a class of 
R. 0 

2 paths suffices to extend each 

~ember of this class. 

Theorem 2: Let (A,B,C, .•• ,D) E L "and n,v,X. 
R. • IT-1 Theorem 1, then the 2 paths represented by E , 

·E I T-1 a path according to 
o 

can be extended simultaneously, 
o 
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• 1,-1 • I' Proof: Extend the representative path E such that N according 
o ' . . , I' to (11) has (n 1,nZ) # (1,1). The successor E then represents a new class of 

Z ~ h Th . d . f h .. 1 0 h ·E 1,-1. d d f 11 pat s. e In ex register 0 t e orlglna pat IS up ate as 0 ows. 
o 

Right shi ft I [0: l',-l ] by one place, dropping C(I [R.-1 : R.-1 ] ) and set I [0: 0] 
. ., 

according to C(I [0: 0]) -<- (n 1 0) n2) • However, as (C, ..• ,D) all have delay ;: ~, 

and a~ # b~ or cR., ... ,d~ # 0, the paths differing by D'-~ Ec~-l from E 1,-1 
a 

give a change in (~1'~2'~3' ..• '~n)'. When C(I [~-1: t-1]) = 1, we simply add 

D'-~ E R.-1 to· ,-1 E 1 ,and calculate a successor according to Theorem 1. The 
c a 

updated index register contents of this 

and its metric value. 

successor E'l' 
o 

can be obtained as 

Q.E.D. 

We now extend our results, i.e. the class L , for rate lin codes to apply n,v,t 

for general rate kin codes. 

Let G represent a rate kin minimal convolutional encoder, with the 

fi rst row E L ~' and overall constraint length v. According to the definition n, \), , 

of a minimal encoder, there are no other rows, or linear combinations, that are 

EL, , l<j~k , l~t'. For suppose there exists such a 1 inear combination, n,\). ,2 
J 

then we can always reduce the overall constraint length of the code. Theorem 1, 

and 2 can now be used on the class of rate kin codes. 

• 1,-1 
~f the vector sequence ~ 

a 
now enables us to again 

The first component E1 

define the sets of 2t 

To illustrate the decoding algorithm, we take an example from [8, 

1,-1 

o 
paths. 

chapter 6, p. 71, where a received data sequence of a rate ~ code contains two 



errors. The contribution to the Fano~metric of the noise pairs (0,0) , (0,1) 

(1,0) , (1,1) equals +2 , ~9 , ~9 , ~20, respectively. A developped path is 

followed by the corresponding Fano-metric in the L.H. part of Fig. 5, and by 

the content of the index register between parenthesis, and the value of the 

of the Fano-metric on the R.H. side of the same Figure. The decoding algorithms 

run until the correct path appears on the top of the stack. Observe a large 

difference in the number of computations, and in the storage requirements in 

favor of our algorithm! 

16. 



Information 

Transmitted 

Recei ved 

time: 

2 

3 

4 

5 

6 

7 

2 
1+02) 0 0 0 Encoder G = (1+0+0 , 

Z 
-1 T 

10 11 00 10 01 11 10 00 10 11 H 

01 10 01 10 11 N G- 1 0 0 

Basic stack algorithm Modified stack algorithm 

Stack content after reordening time: Stack content after reordening 

0,-9 ; 1 ,-9 1( 1) ,-9 

1 ,-9 ; 00,-18 ; 01,-18 2 01 (0) ,-7 ; 10(1),-18 

10,-7 ; 00,-18 ; 01,-18 ;11,-29 3 all (1) ,-16 ; 10(1) ,-18 000(0) ,-27 

100,-16 ; 101,-16 ; 00,-18 ; 01,-18 4 0111 (0) ,-14 ; 101 (1) ,-18 0100 (1) ,-25 ; 

11 ,-29 000(0) ,-27 

101,-16 ; 00 ,-18 ; 01,-18 ; 1000,-25; 5 01110(0),-12; 101(1),-18 0100(1) ,-25 ; 

1001,-25 ;11,-29 000(0) ,-27 ; 01101(1),-45 

1010,-14 ; 00,-18 ; 01,-18 ; 1000 ,-25 ; 

1001,-25 ;11,-29 ; 1011,-36 

10100,-12; 00,-18 ; 01,-18 ; 1000,-25; 

1001,-25 ; 11, -29 ; 10101,-34; 1011,-36 

Fig. 5. Decoding example for the basic as well as for the modified stack algorithm. 
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Quantization of the received data symbols 

As pointed out in [8], binary phase shift keying (BPSK) in combination 

with coding is an efficient way of communication over the AWGN channel. Quantization 

of the demodulated received data symbols, facilitates digital processing at the 

decoder. When 8-level quantization is used, about 0.25dB in received signal to 

noise ratio is lost as compared with infinitely fine quantization. With 2-level 

(binary) quantization the loss in SNR is roughl~ 2 dB. Fig. 6 shows the quantization 

scheme for 4 levels, where +1 corresponds with a data symbol 1, and -1 with a 

'" 
63 

~IE 
62 

T 
61 

T 
60 ,.. 

• • a3 -1 a2 ~ a1 
+1 aO 

0 

Fig. 6. Quantization scheme for 4 levels 

data symbol O. The spacings in the above scheme can be shown to be almost optimum. 

The Gaussian channel with modulator and demodulator is then equivalent to a discrete 

channel with two inputs and 4 outputs. The 

equal to the probabilities that a Gaussian 

channel transition probabilities are 

random variable with variance V:~ and 

mean ~1 lies in the intervals indicated in Fig. 6. The problem we are now faced with 

is the adjustment of the message-correction decoder. Take, for example, the 

transition probability diagram for a converted channel with 2 inputs and 4 outputs 

as indicated in Fig. 7. Let a received signal lie in interval ~2' The syndrome 

forming circuit only accepts the symbols 0 and 1. Hence, a binary quantizer is 

used to set the received signal equal to O. Now there are two possibil ities, the 

relevant noise digit could either be zero or one with probability Pr(O) = ql and 



Fig. 7. Transition probability diagram for 4-level quantization. 

Pr(l) = q2 ' respectively. The same can be said about a received signal lying 

in interval 1. For the intervals 0 and 3 , Pr(O) = -! and pr(l) = q3 . In fact, 

we only need the absolute value of the received signal to determine Pr(O) and 

Pr(l). For each extension made in the sequential decoder, we are now able to 

calculate the corresponding Fano-metric. 

In order to obtain reduction in our sequential decoder, we used the 

fact that in a two-level quantized AWGN channel, the contribution of a noise 

pair (n 2 ,n l ) = (0,1) to a path metric equals that of the complementary pair. 

It is easy to see, that with the above quantization schemes, this is no longer 

true. However, if we extend a class of paths, we may store the representative 

>lith highest Fano-metric. The index register now indicates that there is another 

possible extension, in the same sence as described in the previous section, but 

with lower metric. This means that the essence of the algorithm remains un­

changed. Unlikely paths are again extended together with the more likely one(s). 

Fig. 8 gives a possible contribution scheme for calculating the Fano-metric 

contribution of the relevant noise pairs, in the case of a rate i code and 

SNR of 4 dB. 

19. 



intervals of 
contribution for the noise pai rs 

received data 
00 01 10 11 

pal r 

"'0 ' "'0 1 -8.5 -8.5 -18 

"'0 , "'1 0.8 -2.5 -8.7 -12 

"'0 , "'2 0.8 -2.5 -8.7 -12 

"'0 ' "'3 1 -8.5 -8.5 -18 

"'1 ' "'0 0.8 -8.7 -2.5 -12 

"'1 , "'1 0.6 -2.7 -2.7 - 6 

"'1 , "'2 0.6 -2.7 -2.7 - 6 

"'1 , "'3 0.8 -8.7 -2.5 -12 

"'2 , "'0 0.8 -8.7 -2.5 -12 

{:,2 , "'1 0.6 -2.7 -2.7 - 6 

"'2 , "'2 0.6 -2.7 -2.7 - 6 

"'2 ' "'3 0.8 -8.7 -2.5 -12 

"'3 , "'0 1 -8.5 -8.5 -18 

"'3 ' "'1 0.8 -2.5 -8.7 -12 

"'3 , "'2 0.8 -2.5 -8.7 -12 

"'3 , "'3 1 -8.5 -8.5 -18 

Fig. 8. Contributions to the Fano-metric of noise pairs (0,0) , 

(0,1) , (1,0) and (1,1) , in the case of 4-level quantization 

and SNR of 4 dB. 

Note that an extension according to Theorems 1 and 2 is very easy. We stored the 

best successor, and as can be seen from Fig. 8, the complementary transition has 

a contribution to the Fano-metric that is easy to calculate from the stored one. 
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Hence, knowing the respective intervals, and the index register contents, the 

metric of a path less likely then the stored one can be found from a table, 

like given in Fig. 8. 
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Column Distance Function 

The column distance function (CDF) of a convolutional code is defined 

as 

d (r) 
c 

= min 

d i j #0 
1 

r 
E d i j 

s=l 
s 

ij where d denotes the Hamming distance between the s branches of two codewords s 

~i and ~j. respectively. Johannesson [9] intruduced the distance profile of a 

rate l/n convolutional code as the (v+1)-tuple _d = (d (l).d (2) •..•• d (v+1)). c c c 

22. 

where v is referred to as the constraint length of the code. He defined a distance 

profile i to be superior to i' if dc{j) > dc'{j). for the smallest index j. 

l:l'j:l'v+l. where d (j) # d '(j). It has been shown [10]. that rapid column distance c c 

growth minimizes the decoding effort. and therefore the probabi I ity of decoding 

failure. An OOP ensures that for the first constraint length, the column distance 

grows as rapidly as possible. However. the class of codes with an OOP. is quite 

different from the class 1 ,of codes that leads to savings in decoder n,v,X. 

~omplexity. 12 l' being the only exception. Table 1 gives the distance profile 
• v. 

for the class 12 •2R..R.' for various values of R.. It is obvious that dc(R.) = 2. and 

hence. the distance profile gets worse for increasing R.. Table 2 lists the distance 

profile for some classes 12 " 4svS22. and some values of R.. lsR.sl0. The , v , x. 

searches were not exhaustive. 

Figs. 9 and 10. illustrate the movement of the modified sequential stack 

decoder in order to decode the noise pairs (0.1). and (1.1). respectively. The 

initial components of the distance profile are equal to 2.2.2.3.4.5 ••..• R. = 3 

and the contributions of the noise pairs (0.0) • (0.1) • (1.0) • (1.1) to the 

Fano-metric are +1 • -4 • -4 • -9 • respectively. The same is done for an OOP-

code. using the standard stack decoder. and initial distance profile components 

2.3.3.4.4.5 •.... These results are illustrated in Figs. 11 and 12. Indicated 
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10 

10 
10 

10 

12 

14 
14 

16 

18 
20 

22 

Table I. 

~ distance profi Ie 
2 3 3 4 4 

2 2 2 344 4 5 
2 3 3 4 4 5 5 

3 22234 5 5 5 5 

2 2 2 3444556 

2 J J 4 4 5 566 

4 2 2 2 2 J 4 5 5 566 

3 22234 5 5 5 566 

2 2 2 3 4 4 4 5 5 6 6 6 

2 J 3 4 4 5 5 6 6 6 7 

5 2 222 2 J 4 5 5 6 6 6 6 

6 2 2 2 2 2 2 3 4 5 5 6 7 7 7 7 
2 J J 4 4 5 5 6 b 6 7 7 888 

7 2 2 2 2 2 2 2 3 4 5 5 6 7 7 788 

8 2 2 2 2 2 222 3 4 5 5 6 7 7 8 8 8 8 

9 2 2 2 2 2 2 2 2 2 3 4 5 5 6 7 7 8 8 8 8 8 

10 2 2 2 2 2 2 2 2 2 2 J 4 5 5 6 7 7 889 9 9 9 

Listing of distance profile in the class L 
2.2R..~ 

~ distance profile 

1 2 J J 

222 J 4 4 

J 222 J 4 5 5 
4 2 2 2 2 J 4 555 

522 222 J 4 5 566 

6 2 2 2 2 2 2 3 4 5 567 7 
7 2 2 222 2 2 3 4 5 567 7 7 

8 222 2 2 2 2 2 J 4 556 7 788 
9 2 2 2 2 2 2 222 J 4 5 5 6 7 7 8 B B 

10 2 2 2 2 2 2 2 2 2 2 J 4 5 5 6 7 7 8 8 9 9 

11 22222222222345567788999 
12 2 2 2 2 2 2 2 2 2 2 2 2 3 4 5 5 6 7 7 8 8 9 910 10 
13 2 2 2 2 2 2 2 2 2 2 2 2 2 I 4 5 5 6 7 7 B B 9 9 101010 

14 2 2 2 2 2 2 2 2 2 2 2 2 2 2 J 4 5 5 6 7 7 8 B 9 9 101011 11 
15 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 I 4 5 5 6 7 7 8 8 9 9 1010 11 11 11 

Table 2. Listing of distance profile for some classes 

4~v,;22 • 1~l'.~IO. 

23. 



along the vertical axis is the Fano-metric. Each arrow indicates a path that has 

been stored in the stack. 

noise 

o 

L. 

~-10 
E . 
o 
<: 

tf 
-15 

time ___ 

00 00 00 01 00 00 00 00 

Fig. 9. Movements of a modified sequential stack decoder in order 

to decode a noise pair (0,1). 

Note the absence of multiple arrows in Fig. 9. In Fig. 10 only two 

extra extensions have been made. Comparing these figures with Figs. II, and 12, 

for ODP codes with standard decoding, respectively, one observes many additional 

decoder extensions for the same noise patterns. 
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noi se 

o 

1 -5 
u 

".:; -., 
E 
,;, -10 
c 
If 

time __ 

00 00 00 11 00 00 00 00 00 

Fig. 10. Movements of a modified sequential stack decoder in order 

to decode a noise pair (1,1). 

nOise 

u 
".: 

o 

Q; -10 
E 
o 
c 
l:'. 

-15 

time __ 

00 00 00 01 00 00 00 00 

25. 

Fig. 11. Movementsofa standard stack decoder to decode a noise pair (0,1). 
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time ~ 

noise 00 00 00 11 00 00 00 00 00 

o 

1 ·s 
<II 

E 
~ -10 
c 
Lf 

Fig. 12. Movements of a standard stack decoder to decode a noise 

pair (1,1). 
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Measurements 

Information-correction decoding has been applied to SSO. The encoded 

information is transmitted over a BSG. A particular simulation run consists of 

10,000 decoded frames of 256 information digits followed by v tail digits each. 

The maximum s.ize of the decoder stack was set equal to 1000. The simulation 

results are summarized in the Figures. We plot the distribution of the normalized 

number of computations, NIL, per frame, where L = 256 + v is the frame lenqth. 

The OOP [9,10] is an important parameter in sequential decoding. Hence, 

our initial simulation runs apply to OOP codes. The results are given in Figs. 

12, and 13. Observe that the distribution of the number of computations does not 

change appreciable if we increase v beyond the value v = 10. The dependance of 

the results in Figs. 12, and 13 on v for small values of v < 10 is a result of 

Pasc' 0.03\25 

i 
Q.i.JJ 

Fig. 12. Distribution of the number of computations per frame for 

DDP codes with classical stack decoding and PBSC = 0.03125. 
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'BsC0045 

t 

Fig. 13. Distribution of the number of computations per frame for 

ODP codes with classical stack decoding and PBSC = 0.045. 

the trellis structure of convolutional codes. If we neglect the effect of frame 

erasures, the advantage that accrues from using long constraint length codes is 

an improvement in the undetected error rate. The v = 10 ODP code, is taken as a 

reference code in later simulation runs. This code has a free distance,[5] , of 

14. 

Fig. 14 illustrates the performance of codes in the class L2 " 
, v ,.x. 

using classical stack decoding. Note the influence of the distance profile for 

large values of R.. 

Figs. 15, and 16 apply to Fano or stack decoders, that make use of 

the "metric equivalence" as defined in [1,2,31 . In stack decoding a further 



1 

P. .0.03125 
BSC 

Fig. 14. Distribution of the number of computations per frame for 

L2 0' with classical stack decoding. 
,\) ,N 

reduction in the number of computations can be obtained by using the results 

described by Theorems 1, and 2. These latter results for the information-

correction decoder are given in Figs. 17, and 18. Note that these results 

are better than those obtained with OOP codes, and classical stack decoding. 

29. 



1 
d:'J 

de ad in 

lif~-----+~~~~~-I 

i~L-________ ~ ____ ~ __ ~ __ L-~~~~~~ ______ ~ __ ~ 

1 r;YL ___ 10 20 30 

Fig. 15. Distribution of the number of computations per frame with a 

30. 

stack decoder that uses "metric equivalence", and P
BSC 

= 0.03125. 

i 
n.W 

1~r-------~----+---}-~-+-+~~~~~~~ __ ~ 

~L --. 10 20 

Fig. 16. Distribution of the number of computations per frame with a 

stack decoder that uses "metric equivalence", and Pase = 0.045. 



31. 

1~--------------~--~--~----~~--------'---~ 
p. = 0.03125 sse 

10 with lassical d cod ing 

1 

Fig. 17. Distribution of the number of computations per frame for codes 

in L2 0 and decoding according to Theorems 1, and 2, and 
,V,A. 

Pssc = 0.03125. 

Pssc 0.045 

i 

103L-________ ~ __ ~ __ ~~_L~~~~~ ________ ~ __ ~ 

1 10 20 30 

Fig. 18. Distribution of the number of computations per frame for codes 

in L2 0 and decoding according to Theorems I, and 2, and 
, 'V , }(" 

Pssc = 0.045 
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Fig. 19. Distribution of the number of computations per frame for the 

ODP v = 10 code with classical stack decoding at various 

values of the stack depth. 
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Fig. 20. Distribution of the number of computations per frame for the 

code in L2 ,30,15' with decoding according to Theorems I, and 

2, at various values of the stack depth. 
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r--·· - --- --- - .---- - ------_ ... 

stac k number of frames numbeNt0f frame s 
depth In error with >30 

classical modified classical jmodified 

25 515 39 0 0 

50 170 13 30 2 

75 49 7 64 3 

100 20 I) 57 2 

200 3 5 23 1 

500 4 5 5 1 

1000 3 5 2 0 

Fig. 21. Comparison in the number of frames in error and the number of 

erased frames for the codes of Figs. 19, and 20, respectively. 
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Conclusions 

It has been shown, that the inverse polynomial matrix [:_IT ] to 

[ G-I T] H can be used to decode convolutional codes. We refer to this method of 

decoding as information-correction decoding. The complexity of this decoding 

procudure is comparable to that of the classical Viterbi decoder. However, in 

sequential decoding a reduction in the erasure probability can be obtained by 

using symmetries of the encoder G. 

As far as ML decoding is concerned, the information-correction decoding 

algorithm could lead to a reduced state decoder. For, the vector sequences 
_IT • 

Z H and ~ G together define a noise estimate~, unlikely paths can be discarded 

from the trellis. 

The free distance of our class L • of codes is less than that of the 
n,",X. 

general class of convolutional codes. Prelimary results, however, indicate that 

the loss in free distance is of small importance, and good long codes can be found. 

The search for these codes can be simplified by using the very symmetries of 

L . n,v,2 
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