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Abstract

We present Scatter/Gather, a cluster-based document brows-

ing method, as an alternative to ranked titles for the orga-

nization and viewing of retrieval results. We systematically

evaluate Scatter/Gather in this context and find significant

improvements over similarity search ranking alone. This

result provides evidence validating the cluster hypothesis

which states that relevant documents tend to be more sim-

ilar to each other than to non-relevant documents. We de-

scribe a system employing Scatter/Gather and demonstrate

that users are able to use this system close to its full poten-

tial.

1 Introduction

An important service offered by an information access sys-

tem is the organization of retrieval results. Conventionrd

systems rank results based on an automatic assessment of

relevance to the query [20]. Alternatives include graphical

displays of interdocument similarity (e.g., [1, 22, 7]), rela-

tionship to fixed attributes (e.g., [21, 14]), and query term

distribution patterns (e.g., [12]). In this paper we will dis-

cuss and evaluate the use of Scatter/Gather [4, 5] as a tool

for navigating retrieval results.

The Scatter/Gather browsing paradigm clusters docu-

ments into topically-coherent groups, and presents descrip

tive textual summaries to the user. The summaries con-

sist of topical terms that characterize each cluster generally,

and a number of typical titles that sample the contents of

the cluster. Informed by the summaries, the user may se-

lect clusters, forming a subcollection, for iterative examina-

tion. The clustering and reclustering is done on-the-fly, so

that different topics are seen depending on the subcollection

clustered.l

● Authors listed in alphabetical order.

lThe specific clustering algorithm employed may also affect the

topics seen, however most clustering algorithms will yield roughly
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Scatter/Gather may be applied to an entire corpora, in

which case static off-line computations may be exploited

to speed dynamic on-line clustering [5]. We have recently

shown [18] that this use of Scatter/Gather successfully con-

veys some of the content and structure of the corpus. How-

ever, that study also showed that Scatter/Gather was less

effective than a standard similarity search when the subjects

were provided with a query. That is, subjects constrained to

only navigate a hierarchical structure of clusters that cov-

ers the entire collection were less able to find documents

relevant to the supplied query than subjects who employed

similarity search to focus interest on a sharp subset of the

corpus.

It is possible to integrate Scatter/Gather with conven-

tional search technology by applying it after a search to

organize and navigate the retrieved documents, which then

form the target document collection. The topic-coherent

clusters can be used in several ways: to identify promis-

ing subsets of documents — to be perused with other tools

or reclustered into more refined groups —, to identify ex-

emplars for relevance feedbaek, or to eliminate groups of

documents whose contents appear irrelevant.

In an informal exploratory paper [11] we outlined two

examples of the application of Scatter/Gather to retrieval

results. These anecdotes demonstrated that clusters are

customized to the target collection. For example, Scat-

ter/Gathering all encyclopedia articles containing the word

star produced clusters with themes such as astronomy and

astrophysics, animals and plants (star-shaped), and film stars.

When the documents in the clusters about astrophysics and

astronomy are gathered and then rescattered, the resulting

clusters separate out the biographical articles from the rest,

demonstrating a change of theme specific to that subcollec-

tion.

To examine these issues more closely, we constructed

a graphical user interface that integrated Scatter/Gather,

Tilebars [12], and similarity search, and used this interface

in experiments for the TREC-4 interactive track [10]. We

observed from subject interaction with this system that rel-

evant documents tended to fall into one or two clusters (out

of four possible offered by the interface), which helped suts-

jects determine which subset of the collection to explore.

In the present paper we take this one step further and

systematically evaluate Scatter/Gather as a method for view-

ing retrievzd results. We compare the results of applying

similar results if asked to produce the same number of groups. Scat-

ter/Gather typically employs a fast, linear-time clustering algorithm.

See [4, 5] for details
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Scatter/Gather to that of similarity search ranking alone

and find significant improvements using the clustering. In

contrast to pervious work, this provides evidence validat-

ing the cluster hypothesis [23] which states that relevant

documents tend to be more similar to each other than to

non-relevant documents. Although we do not intend Scat-

ter/Gather be used in isolation, but rather as one tool in

a larger information workspace, we find it encouraging that

clustering improves results when evaluated as a direct alter-

native to ranked titles.

In the following sections we discuss related work applying

document clustering information retrieval, the architecture

of our interactive system, an example of Scatter/Gather in

use, and two evaluations. The first evaluation compares

selecting a best cluster to an equivalent cutoff in ranked

retrieval results. The second examines whether users select

the best cluster.

2 Related Work

There has been extensive research on how to employ cluster-

ing to improve retrieval results. In most previous attempts

the strategy was to build a static clustering of the entire

collection and then match the query to the cluster centroids

[26]. Often a hierarchical clustering was used and an in-

coming query was compared against each cluster in either a

top-down or a bottom-up manner. (The relative success of

the traversal direction seems to depend to some extent on

the kind of clustering used [26].) The topranked clusters

were chosen either by a cutoff in the number of clusters to

be selected or by a cutoff in the query-centroid similarity

score. Some variations on this theme were explored, for ex-

ample, Croft [3] suggested a strategy in which a document

that had a high similarity score with respect to the query

would first be retrieved using a standard search and ranking

method, and then this document used for the comparison to

the cluster centroids.

Using clustering from this point of view, if a query did

not match a cluster, that is, if a query was not a good repre-

sentative of one of the pre-defined categories, then it would

fail to match any of the existing clusters strongly. This prob-

lem was recognized and as a remedy Worona [27] suggested

grouping previously encountered queries according to their

similarity. A new incoming query that was not similar to

any of the cluster centroids might instead be similar to one

of the query groups, which in turn might be similar to a

cluster centroid. (This strategy has been revisited recently

in work on collection fusion by Voorhees et al. [25].)

In most experiments, retrieving the contents of the C1U5

ters whose centroids most closely match the query did not

perform as well as retrieving the top ranked documents from

the collection as a whole. Lower scores were reported in,

e.g., [19, 8]. Croft [3] described a method of bottom-up

cluster search which could be shown to perform better than

a full ranking with cosine correlation on the Cranfield col-

lection, provided that the cutoff used was one that had al-

ready been determined to be optimal for the clustering, and

only when emphasizing precision over recall in the evalua-

tion measure. Some of van Rijsbergen’s experiments sug-

gested that if the optimal cluster was chosen then results

could be improved, although actual performance was infe-

rior [13]. However, these studies were done on a subset of

the Cranfield collection. In WiUet t‘s extensive survey arti-

cle on document clustering [26], he finds problems with these

and related studies, because they concentrated on the use of

the (small) Cranfield collection and typically employed an

evaluation measure in which only one small cluster would be

chosen, typically selecting only two or three documents for

retrieval. WiUett summarizes the results of several different

experiments he was involved with as showing that cluster-

ing does not outperform noncluster searches, except on the

Cranfield collection. Voorhees [24] introduced a new way to

evaluate whether or not the cluster hypothesis should hold,

and tested it on several collections other than Cranfield. but

was not able to find an improvement using clustering with

this strategy.

In this paper we show for the first time that the appli-

cation of clustering in Scatter/Gather can significantly im-

prove retrieval results over a very large text collection. We

conjecture that there are two main reasons for this devia-

tion from previous work. The first is a familiar one: that

the earlier work was done at a time when no large text col-

lections with queries and relevance judgments was available.

The fact that our experiments are run over a very large text

collection [9], and also that the many of the documents are

full text documents, ss opposed to titles and abstracts, may

also have some effect.

However, perhaps the more telling reason is that cluster-

ing is used in a different way in Scatter/Gather on retrieval

results than in the earlier work.

Initially clustering was suggested both for reasons of ef-

ficiency – since matching against centroids might be more

efficient than matching against the entire collection [26] –

and as a way to categorize or classify documents. Salton

and h~ coworkers did early experimentation with document

clustering, viewing clustering as classification of documents

in analogy to bibliographic subject headings. Salton wrote

[19]:

In a traditional library environment, answers to

information retrieual requests are not usually ob-

tained by conducting a search throughout an en-

tire document collection. Instead, the items are

classified first into sub~”ect areas, and a search is

restricted to items within a few chosen subject

classes. The same device can also be used in a

mechanized system by constructing groups of re-

lated documents and confining the search to cer-

tain groups only.

Thus the classifications were intended to reflect am external

reality about how to group the documents aa well as what

kinds of queries would be received, perhaps by the heavy

reliance on subject codes in bibliographic search [15].

Perhaps as a consequence, clustering experiments have

always assumed the clustering is done over the entire col-

lection in advance, independent of the user’s query. Van

Rijsbergen explicitly voiced this assumption [23] (Ch. 3):

Another good example of the difference between

experimental and operational implementations of

a classification is the permanence of the cluster

representative.% In experiments we often want to

vary the cJuster representatives at search time.

. . . Of course, were we to design an operation!

classification, the cluster representatives would be

constructed once and for ail at cluster time.

He continued by emphasizing the import ante of maint aining

the same cluster structure as new documents are added to

the collection.

77



By contrast, clustering in Scatter/Gather is dynamic,

and the clusters that result are very much a consequence

of which documents were retrieved in response to the query.

As shown in the example in Section 3, different clusters arise

given different result sets. (Scatter/Gather clustering is dy-

namic in another way as well; the user interacts with and

manipulates the representation to understand something of

the structure of the retrieval results.)

Thus our work supports the Cluster Hypothesis, but with

some assumptions revised. We too assume that documents

that cluster together are similar in some ways, and thus rele-

vant documents will tend to cluster near other relevant doc-

uments and farther away from nonrelevant ones. However,

in contrast with the assumption underlying the strategy of

earlier work, we do not assume that if two documents D1 and

DZ are both relevant or nonrelevant for query QA, they must

also both be relevant or nonrelevant for query QB. That is,

in our use of Scatter/Gather on retrieval results, the clusters

are created as a function of which documents were retrieved

in response to the query, and therefore have the potential to

be more closely tailored to characteristics of a query than an

independent, static clustering. In other words, because doc-

uments are very high-dimensional, the definition of nearest

neighbors will change depending on which neighbors are on

the street.

3 System Description

The system that is the subject of the experiments described

in this paper consists of the Text DataBase (TDB) [6] engine

developed at PARC and a graphical user interface that offers

users a similarity search facility to resolve queries, and a

choice of ranked titles, Scatter/Gather, or TileBam[12] to

display results. TDB is implemented in Common LISP and

CLOS, and the interface is implemented in TCL/TK [17].

The two parts communicate with one another through ILU

[2] and expectk [16].

A flow diagram of the expected use of this system is

shown in Figure 1. First the user specifies a query. A

threshold n is set indicating the number of documents to

be initially retrieved. The query is resolved as a similarity

search and the top n documents returned, in rank order,

which are then shown to the user in Title Mode.z

At this point, the user can switch the results display

mode to be either, TileBars, and Scatter/Gather, or back

to Titles. Since this paper focuses on the Scatter/Gather

display method, we will not further discuss TileBars (see

[11] for a discussion of the use of TileBars in this system).

The user can view a subset of the retrieval results by

selecting one or more of the clusters produced by Scat-

ter/Gather, indicating that only the contents of those clus-

ters are to be viewed. The system maintains sufficient state

so that it is possible for the user to back up, effectively

undoing a cluster selection. The user may view the titles

within one or more clusters by selecting them, restricting

2We use a simple cosine ranking scheme with tf.idf weights. In

particular the similarity of document d to query q is computed ss

where d(w) = -, g(w) = @ log(N/n(w)), f=(w) is the

frequency of w in z and n(w) is the number of documents in which

w occurs

focus to that subset, and changing the display to Title or

TileBar mode. The user is free to reformulate and reissue

the query if desired. For experimental purposes the user

is requested to mark documents as relevant, which marks

that document in all displays. At the end of the session, the

documents marked relevant are saved to a log file.

~
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Figure 1: A flow diagram of the process model for the In-

teractive Track Interface.

3.1 The Document Clustering Algorithm

Scatter/Gather employs an automatic clustering algorithm

to organize a set of documents into a given number of topic-

coherent groups. The inputs into the clustering algorithm

are a pairwise similarity mewure (we use the cosine be-

tween document vectors) and the number of desired clusters,

which, for these experiments, is set by the interface.

There are a wide variety of document clustering alg~

rithms available (see, for example, [26]). We use a non-

hierarchical partitioning strategy, called Fractionation [4],

that clusters n documents into k groups in O(h) time.

Fractionation is deterministic (i.e. the same groups are out-

put given the same ordered document set), but or-der depen-

dent (i.e. the groups do depend on the order of the document

set).

Scatter/Gather is an interactive tool, hence Fractiona-

tion is optimized for speed rather than accuracy (in the sense

of misclassification rate). The current system is capable of

organizing 5000 short documents into five groups in under

one minute elapsed time on a SPARC20 workstation.

3.2 A Worked Example

Suppose the user is interested in electric cars3. The first

action is to issue a query, which is this case consists of the

3 This is reminiscent of TREC-4 topic 230, which reads ‘(Is the

automobile industry making an honest effort to develop and produce

an electric-powered automobile?”
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search terms auto, car, vehicle and electric4, and feed it into

similarity search which returns the 250 top-scoring docu-

ments from the TIPSTER [9] corpus in rank order . Ini-

tially these results are presented as ordered titles. However,

the user may request them to be clustered in which case the

display appears as in Figure 2.

Let us examine each of the five clusters in Figure 2. The

first is quite small and consists of 8 documents having to

do with safety and accidents, auto maker recalls, and a

few very short articles. The second cluster is medium-sized

at 25 documents and its central terms are related to alter-

native energy cars, including bat tery, California (the state

that leads U.S. efforts towards alternative energy autos),

recharge, government, and cost. The first five visible docu-

ments all appear to focus on the topic of electric cars. Note

that government and cost terms are also important, because

the government enforcement of alternative energy autos is

one of the main drivers behind it, and cost of manufacturing

such cars one of the main detractors.

The third cluster is the largest at 48 documents, and its

focus can be seen to be on issues surrounding sales, economic

indicators, and international trade, particularly issues sur-

rounding imports by the U.S. and U.S. domestic sales. The

fourth cluster is smaller at 16 documents and although also

related to trade, focuses on exports from other countries.

Thus an interesting distinction is made by the clustering be-

tween imports and exports. The last cluster acts as a ‘junk”

group, holding three documents that are extremely short,

and hence difficult to classify. Some of these are short arti-

cle abstracts with no associated titles. It is our experience

that small junk clusters of this sort occur fairly frequently

and provide the useful service of separating out articles un-

likely to be relevant due to their extreme brevity or due to

their lack of similarity to the other clusters.

Given this display the user may make the decision to fo-

cus interest on the second cluster which contains most of

the relevant documents, effectively dropping from consider-

ation the junk cluster and the others containing documents

on topics other than that intended by the query. Note, the

user can revisit the discarded clusters later, if desired, by

evoking the backup feat ure of the interface.

To highlight the shift in clustering possible given a slightly

different document set consider Figure 3 which displays the

results for the same query with safety substituted for ekc-

tric. As in the results for electric, the search on cars and

safety turns up a large cluster (Cluster 4) on imports and

a small cluster (Cluster 5) on exports. Thus, the ranking

algorithm is bringing up similar sets of documents that are

not central to the intentions of the query, which are treated

similarly in both cases. However, now instead of the one

small cluster on accidents and the medium sized cluster on

rdternative energy vehicles, we see two clusters that focus

on various aspects of auto safety. The first (Cluster 2) con-

sists of articles about investigations into and hearings about

various auto safety issues. The second (Cluster 3) contains

articles discussing general issues surrounding auto safety,

its connection to high gas-mileage cars (which are typically

smaller and lighter, and therefore potentially more danger-

ous in an accident). Cluster 1 cent sins very short docu-

ments, similar to Cluster 5 in the previous example, as well

as a few articles on auto accidents. If we had started with

4Actuslly, this is a conjunct of disj uncts when viewed in Tile-

Bar Mode, but is treated ss a flat set of terms for query resolution

purposes.

a static clustering we would not have been able to achieve

thk shift in groupings that are so tailored to the query.

4 Experiments

In this section we evaluate the ability of Scatter/Gather to

successfully group together relevant documents, and sepa-

rate them from nonrelevant ones. We do this by comparing

a ranking of documents in a best cluster to an equivalent

cutoff in the original ranked retriewd results. That is, we

take the top n documents produced from similarity search,

cluster them, score each cluster according to the number

of relevant documents contained in the cluster, select the

highest scoring cluster and compare the documents in that

cluster (ranked two ways: by closeness to cluster centroid

and by closeness to the query) to an equivalent number of

documents from the original top n. This reflects the best-

case scenario of a user viewing a set of clusters and selecting

the most appropriate one for further examination. We dis-

cuss in the next section whether users can attain this best

case performance given the cluster summaries generated by

the system.

4.1 Collection

We experiment over the very large (> 3 GB) TREC/Tipster

standard reference collection [9] which consists largely of

newswire, magazine articles, and government documents.

Associated with this collection is a set of topic descriptions

(referred to here interchangeably as queries) with matched

relevance assessments. We use the TREC4 topics (202–2505 )

since they are short (a one sentence topic description) and

hence better reflect an interactive ad hoc search situation.

These are evaluated against disks 2 and 3 of the collection

(> 2 GB of text), since these cover the available relevance

judgments. Given the size of this collection, we can consider

our results to scale.

4.2 Results

We took the 49 TREC-4 queries as originally written and re-

trieved the n top-ranked documents where n was set at 100,

250, 500, and 1000. These documents were then Scattered

(or clustered) into 5 clusters. The number of clusters was

chosen arbitrarily, but reflects users’ preference for smaller

numbers of clusters (see below).

Figure 4 displays the distribution of the percentage of

relevant documents found for each ranked cluster. To ob

tain this figure the clusters resulting from each query are

sorted according to the percentage of relevant documents

they contain (in descending order). For example, the rank

1 cluster is the best cluster, that is, the one with the largest

number of relevant documents. For each rank we display

a boxplot of the distribution of the percentage of relevant

documents found per query. From the strongly non-linear

decrease in the medians of these dwtributions we see that the

best clusters contain by far the largest proportion of relevant

documents. In fact, the topranked cluster almost always

contains at least 50% of the relevant documents retrieved,

and usually a much larger percentage. The third, fourth,

and fifth-ranked clusters usually cent tin 10~0 or fewer.e

s Topic 201 has been thrown out by the TREC sponsors.

6 See [18] for an earlier discussion of this behavior in a somewhat

different setting.
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Figure 3: Scatter/Gather results on auto, car, vehicle and safety with a cutoff of 250.

80



bucket mean expected t-value

1-20 .802 .320 11.2

21-40 .894 .269 8.68

41–120 .737 .242 13.38

Table 1: Comparison of observed percentage of relevant doc-

uments in best cluster against expected if relevant docu-

ments were distributed uniformly

-
-

Chker 1 Cluster 2 Cluster 3 Cluster4 Cluster 5

Figure 4:

Table 1 summarizes this informatiou for cutoff 250. The

49 queries are placed into three buckets depending on the

number of relevant documents found at that cutoff. The

ranees are resDectivelv 1 to 20 relevant documents (29 queries),

21 ~o 40 rele~ant do~uments (6 queries), and 41 t’o l~o rel-’

evant documents (14 queries). For each bucket we present

the observed mean of the percentage of relevant documents

found in the best cluster, the expected value of that num-

ber if relevant documents were distributed uniformly across

clusters, and the t-value of the difference. 7 Every difference

is significant at the .01 level which indicates that the dis-

tribution of relevant documents across clusters is far from

uniform.

Thk suggests that clustering does in fact group together

the relevant documents, as would follow from the Cluster

Hypothesis.

If the best cluster is selected, we can compare it to the

original ordering by truncating that ordering at the same

number of documents and computing a measure of per-

formance, in this case average uninterpolated precision, or

the average prectilon at every relevant document (including

those relevant documents not retrieved).s Table 2 presents

7The expected value is computed by considering the approximate

distribution of the largest of five values given that the five values are

generated by distributing the available relevant documents uniformly

across the clustem

‘Average uninterpolated precision is a stringent measure at low

cutoffs since all unretrieved relevant documents are averaged in at

EE5E5El
CutOff Sire-Ranked Cluster-Ranked % Increase

Table 4: Precision at small document cutoff levels for the

one-step algorithm.

the results for two different ordering of the documents in the

best cluster: by closeness to the query (Cluster-Q) and by

closeness to the cluster centroid (Cluster-C).

The t-values are computed by variance normalizing the

average per-query difference between methods (a paired t-

test ). T-values in excess of 2.40 are significant at the 2%

level for a t-distribution with 48 degrees of freedom. ThE

indicates that both methods that use clustering plus ranking

significantly out perform similarity ranking alone for most

values of n. The effect decreases with increasing n, until

finally at n = 1000 the cluster centroid method is actually

inferior to simple ranked titles. ThB can be explained by

noting that as n increases the cluster sizes increase as well

(since the number of clusters is fixed at 5). Large clusters

are less able to sharply define a topic of interest especially if

we rank within a cluster by closeness to the cluster centroid.

It is generally the case that ranking within a cluster by near-

ness to a query performs better than ranking by nearness to

the cluster centroid (taking into account the t-values).

For large values of n users typically take two Scatter/Gather

steps. That is, they cluster the original n documents, select

one or more clusters and recluster the indicated subset. ThB

reduces the size of clusters to be examined by roughly a fac-

tor of five. We evaluate this strategy in much the same way

as above. With this modification, the the best cluster is ac-

tually the result of two clustering steps (the best of the best).

Results are shown in Table 3. Again both clustering plus

ranking methods significantly outperform ranked titles, with

ranking within clusters by nearness to query outperforming

ranking by nearness to cluster centroid. It is interesting

to note that the performance for this two-step procedure is

similar to that of the one-step procedure if one divides n

by five, which indicates that performance is strongly related

to cluster size with 20 to 50 being close to optimal. (Other

researchers have also found smaller clusters to yield better

results than large ones [26].)

We also compared precision at small document cutoff

levels for both the original ranked list and the best cluster.

Table 4 presents the results averaged over all values of n

(100, 250, 500, and 1000 documents, as before) for similar-

ity search and the best cluster ranked by nearness to the

query. Again, the clustering method consistently out per-

forms ranked titles at all cutoff levels.

5 A User Study

For the TREC-4 interactive track [11] we presented partici-

pants (otherwise known as subjects) with the user interface

precision zero. Hence the small averages reported in Tables 2 and

3. Also note that the ranking scheme employed here does not use

pseudo-feedback or other query expansion methods and hence is a

relatively low bsseline.
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Average uninterpolated precision

n Sire-Ranked Cluster-Q % Increase t-value Cluster-C % Increase t-value

100 .020 .031 .534 3.85 .036 .750 4.52

250 .027 .044 .637 4.42 .048 .791 4.14

500 .033 .045 .360 3.81 .047 .438 2.84

1000 .039 .046 .186 2.43 .038 -.015 -0.10

Table 2: Comparison of ranked titles to clustered and then ranked titles. Cluster-Q refers to documents within the best

cluster ranked by similarity to the query. Cluster-C refers to ranking with respect to nearness to the cluster centroid.

Average uninterpolated precision

n Sire-Ranked Cluster-Q % Increase t-value Cluster-C % Increase t-value

500 .023 .043 .831 4.05 .044 .862 3.39

1000 .029 .045 .556 3.93 .043 .504 2.57

Table 3: Comparison between ranked titles and two Scatter/Gather steps. Notations are as in Table 2.

described in Section 3. Here we report the results of ana-

lyzing how often, after issuing a search and clustering the

results with Scatter/Gather, the users chose the cluster with

the largest number of relevant documents to view next. We

only looked at the choice made after the initial search and

clustering, because after the participant has found many rel-

evant documents, they may choose to explore clusters that

are less likely to have relevant documents in an attempt to

improve recall.

5.1 Experimental Setup

Our study consisted of four UC Berkeley graduate students,

each of whom executed 13 queries. These consisted of 12 of

the required 25, as well as one extra query given to all four

participants. Only two of the participants’ results on this

query were reported, chosen arbitrarily. Participants com-

pleted queries in two sessions. The experiments were run

in an otherwise empty room with a video camera recording

the session. Participants were given an 10-minute demon-

st ration of the interface followed by a 10-minute warmup

exercise, and the participants were provided with a 3 page

description of the interface for reference. Additionally, a

binder of topic descriptions was prepared for each partici-

pant, with each topic description appearing on the top of a

separate page. Participants were not allowed to look at a

new topic before the current one was completed.

The instructions for the task were given as in the interac-

tive track specifications: “find as many good documents as

you can for a topic, in around 30 minutes, without collect-

ing too much rubbish.” We took this as a hard time limit;

participants were required to stop when the 30 minute time

limit was up. This statement emphs.sizes the finding of many

relevant documents and reemphasizes the undesirability of

including nonrelevant documents, and this had ramifications

for how the participants performed. Some participants saved

large numbers of documents for some of the queries without

checking carefully for relevance, thus lowering overall preci-

sion.

5.2 Analysis of Participants’ Use of Scatter/Gather

We found in 31 out of 38 cases, the participants chose the

cluster with the largest number of relevant documents (if

there was a tie for largest choosing any cluster with this

number was counted as choosing the highest).g We have

omitted from this calculation those cases in which no rel-

evant documents are evident. In 6 of these cases the par-

ticipants chose three clusters, in 10 they chose two clusters,

and in the remaining 22 cases they selected only one cluster.

In all seven cases in which the top-ranked cluster was not

chosen, the participants chose only one cluster.

This is only an indirect reading of how informative the

cluster summaries are, since the participants were not ac-

tually instructed to choose which cluster(s) they thought

would have relevant documents, and a cluster might have

been chosen because it looked interesting for some reason

other than for the purposes of answering the query. Further-

more, because participants sometimes chose multiple clus-

ters, we cannot assume that they would have chosen the best

cluster if only one had been selected. Nevertheless, the large

proportion of successful choices leads us to believe that users

are able to take advantage of the benefits that clustering can

provide.

5.3 Excerpts from Transcripts

After the sessions the participants were interviewed about

the use of the interface, and the results of these interviews

were recorded and transcribed.

When asked how and when they used the Scatter/Gather

display, the participants said they mainly used them to nar-

row down the set of articles to be viewed with TileBars and

to eliminate unpromising documents. Large clusters were

often reclustered. None of the participants thought having

more than five clusters would be a good idea. Some users

said they interwove the use of Scatter/Gather and TileBars.

One participant was especially enthusiastic toward the clus-

tering, finding the clusters useful for weeding out nonrele-

9We determined which clustem contained the largest number of

relevant documents by looking only at the first 11 documents in esch

cluster (or fewer if the cluster cent ained fewer documents), because

the full cluster information wss not recorded in our logs.
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vant documents, but did express concern about tossing out

appropriate documents.

6 Conclusions and Future Work

We have presented strong evidence that the Scatter/Gather

a.ppfoach to document clustering is one which can produce

slgmficant improvements over similarity search ranking alone.

We have discussed the relationship of our approach to the

use of clustering in previous work, and have concluded that,

along with the use of a very large text collection, the most

important difference is that our approach produces clus-

ters that are tailored to characteristics of the query, rather

than assuming that clusters play a one-size-fits-all, classifi-

cational role. Thus, this result provides evidence supporting

the Cluster Hypothesis, that relevant documents tend to be

more similar to each other than to non-relevant documents,

if we add a new assumption: the same set of documents

may behave differently in different contexts. We honor this

assumption by performing clustering after the initial search

and ranking.

We have also shown that users are able to successfully

interact with the clustering produced by Scatter/Gather.

They made extensive use of this mode of viewing retrieval

results, and chose it over the option of using ranked titles

alone. Furthermore, we have preliminary evidence that they

were able to interpret the cluster summary information well

enough to select the cluster with the largest number of rel-

evant documents in most cases (although sometimes along

with other clusters, since they were not asked specifically to

select the best cluster).

In future we hope to perform more detailed user studies

in order to determine in more detail how users make use of

the Scatter/Gather representation.
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