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Clinical use of quantitative sensory testing (QST) requires standardization. The German research network
on neuropathic pain (DFNS) solves this problem by defining reference data stratified for test site, gender
and age for a standardized QST protocol. In this report we have targeted two further problems: how to
adjust for age-related sensory changes, and how to compare groups of patients with the reference data-
base. We applied a moving average across ages to define reference values per decade. This analysis
revealed that women were more sensitive to heat pain independent of age. In contrast, functions were
converging at older age for blunt pressure pain, but diverging for punctate mechanical pain (pin prick).
The probability that an individual patient dataset is within the range of normal variability is calculated
by z-transform using site-, gender- and age-specific reference data. To compare groups of patients with
reference data, we evaluated two techniques: A: paired t-test versus fixed mean; i.e. the reference mean
value is considered as the known population mean, B: non-paired t-test versus the reference dataset and
number of cases restrained to the same number of cases as the patient data set. Simulations for various
sample sizes and variances showed that method B was more conservative than method A. We present a
simple way of calculating method B for data that have been z-normalized. This technique makes the DFNS
reference data bank applicable for researchers beyond the DFNS community without a need for subsam-
pling of subjects from the database.

� 2010 Published by Elsevier B.V. on behalf of International Association for the Study of Pain.
1. Introduction QST protocol [28]. Consistent with prior studies (e.g.
The German Research Network on Neuropathic Pain (DFNS) has
previously introduced a standardized protocol for quantitative sen-
sory testing (QST) in humans [27]. The DFNS approach to obtain a
comprehensive profile of somatosensory functions within a rea-
sonably short period of time was also considered useful by
researchers outside the DFNS [5,23]. Reference data in a multi-cen-
ter cohort of healthy subjects of both genders were based on this
on behalf of International Associa
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[3,9,14,26,32], these reference values were dependent on test site,
gender and age. The DFNS proposed to normalize individual
patient data to group-specific means and standard deviations by
z-transform and to consider z-values below �1.96 or above +1.96
as abnormal for diagnostic purposes (95% confidence interval [33]).

In the DFNS reference data, age-related differences in cutaneous
sensitivity were estimated by dividing the cohort into young
(<40 years) and old subjects (P40 years). Whereas this approach
was appropriate to demonstrate the presence of age-related
differences for most QST-parameters (with the exception of pin
prick-evoked measures MPT: mechanical pain threshold, MPS:
mechanical pain sensitivity, and WUR: wind-up ratio to pin prick),
the dichotomy created a discontinuity for the z-transform when
crossing the age of 40 years. This discontinuity will be misleading
in longitudinal studies, since a mildly abnormal QST value for
age 39 falls into the normal range for age 41. In this paper we
report decade-specific reference values generated by a moving-
average technique that minimizes discontinuities. We then use
these values to re-assess gender differences as a function of age.
tion for the Study of Pain.
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The site-, gender- and age-specific reference data in this paper
may be used by any laboratory to compare their data with a refer-
ence dataset of 1080 values. The validity of such a comparison de-
pends on using the same QST testing protocol, for which formal
training and certification have been established [12]. Whereas
individual patient data are easily evaluated via the z-transform
and the 95% confidence interval, no procedure has been identified
yet for the statistical comparison of group data with this reference
data set. Such a procedure is urgently needed since already 117
investigators from 38 groups in 15 different countries have been
trained by certified DFNS centers and are using the DFNS’ QST sys-
tem for basic and clinical science, in academia as well as in the
pharmaceutical industry. This paper provides a simple algorithm
for group comparisons that does not require access to the reference
dataset itself and establishes rules for statistical comparison.
Moreover, it suggests quality criteria for centers for comparison
of their own data to the DFNS reference data.
2. Methods

To obtain an age-adjusted reference data base, the recently pub-
lished reference data [28] were re-analyzed and separated for both
genders and the three body regions that were available in the DFNS
data bank: face (mid cheek, blunt pressure pain threshold PPT on
the masseter muscle with upper and lower teeth in occlusion posi-
tion), hands (dorsum, blunt pressure pain threshold PPT at the the-
nar) and feet (dorsum, blunt pressure pain threshold PPT at the
instep). Currently we do not have multi-center reference data for
other body regions yet. We tentatively use hand data as represen-
tative for the upper body and foot data for the lower body. Unpub-
lished single-center data indicate that in spite of mean value
differences the 95% confidence intervals overlap vastly for most
QST parameters for measurements on the dorsal hand compared
to measurements on the palmar hand, in the thoracic areas or in
the areas over the trapezius muscle (except for higher mechanical
and thermal detection thresholds on the palmar side and for higher
vibration detection thresholds on the trunk). Since left–right differ-
ences were independent of test region [28], it is prudent to rely
more on those differences than on absolute reference values when
evaluating non-standard test regions.

The data were obtained from 180 healthy subjects in a compre-
hensive standardized QST protocol consisting of 7 tests measuring
13 parameters. All subjects who were entered in this data set were
of European/Caucasian descent. Data from both body sides
were pooled because all correlations across the two body sides
were highly significant (all p < 0.001), regression functions were
close to unity and there was no significant difference. For details
of the protocol, see parent data set [28]. Briefly, the protocol con-
tained both thermal and mechanical test stimuli, namely: thermal
detection thresholds for the perception of cold (CDT: cold detec-
tion threshold), warmth (WDT: warm detection threshold) and
paradoxical heat sensations (PHS: paradoxical heat sensation),
thermal pain thresholds for cold (CPT) and hot stimuli (HPT),
mechanical detection thresholds for touch (MDT) and vibration
(VDT), mechanical pain sensitivity including thresholds for pin-
prick (MPT) and blunt pressure (PPT), a stimulus–response-func-
tion for pinprick sensitivity (MPS) and dynamic mechanical
allodynia (DMA: dynamical mechanical allodynia) as well as pain
summation to repetitive pinprick stimuli (WUR� wind-up ratio)
[27].

The data base was divided according to age into five segments
representing decade groups. To avoid discontinuities, a moving-
average procedure was used by including the neighboring half-
decades for calculation of mean and standard deviation of each
age group:
� decade 20–30 years: calculated from subjects between > 15 and
35 years of age
� decade 30–40 years: calculated from subjects between > 25 and

45 years of age
� decade 40–50 years: calculated from subjects between > 35 and

55 years of age
� decade 50–60 years: calculated from subjects between > 45 and

65 years of age
� decade 60–70 years: calculated from subjects between > 55 and

75 years of age

All data except for PHS, CPT, HPT and VDT were normally dis-
tributed in logarithmic space (log-normal distribution) as already
shown for this data set in previous analysis [28]. Thus, logarithmi-
cal transformation was performed for all other parameters prior to
statistical analysis to achieve secondary normal distribution (for
theoretical background, see also [27]. Correlation analysis between
the subjects’ age and QST parameters was performed using bivar-
iate parametric correlation/regression analysis (Pearson). Differ-
ences between age decade, gender (between-subjects factors)
and tested body region (within-subject factor) were compared
using three-way mixed model ANOVA for all QST parameters.

Differences between the ten DFNS centers contributing subjects
to QST reference data were analyzed to delineate the magnitude of
between-centers variation, and to derive measures of distribution
(standard deviation, confidence intervals) within and across cen-
ters. Furthermore, effect sizes for every center were calculated to
judge the magnitude of deviation from the grand mean. These dis-
tribution parameters are used to delineate guidelines for compar-
ative self-checking of centers outside of DFNS.

A novel method of statistical comparison was developed, which
allows a bias-free and balanced comparison of data sets of any
mixture of QST data based on the DFNS battery of sensory assess-
ment. Two different approaches were compared using calculation
of t-tests on standard normal data (z-values) for patient groups
with a wide variety of means, standard deviations and numbers
of subjects to illustrate the feasibility and statistical merits of the
methods.

� In the first approach, the patient groups were compared to the
reference data by treating the reference data mean (z = 0) as the
known population mean value. This is a standard procedure,
which is implemented in many statistical software packages
and is equivalent to paired t-tests versus an equal number of
zeros.
� In the second approach, the patient groups were compared to

the reference data by non-paired t-tests. Such an approach
may lead to false positive findings due to the large number of
degrees of freedom from the reference data (1080 values).
Therefore, we introduced a virtual subsampling of the reference
data base, by setting its ‘‘n” number equal to the number of
observations in the patient data set.
� Data in figures are presented as mean ± SD. Reference data are

shown as means and 95% confidence intervals (mean ± 1.96 *
SD). Data of log-transformed QST parameters (CDT, WDT, TSL,
MDT, MPT, MPS, ALL, WUR and PPT) were retransformed to values
representing the original units of the parameters.

3. Results

3.1. New age-related QST reference data

The reference data published in [28] have been re-analyzed
with a higher resolution for age (Table S1). Analysis of variance
confirmed that non-nociceptive thermal (CDT, WDT, TSL) and
tactile thresholds (MDT) varied by region always in the same rank
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order (feet > hand > face), but did essentially not differ between
genders (Table 1). We now found that these non-nociceptive
thresholds varied significantly linearly with age albeit correlation
coefficients were very small (correlations between r = 0.207 and
r = 0.257, all p < 0.01), and the percentage of variance explained
by the covariate age (approximately 4–6%) was negligible (see
Table S2). Generally, thresholds increased by approximately 50%
across the age range tested (age dependency was somewhat lesser
in the face).

As previously shown, nociceptive thresholds exhibited signifi-
cant gender differences, females being more sensitive than males
(Table S1). The refined stratification for age enabled a more de-
tailed analysis of the interaction of age and gender. Little complex-
ity was found in the analysis of thermal pain thresholds. Heat pain
thresholds increased monotonically with age in all test regions,
being approximately 2.1 �C higher in the oldest cohort (60–
70 years) than in young adults (20–30 years). This threshold in-
crease was independent of gender, and heat pain thresholds were
1.6 �C higher in male than in female subjects throughout all age
ranges (Fig. 1). Cold pain thresholds of male subjects were on aver-
age met at approximately 1.7 �C lower temperatures than in female
subjects (Fig. 2A). In females, cold pain thresholds dropped mono-
tonically with increasing age by approximately 9 �C, while age var-
iation was lesser and also less consistent in male subjects, which is
substantiated as a significant age � gender interaction (ANOVA,
p < 0.01, Table 1).

Gender differences across age ranges followed a more complex
pattern for mechanical pain thresholds (Fig. 2B and C). Differences
between genders systematically shrank for blunt pressure (PPT),
and diverged for pin pricks (MPT) with increasing age. Pain thresh-
olds to blunt pressure stimuli (PPT) differed between male and fe-
male subjects in young and middle-aged adults (20–50 years, all
p < 0.005), but PPT did not differ any more between male and fe-
male subjects in the older cohorts (50–70 years, p > 0.60, each).
Conspicuously, MPTs were the only thresholds with no overall
dependency on age (overall correlation with age: r = �0.067, n.s.).
Nevertheless, thresholds in male and female varied with age, but
they did so in opposite ways in all body regions (depicted for
MPT at the hand in Fig. 2C). While MPTs were not different at all
between genders at young age (post hoc significances for the lower
two decades: p = 0.47 and p = 0.77), thresholds of male and female
subjects progressively diverged symmetrically with increasing age.
Accordingly, MPT in older males was approximately twice as high
as in females (post hoc significances for the upper three decades:
p < 0.005, p < 0.02, and p < 0.01).
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3.2. Comparing patient group data to the QST reference dataset

Patient groups are typically inhomogeneous with respect to
gender and age, and test sites may also differ (e.g. peripheral nerve
injury of upper and lower limb). Such data may nonetheless be
averaged, provided each value is first normalized to the appropri-
ate subgroup in the stratified reference dataset (Appendix 1) by
first subtracting the subgroup-specific mean and then dividing by
the respective standard deviation (z-transform). If sensory function
in the patient group is unaffected, their data distribution can be
expected to have zero mean and standard deviation of one. An
intuitive approach to test this null hypothesis would be by a
non-paired t-test, according to the following equation:

t ¼ ðmeanpat �meanrefÞ=square rootðSD2
pat=npat þ SD2

ref=nrefÞ and

df ¼ npat þ nref � 2 ð1Þ

Since the patient groups are typically at least one order of magni-
tude smaller than the reference population (npat << nref), this



Fig. 2. Age dependence of pain thresholds in the hand for cold pain (CPT), blunt pressure pain (PPT) and pain to pin prick stimuli (MPT). (A) CPT shifted linearly to lower
temperatures with age by approximately 7 �C from the youngest to the oldest cohort, and CPT in male subjects was met on average at 1.7 �C lower temperatures than in
females with a nearly parallel shift between genders, but less regular in male (solid circles) than in female subjects (open circles). (B) PPT differed between male and female in
young adults. PPT increased with age to level off at mid-age levels, which occurred earlier in males than in females resulting in convergence of PPT in the older cohorts (50–
70 years). (C) MPT did not differ between genders at young age, but thresholds of male and female subjects progressively diverged with increasing age.

Fig. 1. Age dependence of heat pain threshold (HPT) in the face (A), hand (B) and foot (C). HPT increased monotonically with age in all regions, and was approximately 2.1 �C
higher in the oldest cohort (50–60 years) than in young adults (20–30 years) independent of gender and test region. In all test areas, HPT in female subjects (open circles) was
about 1.6 �C lower than in male subjects (solid circles) independent of age and test region. HPT was lowest in the face, intermediate on the hand and highest on the foot.
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approach causes two problems: the denominator is dominated by
the standard deviation of the patient group, which is estimated
rather imprecisely with a small number of observations. Moreover,
the degrees of freedom are dominated by the large reference group.
These effects may lead to false positive results, in particular for
small homogenous patient groups (small n and small SD; see also
below).

As a first solution to this problem, we considered the standard
statistical procedure to compare group data with the theoretical
or known population mean by a paired t-test (method A). This
solution is reasonable, since the population mean will be estimated
well if the reference group is sufficiently large. Inflated degrees of
freedom are avoided, since for paired t-tests only the number of
observations in the patient group counts. However, the problem
of inaccuracies in estimating the denominator remains, as illus-
trated in the following equation:

t ¼ ðmeanpat � 0Þ=square rootðSD2
pat=npatÞ and df ¼ npat � 1 ð2Þ

As an alternative solution to the problems with Eq. (1), we consid-
ered a virtual subsampling of the reference dataset (method B) such
that mean and standard deviation are maintained, but its number of
observations equals that in the patient group (npat = nref). Since the
reference data have zero mean and unit standard deviation, this
leads to a rather simple equation:

t ¼ ðmeanpat � 0Þ=square rootðSD2
pat=npat þ 1=npatÞ and

df ¼ 2 � npat � 2 ð3Þ

The relevance of reducing the number of subjects in the virtual con-
trol group is illustrated by the following example: Given an esti-
mate of 0.3 ± 0.5 (n = 32) for the patient group and standard
normal distribution for the control group (0 ± 1), this leads to a test
statistic of t = 3.21 (p = 0.003), when tested against the full-size con-
trol group. However, when tested against a control group of the
same size (n = 32), the test statistic becomes t = 1.52 (p = 0.13).

When comparing Eqs. (2) and (3), it is not intuitively evident as
which one and under what circumstances will be more conserva-
tive: due to the additional term in its denominator the t-value in
Eq. (3) is smaller than in formula 2, but it is associated with a larger
number of degrees of freedom. We therefore performed simula-
tions for a range of numbers of patients (10–100), standard devia-
tions in the patient data smaller or larger than in the reference
group (0.25–4.0), and mean values of the patient group between
0.25 and 1.0 (corresponding to effect sizes of 0.25–1.0).



Fig. 3. Simulated comparisons of patient groups with QST reference dataset by two methods using z-transformed data. Dashed lines: Method A (paired t-test versus known
population mean). Solid lines: Method B (non-paired t-test versus virtual subsample of the reference dataset yielding the same sample size as the patient dataset). (A)
Estimation of p-values was more conservative for method B than for method A independent of effect size (indicated by z-value of the patient dataset), especially at lower
standard deviations of the patient data set (for n = 10). (B) Estimation of p-values was also more conservative for method B than for method A independent of sample size,
especially at lower standard deviations of the patient data set (for effect size = 1.0). (C) When plotted against effect size, the probability curves for method B were shifted to
the right of method A, indicating that this more conservative method requires either a larger effect size or a larger sample size to be significant (curves calculated for standard
deviation in patient group = 1.0).
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Fig. 3A displays probability values for both scenarios for varying
standard deviation of a small group of 10 patients. Probability
curves converge for larger standard deviations, but for small stan-
dard deviations, method A (Eq. (2)) over-estimates the t-value
leading to higher levels of significance, independent of effect sizes
(equal to the mean z-value of the patient group). Fig. 3B displays
probability values for varying standard deviations at a fixed effect
size of 1.0. Also for larger group sizes, method A (Eq. (2)) led to less
conservative estimates than method B (Eq. (3)). In Fig. 3C, p-values
are plotted versus effect size. Method B (solid lines) usually re-
quires about 30% larger effect size than method A (dashed lines) to
reach the same level of significance. Thus, for any combination of
sample size, effect size and standard deviation in the patient group,
more conservative estimates were obtained by method B that takes
the standard deviation of the reference dataset into account. Proba-
bility curves obtained by methods A and B converged only at very
large standard deviations of the patient group (i.e. SDpat >> SDref –
Fig. 3A and B) or at (unrealistically) high effect sizes (Fig. 3C).

Finally, we have analyzed differences between the ten DFNS
centers contributing subjects to QST reference data. Although be-
tween-center data were not strictly designed to analyze such dif-
ferences, this analysis may provide some guideline for other
(non-DFNS) centers, who may want to compare their data to the
DFNS data. To circumvent sampling asymmetries between centers
this analysis used z-transformed values, which cancel the effects of
area, age and gender. The results of all centers are listed in
Table S2. As expected, the mean z-value ± SD was almost 0 ± 1 (a
small deviation to 0.01 ± 0.99 was caused by few missing single
data). The mean of z-values of the single centers ranged from
�0.21 to +0.18 with a grand mean and 95% confidence interval of
0.01 ± 0.25. Likewise, standard deviations of the centers varied be-
tween 0.93 and 1.09 with a grand mean and 95% confidence inter-
val of 0.99 ± 0.10. We suggest that any laboratory wishing to use
the DFNS reference data should have mean and SD of their local
z-transformed data from healthy subjects within these 95% confi-
dence intervals.

4. Discussion

The German Research Network on Neuropathic Pain (DFNS) has
implemented a multi-center database of QST reference values for
both genders and currently three body regions, namely face, hand
and foot [28]. Transformation into standard normal distribution,
i.e. z-transformation, allows an easy judgment, whether a value
in a given patient is outside the normal range defined as 95% con-
fidence interval (±1.96 * SD; note that several parameters need to
be logarithmically transformed for this purpose [27]).

Whereas gender and test site can be regarded as discrete vari-
ables reasonably taken into account by a stratified reference data-
set [3,16,20] (but see [15] for masculinity/femininity as a potential
continuous variable), age clearly is a continuous variable. Stratifi-
cation into two age groups as in the DFNS data base and in other
publications [4,6,7,9] may lead to age-related bias if used diagnos-
tically. For example, average heat pain thresholds in the foot were
45.1 versus 47.0 �C in subjects of the young vs. old age cohort [28].
Thus, the same QST result in two patients of similar age (e.g. 38 and
42 years) would be interpreted differently, e.g. a heat pain thresh-
old of 42 �C in the foot may be diagnosed as normal in the 38 year
old (nominally ‘‘young”) subject, but as abnormal (hyperalgesic) in
the 42 year old (nominally ‘‘old”) subject. Conversely, younger and
older patients (e.g. 42 and 67 years) of the same age cohort may be
misdiagnosed in the opposite direction.

4.1. The regression approach

Although there were highly significant correlations with age
throughout the majority of QST parameters, continuous adjustment
for age of the subject/patient is problematic due to the low value of
correlation coefficients. Similarly low correlation with age has also
been reported for nociceptive and non-nociceptive QST thresholds
in other large scale studies (e.g. [21,32]) and for amplitudes of
somatosensory-evoked potentials, an objective measure of somato-
sensory function [39]. When the correlation coefficient is low, the
slope of the regression line is low too. A correction of age-depen-
dence by regression would return a tilted regression function much
shallower than real (e.g. as estimated by eye-fit) resulting in an age-
related evaluation bias and the function would predict unrealistic
values in young (higher) and old subjects (lower) and a relative
insensitivity to detect sensory loss in young subjects, but overesti-
mate the loss in old subjects. In contrast, the opposite would be true
for sensory gain, thus overestimating hyperalgesia symptoms in
young, but underestimating them in old subjects. Moreover, age-
dependence was not linear for all parameters (e.g. for PPT), and it
varied between genders for the same parameter (e.g. for MPT).
Moreover the explanatory power of this regression (e.g. when en-
tered as a covariate to single out age-related variance) is very low,
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since it covers only about 4–6% of total variance as shown in Table 1.
Thus, the regression approach is of little value for QST data.

4.2. The reference cohort approach

Adequate norms for age require a better resolution than previ-
ously offered in the DFNS database. The larger number of age
groups, however, diminishes the number of subjects per group,
and hence the estimates of means and standard deviations become
less accurate. Moreover, the discontinuities at the boundaries be-
tween age groups remain. The moving-average filter is a standard
tool in digital signal processing when smoother functions are de-
sired [2]. Its application ranges from EEG analysis to predictive epi-
demiology [8,35]. In this study, we increased the number of age
groups from 2 to 5 and included half of each neighboring decade
in a moving-average procedure for parameter estimation (e.g. for
the decade 30–40 years, data from subjects between 25 and
45 years were used). This way, we were able to distinguish differ-
ent types of age dependence of gender differences: parallel shift
independent of age (HPT/CPT), convergence with age (PPT) and
divergence with age (MPT). Such a differential description will be
important e.g. when gender differences are related to differences
in hormonal status that varies as a function of age [1,15].

Significant gender differences in heat and cold pain thresh-
olds (HPT/CPT) regardless of age are consistent with previous
studies [reviewed in [10,13,16,25]]. Gender difference at young
age and threshold convergence at old age for blunt pressure pain
thresholds (PPT) have been reported previously [24] suggesting
disappearance with menopause. This is consistent with absence
of gender difference in children and threshold divergence emerg-
ing at puberty [1]. For pin prick sensitivity previous studies did
not find gender differences [1,29,30]. In our study differences
became only significant at ages > 40. Two previous studies in
seniors [37,38] did not report gender, thus gender and age inter-
action (progressively diverging towards older age) is a new
finding.

4.3. Statistical approach to use the reference data base for group
comparisons

We developed a novel method to compare data of experimen-
tal or patient groups statistically with the DFNS reference data
set. The use of the whole set of reference data was discarded
on grounds of inflated degrees of freedom, a serious violation
of ‘‘fair” statistical comparison, since any case-control compari-
son is based on the implicit assumption of equal group sizes
in experimental and control group [11,19,31]. An alternative
strategy providing a representative source of control subjects,
by narrowing the data bank pool via subsampling to the appro-
priate group size of the patient group was also discarded. Draw-
ing a matched subsample from the database would produce a
suitable cohort of control subjects. Using case-matching software
based on statistical selection criteria by e.g. multidimensional
scaling to identify nearest matches in age, gender, weight,
height, blood pressure, body mass index etc., will return a per-
fect twin control subject creating a yoked control design [18].
However, such an approach requires access to the primary data
in the data bank and is quite labor intensive.

Instead, we decided to use a virtual subsample by maintaining
the estimates of mean and standard deviation from the entire ref-
erence dataset, but arbitrarily decreasing its sample size parameter
to the sample size of the patient group (method B). We compared
that approach to a standard test, paired t-test versus a known pop-
ulation mean (method A). Simulations shown in Fig. 3 demonstrate
that method B is more conservative particularly when the standard
deviation in the patient group is smaller than in the reference
group. This outcome is plausible, since only method B and not
method A takes the standard deviation of the reference group into
account. However, method B is more conservative than method A
also for small sample sizes down to n = 10, which was unexpected
since method B uses a larger number of degrees of freedom in its t-
test. Thus, method B was more conservative for all conditions con-
sidered, making it the method of choice for group comparisons.

The virtual control group approach avoids cumbersome selec-
tion procedures and obeys the principle of equal group size
[11,19,31]. The virtual control group is characterized by a
mean ± SD of 0 ± 1 with the same number as in the patient group.
It does not necessitate access to the data bank, and will, thus, be
accessible to anyone beyond the inner circle of DFNS members.
Calculations can be run by using a probability calculator, a simple
software readily available as internet freeware (e.g. the award-
winning web-based software SISA [34], Appendix 1). Finally, the
statistical strategy presented in this paper will also make the DFNS
reference data base available for scientists beyond the DFNS
community.

Whether or not a center may be eligible for such comparison
necessitates formal criteria. Such quality criteria for other (non-
DFNS) centers can be developed from analysis of variation between
contributing DFNS centers. As a note of caution, these data were
not strictly designed to analyze such differences, since sample size
in each of the centers was small (18 subjects � 3 body areas � 2
body sides = 108 assessments, each). Moreover, sampling was not
population-based and only controlled for age (young vs. old), but
not balanced for gender or gender � age combination [28]. Analy-
sis of center data revealed that the deviation of any single center
from the grand mean ranged between �0.21 and +0.18 z-values,
and effect sizes were always smaller than 0.20, which according
to conventional classification [17,22,36] was very small. We sug-
gest that any (non-DFNS) center wishing to compare their data
to the DFNS reference data should assess a sample of comparable
size, i.e. approximately 100 independent test areas in healthy sub-
jects, which may be done by any combination of age, gender and
test areas (currently limited to face, hand, and foot). These data
may be transformed into standard normal data (z-values) using
the data supplied in Table S1 of this paper and mean ± SD calcu-
lated across all z-transformed values of the whole data set. We sug-
gest that the calculated difference should be within 95% confidence
intervals of the between-center analysis of the DFNS given in
Table S2, i.e. a mean difference <0.25 z-values and a SD within
1 ± 0.1. All participating centers of the DFNS were found to be
within these confines. For an even more rigorous method of center
validation, the DFNS has established a formal QST certification pro-
cess [12].
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Appendix A. Comparison of group data to reference data

Comparison of group data to a reference group can be made
without direct access to a data bank solely based on published



604 W. Magerl et al. / PAIN
�

151 (2010) 598–605
means and standard deviations of the reference data (e.g. Table 1 of
this paper). All calculations are based on standard normal distribu-
tion data (z-values), which can be easily computed by subtracting
the mean of the reference data and then dividing by the standard
deviation of the reference data. Z-transformed reference data then
have zero mean and unit standard deviation.

Comparison between records of test group data (= exp.) and a
matched control group created as a fictitious subpopulation of
reference group data of equal number (= con) is performed by t-
test statistic (formula below). The distribution of Z-values of the
control group is always given as mean = 0 and standard deviation
(SD) = 1. (please note: equal group sizes are standard in case-con-
trol studies; see e.g. Gail 1998).

T-statistic for comparison:
t ¼ ðmeanexp �meanconÞ=squarerootðSD2
exp=ncxp þ SD2

con=nconÞ and :

meancon ¼ 0 and SDcon ¼ 1 and nExp ¼ nCon
Appendix B. ‘‘Recipe’’ for practical conduct of statistical
comparison

1. Calculation of tests is performed using simple probability calcu-
lators for t-tests (using e.g. STATISTICA Basic Statistics–Proba-
bility Calculator). Only mean, SD and number of data in the
test group is needed. If respective statistical software is not
available internet-based statistical freeware can be used (e.g.
Quantitative Skills - SISA, see below)
2. All single data of the test group have to be transformed into a
standard value (z-value) using mean and standard deviation
(SD) from the appropriate age and gender cohort of the healthy
subjects data base of the DFNS according to the following
equation:

z¼ðsingle subjectexp: group�meancontrol from reference dataÞ=SDcontrol from reference data

3. Input of mean and SD of test group data (exp.) and number of
cases (e.g. n = 32)

4. Input of mean and SD of reference group data (con) and number
of cases (e.g. n = 32) (always mean = 0 and SD = 1) and an equal
number of cases (i.e. in this case, also n = 32)

5. Calculation of t-test (two sided and independent samples!!)
a. you get a t-statistic with 2 � (n – 1) degrees of freedom

Calculation by simple internet-based statistical software
Simple Interactive Statistical Analysis (SISA)
URL: http://www.quantitativeskills.com/sisa/ (as accessed

2009, July 16)
(general URL, there are many other statistical applications)
special application unpaired (whole sample) t-test
URL: http://www.quantitativeskills.com/sisa/statistics/t-test.

htm
Appendix C. Supplementary data

Supplementary data associated with this article can be found, in
the online version, at doi:10.1016/j.pain.2010.07.026.

http://www.quantitativeskills.com/sisa/
http://www.quantitativeskills.com/sisa/statistics/t-test.htm
http://www.quantitativeskills.com/sisa/statistics/t-test.htm
http://dx.doi.org/10.1016/j.pain.2010.07.026
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