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Abstract—In this paper, an investigation of the potential of
rapid refractivity retrieval is presented. The retrieval technique
utilizes radar phase measurements of ground clutter to derive
near-surface refractivity, which has been commonly used as a
proxy for humidity, given its close relation to vapor pressure.
Surface humidity is an important meteorological parameter and
has been known to play an important role in convective initiation.
In this paper, the refractivity retrieval technique is exploited by
using smaller numbers of samples for phase calculation, which
is a fundamental process in refractivity retrieval. The impetus
for this paper is to explore the possibility of rapid refractivity
retrieval by exploiting the rapid beam-steering capability of a
phased-array radar. Using the National Weather Radar Testbed
in Norman, OK, a 64-pulse per radial raw-data set was col-
lected for conventional refractivity processing. Then, subsets of the
64 samples were extracted to emulate shorter dwell periods and
the corresponding more rapid experiments. The test cases that
were considered are 2, 4, 8, 16, and 32 samples. Refractivity fields
retrieved using smaller numbers of samples are compared against
the reference field, which was obtained using the entire 64-sample
data set. It will be shown that, statistically, significant refractivity
fields can be obtained from as short as a two-sample dwell.

Index Terms—Array signal processing, meteorological
radar, phased array radar, rapid refractivity retrieval, surface
refractivity.

I. INTRODUCTION

S INCE near-surface refractivity has become feasible to be

retrieved remotely from convectional weather radars [1],

[2], the refractivity retrieval technique has received increasing

attention from the meteorological community due to the close

relation between refractivity and the atmospheric vapor pres-

sure. Surface refractivity can play an important role in weather
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forecasting. In fact, it has been reported that parameterization

of surface moisture is one of the crucial components for ac-

curate prediction of convective initiation (e.g., [3] and [4]). In

addition, results from numerical modeling have shown that the

intensity of convective-precipitation systems is sensitive to the

surface moisture [5]. Therefore, it is desirable and potentially

viable to assimilate high-resolution surface refractivity into

forecasting models, but this activity is limited at the present

time. Radiosonde launches do not provide sufficient spatial

or temporal resolution, particularly in environments with con-

vective rolls, in which the twice-daily measurement is simply

not representative [6]. Besides convective scale forecasting/

modeling, surface-refractivity measurement also plays an im-

portant role for mesoscale applications. It has been shown that

large horizontal variations in moisture, such as drylines, are

related to initiation of deep convection (e.g., [7]–[9]). In the

work of Guo et al. [10], a rather counterintuitive result was

reported in which the surface dew point temperature (closely

related to surface refractivity) was found to have significant

influence on the recovery of the vertical moisture profile in

4-D variational data assimilation system. The recovery of the

vertical profile is important for extended runs of the model.

In the first work of its kind, Fabry et al. [1] successfully used

phase measurements from ground clutter to derive refractivity

fields within the regions with sufficient stationary ground tar-

gets using an S-band weather radar. This technique has been

refined over the years, and a more recent description of the tech-

nique can be found in [2]. During the International H2O Project

(IHOP_2002), [11] deployed in the Southern Great Plains of

the U.S., extensive experiments of refractivity retrieval were

conducted, and it was shown that the refractivity fields mea-

sured using this technique are in good agreement with surface

measurements. Based on this paper, an independent processing

algorithm for refractivity retrieval has been developed here at

the University of Oklahoma (OU), and its application to phased-

array radar is the focus of this paper [12].

As mentioned earlier, refractivity retrieval from phase mea-

surement relies on radar echoes from ground targets and, thus,

is susceptible to earth curvature. In nonmountainous regions,

ground targets are typically detected up to 40–50 km, and

therefore, the refractivity field can be derived within this range.

Recently, a closely spaced radar network has been proposed

by the NSF ERC Collaborative Adaptive Sensing of the

Atmosphere (CASA), [13] for observations of low-altitude

0196-2892/$25.00 © 2008 IEEE



2528 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 46, NO. 9, SEPTEMBER 2008

weather phenomena. The goal of the concept system is to

observe the lower portions of the atmosphere, which are usually

not covered by the existing WSR-88D radar network due to

earth curvature. Here in Oklahoma, a testbed with a network of

four X-band radars has been implemented by the CASA effort.

The radar separation for this network is targeted approximately

30 km and, hence, would mitigate the Earth curvature limitation

on the observation of ground targets. Studies are currently being

conducted at OU for refractivity retrieval using these X-band

radars [14], [15].

In this paper, the concept of rapid refractivity retrieval is

investigated through the use of electronic scanning provided

by the National Weather Radar Testbed–Phased-Array Radar

(NWRT PAR), which is operated by the National Severe Storms

Laboratory (NSSL) [16]. The agile beam-steering capability

of the NWRT PAR was exploited to investigate the feasibility

of deriving refractivity with an extremely small numbers of

samples. Dwell times, as short as 180 ms for a 90◦ coverage, are

tested, and the results will be presented here. A Multimission

PAR (MPAR, also known as the multifunction PAR) concept

has been proposed, in which a PAR simultaneously performs

a number of tasks, such as weather observations and aircraft

tracking, by exploiting the fast beam-steering capability [17].

If the MPAR system is to become a reality, rapid acquisition

of refractivity fields would be an attractive component of the

system. It should be made clear at this point that the core of

the refractivity retrieval technique is to obtain the refractivity

change, i.e., not an absolute quantity. In practice, however,

this drawback can be circumvented by strategically applying

the technique. In the approach of [2], a reference refractivity

field that is spatially homogeneous at a given time with the

associated phase field is first obtained, and all the subsequent

refractivity change fields, retrieved from radar, are added to this

reference field to obtain the absolute refractivity. The approach

can be easily implemented and has been shown to be robust [2].

Nonetheless, in the scope of this paper, the goal is to investigate

the core technique itself, and therefore, we will focus on the

refractivity change for quantitative evaluation and discussion

throughout this paper.

The remainder of this paper is organized as follows. A brief

overview of the PAR system will be presented in Section II.

A summary of OU’s refractivity retrieval algorithm will be

presented in Section III. Experimental results will be provided

in Section IV, followed by discussions of rapid refractivity

retrieval in the MPAR system design in Section V, and the

conclusions are presented in Section VI.

II. BRIEF OVERVIEW OF THE PAR

The AN/SPY-1A PAR system has been used effectively for

years on the Navy’s Aegis-class missile guidance systems [18].

Under the auspices of a multiagency project, including gov-

ernment, private industry, and university groups, the SPY-1A

phased-array antenna has been adapted for meteorological re-

search under the direction of the NSSL [19]. This advanced

weather radar is referred to as the PAR and is the main

instrument of the NWRT located in Norman, OK [16]. The

PAR utilizes a WSR-88D transmitter, modified to operate at

Fig. 1. Photograph of the NWRT PAR system during radome installation.
The antenna array is housed inside the dome at approximately 12 m above the
ground.

3.2 GHz. Both transmit and receive operations are handled

by the antenna, which is an array of 4352 elements. Real-

time beamforming is used to electronically steer the beam

over the desired volume coverage pattern. The data acquisition

system allows the storage of raw time-series data for up to

24 h of continuous operation. Obviously, the most attractive

feature of the PAR system is its agile beam-steering capability,

which allows complete flexibility in pointing direction from

pulse-to-pulse within ±45◦ of broadside. As a result, beam-

smearing effects, that are inherent in standard scanning radars

such as the WSR-88D due to antenna motion, are eliminated

in the PAR system. In addition, it supports adaptable scanning

strategies and volumetric scans of a storm on time scales of

seconds instead of several minutes [19]. This capability enables

the study of rapidly evolving weather phenomena, which may

potentially improve warning lead-time for severe weather.

A photo of the NWRT PAR is shown in Fig. 1. The three-

story building houses the array antenna on the top floor, approx-

imately 12 m above the ground, covered with a fiberglass dome.

Real-time data-processing units and data acquisition equipment

are housed on the second floor of the building. The bottom floor

stores maintenance tools and test apparatus. During operations,

the PAR can be controlled remotely without the need of human

intervention in this building, and the radar products are sent

to NSSL via a conventional computer network. An artistic

depiction of the PAR concept is shown in Fig. 2. Due to the

effective aperture for different look directions, the beamwidth

is 1.5◦ at broadside and 2.1◦ at 45◦ off broadside.

III. SUMMARY OF OU’S REFRACTIVITY

RETRIEVAL ALGORITHM

Based on the work by Fabry [2], an independent processing

algorithm for the retrieval of refractivity fields from ground-

clutter signals has been developed at OU. Here, we will outline

the fundamental concepts of the technique, highlighting the

differences from the original algorithm. In theory, the signal

phase from a stationary target is an integral function of the

refractive index, which can be retrieved by performing a range

derivative operation. In practice, however, the typical radar

wavelength is on the order of centimeters, and the refractive
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Fig. 2. Artistic depiction of the PAR. Due to the effective aperture for different
look directions, the beamwidth is 1.5◦ at broadside and 2.1◦ at 45◦ off
broadside. Using electronic scanning, the beam can be steered rapidly from
one position to another. Here, this agile beam-steering capability is exploited
for rapid refractivity retrieval.

index is near unity, so the phase wraps thousands of times

within a resolution volume depth, making the retrieval process

impossible. To mitigate this phase-wrapping problem, Fabry [2]

proposed that the processing be performed on the change of

signal phase between two scans. By doing so, phase wrapping is

significantly reduced, and refractivity retrieval is made possible.

If the absolute refractivity field of one of the scans is known,

for example, by surface measurements, the refractivity change

allows the estimation of absolute refractivity by simply adding

the difference to the known field.

In the following sections, the relationship between refrac-

tivity and signal phase is reviewed, OU’s refractivity retrieval

algorithm is provided, and several practical implementation

issues are examined. It is worth mentioning that such details

were not found in the literature but based on our development

experience, the following approach provides a robust and effi-

cient retrieval algorithm.

A. Signal Phase: The Fundamental Quantity for

Refractivity Retrieval

Refractive index n of a medium is defined as the ratio of

the speed of light in a vacuum to the speed of light in the

medium. For air near the surface of the Earth, n ≈ 1.003, and

changes of this number are on the order of 10−5. For numerical

convenience, a derived quantity, referred to as refractivity, is

often used and is described as follows [20]:

N = 106(n − 1). (1)

It can be shown that refractivity is related to meteorological

parameters as provided in the following [20]:

N = 77.6
p

T
+ 3.73 × 105

e

T 2
(2)

where p represents the air pressure in hectopascals, T is the

absolute air temperature in kelvin, and e represents the vapor

pressure in hectopascals. The first term in (2) is proportional

to pressure p and is, therefore, related to the air density. The

second term is proportional to vapor pressure e, which is

Fig. 3. Refractivity N as a function of temperature T and relative humidity
(derived from T and e). At a surface pressure of 1000 hPa and temperature
above 10 ◦C, refractivity changes are predominantly affected by the relative
humidity (vapor pressure).

directly related to atmospheric moisture. The two terms are

often referred to as the dry and wet terms, respectively. Near

the surface of the Earth and in relatively warm temperatures,

the spatial variability in N is dominated by changes in the

second term. To illustrate this point, refractivity is shown in

Fig. 3 as a function of temperature for a range of relative

humidity values. As temperature increases, N becomes more

sensitive to changes in e and, thus, can be used as a proxy for

water vapor near the surface. For temperatures below freezing,

the refractivity has significantly smaller variations due to both

temperature and moisture. As a result, radar-based refractivity

retrieval may be more applicable during warm-season events.

By definition of the refractivity index, the time needed for an

electromagnetic wave to travel the two-way path between the

radar and a target at range r is given by the following:

ttravel = 2r
n

c
(3)

where c is the speed of light in a vacuum (299 792 458 m · s−1).

This travel time is measured by a weather radar by the delay

of the transmit pulse. However, the accuracy of such a mea-

surement does not allow the estimation of subtle changes in

refractive index. Accuracies of this scale must be made using

the signal phase, which is described as follows:

φ(r) = −2πfttravel = −
4πf

c

r
∫

0

n(γ)dγ (4)

where f is the transmitted frequency of the radar. Note that

the radar phase is proportional to the path-integrated refractive

index. As mentioned before, the phase will wrap approximately

every half a wavelength, as can be seen from the multiplicative

term in front of the integral.

Four examples from the PAR of phase measurements of

ground targets are shown in Fig. 4. The measurements were

taken over a 1-h period and are from targets at ranges of

14.3, 14.7, 15.2, and 15.7 km. It is first noticed that there is

a general trend of increasing phase from ground targets using

the PAR. The phase measurement was collected for an hour,

and during this period, there was a decreasing trend in n (from

surface measurements) so we expect an increase in the phase

measurement [refer to (4)]. For stationary ground targets, one

can see slow variation in phase due to the change of N . For
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Fig. 4. Temporal phase variation from four ground targets. Three sets of slowly varying phase indicate the phase change due to refractivity change. These
targets are stationary, so they are suitable for refractivity retrieval. These targets were chosen here because of their high reflectivity and zero Doppler velocity,
which provide good SNR and stationary phase. Another phase that appears random is most likely from a nonstationary target and, therefore, cannot be used for
refractivity retrieval.

nonstationary ground targets (fading), such as that at 15.7 km,

the phase measurement exhibits a high statistical variation, thus

should not be used for refractivity retrieval. Such fading ground

targets are normally excluded from the processing scheme, as

will be emphasized later.

B. Algorithmic Flow and Imaging Processing Procedures

The fundamentals of radar-based refractivity retrieval can be

found in [1] and [2]. For the sake of completeness, it is briefly

reviewed in this section. As mentioned earlier, unwrapping

the phase is problematic due to the short wavelength relative

to the range resolution depth. To circumvent this limitation,

Fabry et al. [1] proposed that the processing be performed on

the phase change between two scans instead of the phase from

a single scan. This calculation is given by the following:

∆φ(r) = φ(r, t1) − φ(r, t0)

= −
4πf

c

r
∫

0

[n(γ, t1) − n(γ, t0)] dγ (5)

where t1 and t0 correspond to the two scan times. From this

equation, one can see that the change of phase is a function of

the integrated change of refractive index. By applying a range

derivative operator to (5), it can be shown that

d

dr
[φ(r, t1) − φ(r, t0)] = −

4πf

c
[n(r, t1) − n(r, t0)] . (6)

Usually, measurement at time t0 is referred to as the refer-

ence, with n(r, t0) being the reference refractive index. From

the right-hand side of (6), one can see that the derivative of

the phase difference is directly proportional to the refractive-

index difference. Therefore, refractivity difference ∆N can

be derived by performing a radial derivative on the phase

difference field

∆N = −106 [n(r, t1) − n(r, t0)]

= −106
c

4πf

d

dr
[φ(r, t1) − φ(r, t0)] . (7)

A flowchart of the refractivity retrieval algorithm is shown in

Fig. 5. Each step will be discussed in the following sections.

As one can see from the top of the figure, the first step is

to calculate the so-called phase difference map. Some phase

Fig. 5. Procedure of refractivity retrieval. Two fields of phase measurement
are needed for each retrieval. A so-called phase difference map is derived from
these two fields of measurements and subsequently masked for areas that are
usable. The masked phase difference map is shown on the right-hand side of
the flowchart. Then, imaging processing is performed to obtain a smooth and
continuous map (shown in the upper left panel). Finally, a range derivative is
computed on a gate-by-gate basis. The range derivative is scaled appropriately
to obtain the change of refractive index (or refractivity).

measurements (from poor-quality targets) cannot be used and

are disregarded in a process referred to as masking.

1) Phase Difference Calculation and Masking: For the raw

phase difference calculation, the reference phase map is sub-

tracted from the measurement phase map on a gate-by-gate ba-

sis. Each value is then modulo-mapped into [−π,+π]. Usable

phase values are kept (masked in) if they are associated with

targets that are quality ground-clutter targets, i.e., have high

signal-to-noise ratio (SNR), near-zero radial velocity (vr), and

narrow spectral width (σv). Otherwise, the phase values are set

to zero (masked out). Subsequently, this map is filtered with a

2-D Gaussian window to achieve smoothing and interpolation.

The process is similar to an up-sampling procedure in which

zeroes are first inserted in between samples then fed into a low-

pass filter for interpolation. The complete masking procedure

is based on two distinct qualities, i.e., the reliability index (RI)

and the quality index (QI), both of which will be described as

follows.

The RI is a measure of the variability of the measured phase,

typically over at least an hour time period. If the observed

moisture field does not change significantly over this 1-h pe-

riod, the phase should be approximately constant. A measure of
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this variability is given by the RI, which is calculated with the

following [1]:

RI =
1

M

∣

∣

∣

∣

∣

M−1
∑

n=0

exp(jφ[n]) exp(−jφ[n − L])

∣

∣

∣

∣

∣

(8)

where n corresponds to the scan number, M represents the

total number of realizations, and L is the scan lag, which is

typically taken as one scan. If the refractivity is constant, the

phase should also be constant and would result in RI ≈ 1 for

stationary targets. Vibrations in clutter targets (fading) cause a

reduction in the value of RI. One may consider an advantage of

using L > 1 to measure RI for higher lags, but in general, an

L factor of at least 5-min is adequate. In practice, a completely

constant refractivity field of over an hour is extremely difficult

to obtain. Therefore, one need to choose a value that is lower

than 1.0 when deriving RI under quasi-homogeneous condi-

tions. In our experience, when refractivity is varying slowly

over the hour, i.e., < 5 N unit, an RI threshold of 0.7 provides

a good separation between usable and nonusable targets.

The QI is a measure of the quality of fixed targets, based on

the spectral characteristics of the target, and is mathematically

described as follows (Fabry, personal communication):

QI =
1

1 + 10−0.1SNR
exp

[

−

∣

∣

∣

∣

vr

vt

∣

∣

∣

∣

4
]

exp

[

−

(

σv

σt

)4
]

(9)

where vt and σt are the masking thresholds for radial velocity

and spectral width, respectively. Typical values of vt and σt

are 0.5 and 5 m · s−1, respectively. Masking through QI can

be thought of as a process to eliminate weather contamination

by rain. However, there are still instances in which it fails to

mitigate the weather interference. This usually occurs at the

direction in which the weather is moving slowly, i.e., within

the Doppler velocity threshold, or is perpendicular to the beam-

pointing direction, which results in zero Doppler velocity.

Nonetheless, refractivity measurements are mostly interested

during clear conditions. For positions with RI < 0.7 and QI <
0.7, the phase values are set to zero as a masking procedure.

Prior to spatial interpolation and smoothing, the raw-phase

difference map usually contains a linear variation along the

radial direction, which is caused by any shift of refractivity over

the entire map [refer to (7)]. This linear variation is calculated

by averaging the slope (modulo-mapped) of all adjacent gate

pairs that were previously masked in. Then, the estimated mean

gradient is removed so that the raw-difference map is left

with only the residual component, which wraps slower and is

more readily processed for the subsequent interpolation and

smoothing. As will be described in the next section, the linear

gradient is added back after this quality control step.

Targets of interest are from near-stationary ground clutter

and are limited in coverage and quality. As a result, the next

step in the processing is a combined interpolation/smoothing

procedure.

2) Spatial Interpolation and Smoothing of Raw Phase Dif-

ference Map: In our implementation, the phase difference map

is first converted to a complex exponential form exp(jφ),
with values set to zero for regions with poor or nonexistent

ground targets. Subsequently, the real and imaginary com-

ponents are processed separately through an equivalent 2-D

filtering (weight-and-sum) procedure in order to achieve the

interpolation and smoothing. Smoothing using the complex ex-

ponential form, rather than direct phase measurements, avoids

the abrupt phase wrapping and difficulties with smoothing over

such transitions.

Spatial interpolation and smoothing are achieved using two

distinct convolution processes. As radar data are acquired in

a circular scanning manner, it is intuitive that one of the

convolution processes would have a circular nature. Here, we

chose the first to be the circular convolution using a Gaussian

window running across azimuth angle of each range gate,

followed by a second convolution across the range gates of each

azimuth angle. The order of the operations is unimportant, since

convolution is a linear operator. In essence, this simple two-

step convolution produces a smoothed map that is the same as

what would be produced using a 2-D Gaussian filter but is more

computationally efficient.

For each of the convolution operations mentioned, the

smoothing window is generated using the following three-step

procedure.

Step 1) Initiate a K-tap Gaussian window as follows:

w′′[k] = exp

[

−2

(

k − (K − 1)/2

σ

)2
]

(10)

for k = 0, 1, 2, . . . , (K − 1), where σ is the width of

the smoothing window normalized to the sampling

interval, i.e., w′′[k] is a K-sample wide window and

is formulated as follows:

σ =

{

W

r∆θ
, for cross-azimuth smoothing

W

∆r
, for cross-range smoothing

(11)

where W is the physical width and is usually set

to 2.5 km. r∆θ is the arc length between radials at

range r, and ∆r is the range-gate separation.

Step 2) Truncate the smoothing window as follows:

w′[k] =

{

0, for w′′[k] < 10−3

w′′[k], otherwise
(12)

where the threshold is arbitrary but is typically cho-

sen to be small, e.g., 10−3. The smoothing window is

truncated so that no phase sample can have an effect

at large spatial distance through the convolution

process.

Step 3) Normalize the smoothing window for convolu-

tion as

w[k] =
w′[k]

∑

K−1

k=0
w′[k]

. (13)

Note that the width of the smoothing window is range-

dependent for cross-azimuth smoothing, since we desire to have

an approximately constant physical width at all ranges. For a

simple and efficient implementation, the smoothing window

is initialized with K = 359 and then truncated as in (11).
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The coefficients that were set to zero are tracked and ignored

when applying the convolution operator. In other words, a

shorter convolution window is used. By doing so, unnecessary

computations used to multiply zero are eliminated, resulting in

computational savings, particularly at large ranges. For cross-

range smoothing, K is simply chosen to match the length at

which it is to be truncated.

As a final step in the smoothing process, recall that the linear

variation of phase as a function of range was removed in order

to smooth only the perturbation component. At this point in the

procedure, this deterministic linear-phase component is added

back to the resulting smoothed phase.

3) Range Derivative: After the phase difference map is

interpolated and smoothed, a radial derivative is derived by

calculating the ±π-modulo difference of the phase samples on

a gate-to-gate basis. Therefore, (7) is applied as

∆N = −106
c

4πf

∆

∆r
[φ(r, t1) − φ(r, t0)] . (14)

This term is expected to be noisy due to the mathematical

characteristics of the derivative operator. In our experience,

the standard deviation of this field can exceed 3 N units.

Therefore, it is subsequently smoothed using the same two-

step convolution process presented earlier. Absolute refractivity

can be derived by adding the reference refractivity map to the

difference, if desired.

4) Limitations of Refractivity Estimates: At a given discrete

sampling interval in range (∆r), the accuracy of the derivative

term is limited by how well the derivative is approximated by

the finite difference in (14). As such, the maximum unam-

biguous estimate of the gradient of the phase difference term

∆[φ(r, t1) − φ(r, t0)]/∆r is limited to ±π/∆r, which can be

shown to have a maximum unambiguous refractivity differ-

ence of

∆Na = ±106
c

4f∆r
. (15)

Recall that refractivity change is first estimated for its mean

component, in which pairs of masked in-phase measurements

are used, so the limit of mean refractivity change can be calcu-

lated from (15) once a particular radar configuration is realized.

For the perturbation component of refractivity change (during

smoothing), Na becomes a function of local effective range-

gate spacing (due to masking). In other words, the local limit

is reduced to a fraction of (15), depending on the availability

of ground targets. For other radar configurations, it should be

noted from (15) that Na can be improved by reducing ∆r.

This is important if the refractivity retrieval technique is to be

applied to radars operating at higher frequencies, e.g., C- and

X-band, in order to compensate for the limitations due to

shorter wavelengths.

IV. FIRST RESULTS FROM THE PAR

An experiment was conducted on September 28, 2005, using

the NWRT PAR system for refractivity retrieval, when a 1-h

time-series data set was collected at the lowest elevation angle

(0.5◦). During this time period, there was a strong low-level

northerly wind of approximately 8 m · s−1 causing a light dust

storm with corresponding reflectivity values of 10–15 dBZ.

With the strong wind and greater than 10 N -units spatial and

temporal variations in the refractivity field (estimated through

the Oklahoma Mesonet), a similar prominent change in the

refractivity field from the PAR was expected.

A. Experimental Design

The PAR system was configured to perform continuous 90◦

sector scans over azimuth angles of −45◦ to +45◦. The PAR

is set facing north in order to utilize the denser ground-target

distribution, which is in between Norman and Oklahoma City.

As mentioned before, the ground target useful for phase-change

detection must be stationary. Therefore, targets like buildings

and towers are useful, but trees are not appropriate for such

application.

The broadside of the array was set to north and at an

elevation angle of 0.5◦, i.e., the lowest elevation angle allowed

by the radar. It is emphasized here that the measurement height

is a function of the target height but not the beam height. To be

precise, the radar return is from the parts of the beam coincident

with the clutter target rather than the entire volume of the beam

coverage. In some instances, a return could come from a part

of a sidelobe, but if there is no interference, the phase is still

representative for refractivity retrieval. These characteristics

are different from most weather-radar-like applications. A

pertinent question is at what exact height and regions are

the refractivity being measured. This question is currently

unresolved and should be considered when comparing the

radar refractivity with surface measurements. Another known

and relatively easier problem is the terrain height in which

the vertical component of refractivity can be removed using a

mean refractivity profile, which is a function of terrain height

[2]. However, this method is not applied here, since the terrain

near Norman is relatively flat.

For the PAR system, no beam smearing would be expected,

given this electronic-step-scanning strategy. The collection pa-

rameters were set to operate at a pulse repetition time (PRT)

of 1 ms, and 64 consecutive I/Q samples were collected for

each beam position. Given the operating frequency of 3.2 GHz,

the resultant aliasing velocity is 23.4 m · s−1. Including in-

strumental overhead, the collection parameters resulted in a

temporal resolution of 5.76 s for the 64-pulse 90-position scans.

In this experiment, phase and refractivity change fields at 19:00

UTC is set to be the reference.

B. Rapid Variations in Refractivity Fields

Refractivity field retrieved using the phase measurement

from a radar can potentially have a very high temporal resolu-

tion. However, it must be emphasized that there are rapid fluc-

tuations in the change of refractivity field particularly in regions

with poor ground-clutter coverage. This is not surprising, since

refractivity field is obtained through the radial derivative of

phase measurements [refer to (7)], which can produce increased

statistical uncertainty.
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Fig. 6. Refractivity change fields derived from surface measurements of
the Oklahoma Mesonet, which serve as ground truth for the validation of
refractivity retrieval using the NWRT PAR. The reference time is at 19:00 UTC.
The solid 90◦ sector polygon indicates the area of interest for the PAR–Mesonet
comparison and the solid triangles indicate the positions of the Mesonet stations
and the radar at the origin.

Oklahoma enjoys the benefits of a reliable high-quality net-

work of surface stations, known as the Oklahoma Mesonet,

which was developed jointly by the Oklahoma State University

and OU [21], [22]. The Oklahoma Mesonet is a unique sur-

face network that measures environmental conditions such as

wind speed and direction, air temperature, barometric pressure,

and air relative humidity. These measurements are acquired

with 5-min temporal resolution, and the data are accessible in

real-time through a reliable web portal. There are more than

110 stations in the Oklahoma Mesonet that are currently in

operation [22], [23]. The average spacing between adjacent

Mesonet stations is approximately 35 km. Under conditions

where the spatial structure of refractivity is not complex, the

Oklahoma Mesonet allows for the derivation of an accurate

reference refractivity map via (2) and 2-D objective analysis.

A sequence of images of refractivity change from the

Oklahoma Mesonet is shown in Fig. 6, with a similar plot

from the PAR measurements shown in Fig. 7. More images are

available (every 5.76 s), but only a subset is shown here. As

aforementioned, the temporal resolution of the measurements

from the Oklahoma Mesonet is 5 min, which is the same tem-

poral spacing between adjacent images in the leftmost column

of Fig. 7.

From this comparison between the PAR and the Oklahoma

Mesonet, we have qualitatively established the validation of

refractivity retrieval with surface measurements. It can be seen

that refractivity field is estimated with reasonable accuracy by

applying the retrieval algorithm to the S-band PAR. In the next

section, rapid scanning using the PAR will be discussed by

exploiting the agile beam-steering capability of this electronic

scanning system.

V. POTENTIAL FOR MULTIMISSION

REFRACTIVITY SURVEILLANCE

An MPAR is a radar concept system that can simultaneously

be tasked for aircraft tracking and weather surveillance [17].

With a single radar system that performs multiple tasks, a

reduction in maintenance and logistic infrastructure costs can

be realized. An MPAR system would utilize an electronic-

scanning mechanism to rapidly steer the beam. With this agile

beam-steering capability, the radar could probe several regions

by time sharing the tasks, e.g., aircraft tracking and weather

observations. In addition, the beam-steering agility could be

exploited to minimize volume-scan update time using a beam-

multiplexed scanning approach [24]. By rapidly scanning spa-

tially separated positions and resampling only after sufficient

time for signal decorrelation has elapsed, more statistically

robust moment estimation can be obtained.

In this section, the refractivity fields (derived from 64-pulse

dwell) will be used as ground truth for the comparison. Subsets

of contiguous pulses will be extracted from each scan to emu-

late refractivity fields derived from shorter dwells, which repre-

sent faster scans. The goal is to investigate refractivity estimates

from extremely short dwell times. It must be emphasized here

that theoretical analysis of the error for the algorithm would

be difficult, given the complex and nonlinear steps (refer to

Section III) involved in the retrieval algorithm. In lieu of this

analysis, real data are used to systematically study the effect of

short dwell times on system performance. Here, 32-, 16-, 8-,

4-, and 2-pulse dwells will be tested and compared against

the reference (64-pulse dwell). A one-sample dwell was not

tested, because radial-velocity estimation would not be possible

and is a key component for the determination of the quality of

ground targets. An example of such a comparison is shown in

Fig. 8, where the number of pulses is indicated in the upper left

corner.

Recall from Section III that the phase difference map was

spatially interpolated and smoothed with phase converted into

the complex form exp(jφ). While the phase of the interpolated-

and-smoothed map is used for refractivity calculation, the

magnitude is used as our quality metric for refractivity field

partitioning. The magnitude is mapped into a censoring index

(CI) as follows:

CI = 1 − 0.25 log2 (1 − log10(M)) (16)

where M represents the magnitude of the interpolated-and-

smoothed phase samples. Since the phase samples are in

exp(jφ) form and the smoothing windows are magnitude nor-

malized M ≤ 1, CI is limited to a maximum of unity. For our

statistical comparisons, three partitions have been created to

represent regions with high, mid, and low quality of estimates.

The three regions have CI as follows:

Region quality =











high, 0.6 < CI ≤ 1.0
mid, 0.5 < CI ≤ 0.6
low, 0.4 < CI ≤ 0.5
censored, CI ≤ 0.4.

(17)

From Fig. 8, note that maps of refractivity change derived

from various number of pulses appear qualitatively similar, pro-

viding promise that extremely short dwell times are possible.

For a statistical comparison, different quality of refractivity

fields are partitioned and extracted for performance evaluation.

A plot of the root-mean-squared (rms) error (using the 64-point
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Fig. 7. Time history of the refractivity change field retrieved using the PAR measurements shows similar spatial and temporal change from the refractivity fields
derived from the Oklahoma Mesonet. During this 25-min period, one can see an increase in the refractivity field in the northwestern region but a decrease in the
region nearer the radar.

dwell as the reference) for various number of samples is shown

in Fig. 9. As one would expect, for a particular number of

samples, the rms error increases as the quality metric decreases.

Furthermore, as the number of samples increases toward 64, the

rms error decreases. Note that for a two-sample dwell time, the

rms error, and its standard deviation are approximately one N
unit and less than one N unit, respectively. This performance

is despite the relatively low-quality data resulting from the

dust storm. An explanation for this exceptional performance

is that the SNR of the ground targets is sufficiently high.

SNR values of 40–60 dB can be found within the coverage

area and represent the particular targets used for the extraction

of refractivity retrieval. As such, even a two-sample dwell

time (with spatial smoothing) suffices for the necessary phase

measurements. This two-sample dwell with a PRT of 1 ms

translates into an extremely rapid 180-ms scan time for a 90◦

coverage using the PAR.

For consistency, another independent data set was analyzed

with the error calculations briefly presented here. The experi-

mental design was identical to the previous case, but the mete-

orological conditions were clear without contamination due to

the dust storm. For the refractivity field, there was no significant

spatial variation within the field of view. Nonetheless, there

was a general trend of refractivity change that was used in
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Fig. 8. Comparison of refractivity changed derived from different number of samples. Similar fields show the potential of rapid retrieval with the PAR system.
Using the weight-and-sum phase values within the smoothing window, the resulting magnitude is used as a metric to indicate the quality of the derived field. Here,
the field is partitioned into three regions with different QIs (high, mid, and low) for comparison.

Fig. 9. RMS error from refractivity fields retrieved for various dwell times
using the 64-sample case as the reference. The error is calculated over the three
different regions indicated in Fig. 8 for different quality levels.

Fig. 10. Same as Fig. 9 except for data from July 12, 2005. RMS error was
lower as expected, given the comparatively clear conditions.

comparison to surface measurements from the Oklahoma

Mesonet. A similar behavior of the rms error as in the previous

example is shown in Fig. 10. Without dust interference, the

performance of the two-sample dwell is improved with rms

error less than 0.4 N units for the mid-quality level.

In this section, it has been shown that statistically significant

refractivity fields can be retrieved rapidly with as few as two

pulses. To put this result in the context of the MPAR concept,

refractivity retrieval can be added to the total operation by

steering the beam to the lowest elevation angle for a set of

180 pulses for every volume scan. Therefore, this rapid refrac-

tivity retrieval would put only a minimum resource burden on

the other missions of a future MPAR system.

VI. CONCLUSION

It has been shown that refractivity retrieval is viable using

phase measurements from the S-band PAR of the NWRT. The

refractivity fields were compared and validated with surface

measurements from the Oklahoma Mesonet and were found

to be in good agreement. Subsets of the raw samples from

the PAR system were extracted to emulate shorter dwell times.

From this procedure, it has been shown that refractivity retrieval

can be accomplished successfully with as little as two samples.

If the MPAR system is to become a reality, rapid refractivity

retrieval is certainly attractive and would add an important

capability to the system. Future plans include simulation stud-

ies for quantitative-error analyses for the refractivity retrieval

technique under varying meteorological conditions.
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