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#### Abstract

The problems linked with an A-optimal spring balance weighing design with correlated errors are discussed. The topic is focus on the determining the lowest bound of the trace of inverse information matrix in a special class of design matrices. The constructing method of the optimal design, based on the incidence matrices of balanced incomplete block designs, is presented.
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## 1. Introduction

Consider the linear model

$$
\begin{equation*}
\mathbf{y}=\mathbf{X} \mathbf{w}+\mathbf{e} \tag{1.1}
\end{equation*}
$$

where
(a) $\mathbf{y}$ is an $n \times 1$ random vector of the observations,
(b) $\mathbf{X} \in \boldsymbol{\Phi}_{n \times p}(0,1)$, where $\boldsymbol{\Phi}_{n \times p}(0,1)$ denotes the class of $n \times p$ matrices $\mathbf{X}=\left(x_{i j}\right)$ of known elements $x_{i j}=1$ or 0 according as in the $i$ th weighing operation the $j$ th object is placed on the pan or not. Any matrix $\mathbf{X}$ belonging to the class $\boldsymbol{\Phi}_{n \times p}(0,1)$ is called the design matrix of the spring balance weighing design.
(c) $\mathbf{w}$ is a $p \times 1$ vector of unknown weights of objects,
(d) $\mathbf{e}$ is an $n \times 1$ random vector of errors for that $\mathrm{E}(\mathbf{e})=\mathbf{0}_{n}$ and $\operatorname{Var}(\mathbf{e})=\sigma^{2} \mathbf{G}$, where $\mathbf{0}_{n}$ denotes the $n \times 1$ vector with zero elements everywhere, $\mathbf{G}$ is a known positive definite matrix.

[^0]For the estimation of $\mathbf{w}$ we use the normal equations $\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X} \mathbf{w}=\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{y}$. Any spring balance weighing design is singular or nonsingular, depending on whether $\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}$ is singular or nonsingular, respectively. Since $\mathbf{G}$ is a known positive definite matrix then $\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}$ is nonsingular if and only if $\mathbf{X}$ has a full column rank. However, if $\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}$ is nonsingular, then the generalized least squares estimator of $\mathbf{w}$ is given by $\hat{\mathbf{w}}=\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{y}$ and $\operatorname{Var}(\hat{\mathbf{w}})=\sigma^{2}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}$.

There are several problems concerning to the optimality criteria of experimental designs. The best general references here are books [14] and [11]. The study results of determining the optimal weighing designs are shown in many papers, see for instance [12]. The standard work on A-, D- and E-optimality is the paper [5]. The deliberation related to A-optimal criterion for $\mathbf{G}=\mathbf{I}_{n}$ is presented in many papers. In [8] the robustness optimal designs are considered, whereas in [3] the problem of adding additionally weighing operation is presented. For a recent account on the theory of weighing designs, for $\mathbf{G}$ being any positive definite diagonal matrix, we refer the reader to [4].
The problems of determining of the regular D-optimal designs are included in several papers: in [10] some infinite families of D-optimal matrices based on Hadamard matrices are considered, however in [7] the deliberation on D-optimal designs under correlated structure of errors is presented. The construction of optimal design for eight objects is given in [9], while D-optimal weighing designs with autoregressive errors in [6]. Moreover, weighing designs as $2^{n}$ factorial designs were presented in [1] and [2].

## 2. The main result

In this paper, we emphasize a special interest of the existence conditions for Aoptimal criterion. For given matrix $\mathbf{G}$, the problem is to determine such matrix $\mathbf{X}$ that $\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}$ takes the minimal value over all possible matrices in $\mathbf{\Phi}_{n \times p}(0,1)$.
2.1. Definition. For given variance matrix of errors $\sigma^{2} \mathbf{G}$, any $\mathbf{X} \in \mathbf{\Phi}_{n \times p}(0,1)$ is A-optimal if $\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}$ is minimal. Moreover, if $\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}$ attains the lower bound then $\mathbf{X}$ is called regular A-optimal.

It's worth underlining that for given variance matrix of errors $\sigma^{2} \mathbf{G}$ and in any class $\boldsymbol{\Phi}_{n \times p}(0,1)$ A-optimal spring balance weighing design exists always, whereas regular Aoptimal design may exist.

In order to determine the lower bound of $\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}$ the following theorems will be required.
2.2. Theorem. Let $\mathbf{M}$ be any positive definite $p \times p$ matrix and $\boldsymbol{\Pi}$ be the set of all $p \times p$ permutation matrices. The average of $\mathbf{M}$ over all elements of $\boldsymbol{\Pi}$, i.e. $\overline{\mathbf{M}}=$ $\frac{1}{p!} \sum_{\mathbf{P} \in \boldsymbol{\Pi}} \mathbf{P}^{\prime} \mathbf{M P}$ and

$$
\begin{equation*}
\overline{\mathbf{M}}=\frac{p \operatorname{tr}(\mathbf{M})-\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}}{p(p-1)} \mathbf{I}_{p}+\frac{\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}-\operatorname{tr}(\mathbf{M})}{p(p-1)} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime} \tag{2.1}
\end{equation*}
$$

Besides, $\operatorname{tr}(\mathbf{M})=\operatorname{tr}(\overline{\mathbf{M}})$ and $\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}=\mathbf{1}_{p}^{\prime} \overline{\mathbf{M}} \mathbf{1}_{p}$.

Proof. Let us consider $p$ ! elements of the set of all $p \times p$ permutation matrices $\boldsymbol{\Pi}$. When we put all matrices into $\sum_{\mathbf{P} \in \boldsymbol{\Pi}} \mathbf{P}^{\prime} \mathbf{M P}$ an easy computation makes it obvious that

$$
\overline{\mathbf{M}}=\frac{1}{p!}\left[\begin{array}{cccc}
(p-1)!\operatorname{tr}(\mathbf{M}) & (p-2)!Q(\mathbf{M}) & \ldots & (p-2)!Q(\mathbf{M}) \\
(p-2)!Q(\mathbf{M}) & (p-1)!\operatorname{tr}(\mathbf{M}) & \ldots & (p-2)!Q(\mathbf{M}) \\
\ldots & \ldots & \ldots & \ldots \\
(p-2)!Q(\mathbf{M}) & (p-2)!Q(\mathbf{M}) & \ldots & (p-1)!\operatorname{tr}(\mathbf{M})
\end{array}\right]
$$

where $Q(\mathbf{M})$ denotes the sum of all offdiagonal elements. Because $\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}=\operatorname{tr}(\mathbf{M})+$ $Q(\mathbf{M})$ we obtain 2.1. Moreover, the form the matrix $\overline{\mathbf{M}}$ indicates that it has two eigenvalues $\mu_{1}=\frac{p \operatorname{tr}(\mathbf{M})-\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}}{p(p-1)}$ with the multiplicity $p-1$ and $\mu_{2}=\frac{\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}}{p}$ with the multiplicity 1.
2.3. Theorem. Let $t_{1}$ be the eigenvalue with the multiplicity $p-1, t_{2}$ be the eigenvalue with the multiplicity 1 of any positive definite $p \times p$ matrix $\mathbf{M}$ and let $q_{1}$ be the eigenvalue with the multiplicity $p-1$ and $q_{2}$ be the eigenvalue with the multiplicity 1 of the matrix $\overline{\mathbf{M}}$. If $(p-1) t_{1}+t_{2}=(p-1) q_{1}+q_{2}, t_{1} \leq t_{2}, q_{1} \leq q_{2}, t_{1} \leq q_{1}$ then $\operatorname{tr}\left(\mathbf{M}^{-1}\right) \geq \operatorname{tr}\left(\overline{\mathbf{M}}^{-1}\right)$. The equality is satisfied if and only if the eigenvalues of matrices $\mathbf{M}$ and $\overline{\mathbf{M}}$ are the same.

Proof. $\operatorname{tr}\left(\mathbf{M}^{-1}\right)-\operatorname{tr}\left(\overline{\mathbf{M}}^{-1}\right)=\frac{p-1}{t_{1}}+\frac{1}{t_{2}}-\frac{p-1}{q_{1}}-\frac{1}{q_{2}}=\frac{(p-1) t_{2} q_{1} q_{2}-(p-1) t_{1} t_{2} q_{2}+t_{1} q_{1} q_{2}-t_{1} t_{2} q_{1}}{t_{1} t_{2} q_{1} q_{2}}$. Because $(p-1) q_{1}=(p-1) t_{1}+t_{2}-q_{2}$ then $\operatorname{tr}\left(\mathbf{M}^{-1}\right)-\operatorname{tr}\left(\overline{\mathbf{M}}^{-1}\right)=\frac{\left(t_{2}-q_{2}\right)\left(t_{2} q_{2}-t_{1} q_{1}\right)}{t_{1} t_{2} q_{1} q_{2}}$. We observe $\frac{t_{2}}{t_{1}} \geq 1, \frac{q_{1}}{q_{2}} \leq 1$. Thus $t_{2} q_{2}-t_{1} q_{1} \geq 0$. Finally $\operatorname{tr}\left(\mathbf{M}^{-1}\right) \geq \operatorname{tr}\left(\mathbf{M}^{-1}\right)$. It is obvious the equality is satisfied if and only if the eigenvalues of the matrices $\mathbf{M}$ and $\overline{\mathbf{M}}$ are equal.

To aim at a target determining the regular A-optimal design let us consider the class of all design matrices of the spring balance weighing design $\boldsymbol{\Phi}_{n \times p}(0,1)$. For positive definite matrix $\mathbf{G}$ and any $\mathbf{X} \in \boldsymbol{\Phi}_{n \times p}(0,1)$ we take $\mathbf{M}=\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}$. Let $m_{1}, m_{2}, \ldots m_{p}$, $m_{1} \leq m_{2} \leq \ldots \leq m_{p}$ be the eigenvalus of the matrix $\mathbf{M}^{-1}$. Then $\operatorname{tr}\left(\mathbf{M}^{-1}\right)=m_{1}+m_{2}+$ $\ldots+m_{p} \geq p m_{1}$. The minimum of $\operatorname{tr}\left(\mathbf{M}^{-1}\right)$ is attained if $m_{1}=m_{2}=\ldots=m_{p}$ and $m_{1}$ attains the minimal value. The equality is fulfilled if and only if $\mathbf{M}^{-1}$ is proportional to identity matrix. Such form of the matrix $\mathbf{M}=\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}$ is not interesting from the point of view of experiment as in each measurement only one object is included. Therefore, let $m_{1}=m_{2}=\ldots=m_{p-1} \leq m_{p}$ and $\operatorname{tr}\left(\mathbf{M}^{-1}\right)=(p-1) m_{1}+m_{p}$ and its minimum is attained if and only if $m_{1}$ and $m_{p}$ are minimal. So, we consider the matrix $\mathbf{M}$ with two different eigenvalues, only.

Here, we consider the subclass of the spring balance weighing designs in the following form

$$
\begin{aligned}
& \boldsymbol{\Omega}_{n \times p}^{\xi}(0,1)= \\
& \left\{\mathbf{X}: \mathbf{X} \in \mathbf{\Phi}_{n \times p}(0,1), \mathbf{X} \mathbf{1}_{p}=\xi \mathbf{1}_{n}, \mathbf{X}^{\prime} \mathbf{1}_{n}=\frac{n \xi}{p} \mathbf{1}_{p}, \frac{n \xi}{p} \in \mathrm{~N}, \xi \leq p\right\} .
\end{aligned}
$$

Moreover, from now on until the end of the paper we consider $\mathbf{G}$ to be of the form

$$
\begin{equation*}
\mathbf{G}=g\left[(1-\rho) \mathbf{I}_{n}+\rho \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}\right], g>0, \frac{-1}{n-1}<\rho<1 \tag{2.2}
\end{equation*}
$$

Condition on the values of $g$ and $\rho$ is equivalent to the matrix $\mathbf{G}$ being positive definite. When the variance matrix of errors $\sigma^{2} \mathbf{G}$ is given by the matrix of the form 2.2 then we say that the errors are equally correlated and they have the same variances. Let note, $\mathbf{G}^{-1}=\frac{1}{g(1-\rho)}\left[\mathbf{I}_{n}-\frac{\rho}{1+\rho(n-1)} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}\right]$. Next let us consider

$$
\mathbf{M}=\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}=\frac{1}{g(1-\rho)}\left[\mathbf{X}^{\prime} \mathbf{X}-\frac{\rho}{1+\rho(n-1)} \mathbf{X}^{\prime} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \mathbf{X}\right]
$$

We will denote by $s$ the the number of elements equal to 1 in any row of the design matrix $\mathbf{X} \in \boldsymbol{\Omega}_{n \times p}^{\xi}(0,1)$. It is evident that $\operatorname{tr}(\mathbf{M})=\frac{n s}{g(1-\rho)}\left[1-\frac{n s \rho}{p(1+\rho(n-1))}\right]$ and $\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}=\frac{n s^{2}}{g(1+\rho(n-1))}$. From the above considerations and Theorem 2.2, eigenvalues of $\overline{\mathbf{M}}$ are $\mu_{1}=\frac{n s(p-s)}{p(p-1) g(1-\rho)}$ and $\mu_{2}=\frac{n s^{2}}{p g(1+\rho(n-1))}$. Thus the matrix $\overline{\mathbf{M}}^{-1}$ has also two eigenvalues $\frac{1}{\mu_{1}}$ with the multiplicity $p-1$ and $\frac{1}{\mu_{2}}$ with the multiplicity 1 . Then $\operatorname{tr}\left(\overline{\mathbf{M}}^{-1}\right)=\frac{p-1}{\mu_{1}}+\frac{1}{\mu_{2}}$. Furthermore, to determine A-optimal spring balance weighing design, we need to find the smallest value of $\operatorname{tr}\left(\overline{\mathbf{M}}^{-1}\right)$. The $\operatorname{tr}\left(\overline{\mathbf{M}}^{-1}\right)$ attains the lowest bound when $\frac{p-1}{\mu_{1}}$ and $\frac{1}{\mu_{2}}$ are minimized. We have

$$
\begin{equation*}
\operatorname{tr}\left(\overline{\mathbf{M}}^{-1}\right)=\frac{p g}{n} \phi(s) \tag{2.3}
\end{equation*}
$$

where $\phi(s)=\frac{(p-1)^{2}(1-\rho)}{s(p-s)}+\frac{1+\rho(n-1)}{s^{2}}, s=1,2, \ldots, p-1$.
2.4. Theorem. Let $p$ be even. In any nonsingular spring balance weighing design $\mathbf{X} \in \boldsymbol{\Omega}_{n \times p}^{\xi}(0,1)$ with the variance matrix of errors $\sigma^{2} \mathbf{G}$
(i) if $\rho \in\left(\frac{-1}{n-1}, P_{1}\right)$ then

$$
\begin{equation*}
\operatorname{tr}\left(\mathbf{M}^{-1}\right) \geq \frac{4 g}{n p}\left(1+\rho(n-1)+(p-1)^{2}(1-\rho)\right) \tag{2.4}
\end{equation*}
$$

the equality in 2.4 is satisfied if and only if $\mathbf{X} \mathbf{1}_{p}=\frac{p}{2} \mathbf{1}_{n}$,
(ii) if $\rho \in\left(P_{a}, P_{a+1}\right)$ then

$$
\begin{equation*}
\operatorname{tr}\left(\mathbf{M}^{-1}\right) \geq \frac{4 p g}{n(p+2 a)}\left(\frac{1+\rho(n-1)}{p+2 a}+\frac{(p-1)^{2}(1-\rho)}{p-2 a}\right) \tag{2.5}
\end{equation*}
$$

the equality in 2.5 is satisfied if and only if $\mathbf{X} \mathbf{1}_{p}=\frac{p+2 a}{2} \mathbf{1}_{n}$,
(iii) if $\rho=P_{a}$ then

$$
\begin{equation*}
\operatorname{tr}\left(\mathbf{M}^{-1}\right) \geq \frac{n(p-1)^{2}((p+2 a-2)(2 a-1)+(p+2 a-1)(p-2 a+2))}{(p+2 a)(n(p+2 a-1)(p-2 a)(p-2 a+2)+L(a))} \tag{2.6}
\end{equation*}
$$

the equality in 2.6 is satisfied if and only if $\mathbf{X} \mathbf{1}_{p}=\frac{p+2 a-2}{2} \mathbf{1}_{n}$ or $\mathbf{X} \mathbf{1}_{p}=\frac{p+2 a}{2} \mathbf{1}_{n}$, where $P_{a}=\frac{L(a)}{n(p+2 a-1)(p-2 a)(p-2 a+2)+L(a)}, \quad L(a)=(p-1)^{2}(2 a-1)(p+2 a-2)(p+2 a)-$ $(p+2 a-1)(p-2 a)(p-2 a+2), \quad a=1,2, \ldots, \frac{p-2}{2}$.

Proof. Based on the delibarations given above, we will consider the matrix $\mathbf{M}$ with two eigenvalues. Theorem 2.3 implies $\operatorname{tr}\left(\mathbf{M}^{-1}\right) \geq \operatorname{tr}\left(\overline{\mathbf{M}}^{-1}\right)$. Thus we have to asses the equality 2.3. For given $n, p, \rho$ and $g, 2.3$ is the function of $s$. Furthermore, to determine A-optimal spring balance weighing design, we need to find $s$ for which $\phi(s)$ takes the smallest value. Because $s=1,2, \ldots, p-1$, then we should investigate the sequence $\phi(1), \phi(2), \ldots, \phi(p-1)$. Therefore we study the difference

$$
\begin{equation*}
\phi(s)-\phi(s+1)=\frac{(2 s+1)(1+\rho(n-1))}{s^{2}(s+1)^{2}}+\frac{(p-2 s-1)(p-1)^{2}(1-\rho)}{s(s+1)(p-s-1)(p-s)} . \tag{2.7}
\end{equation*}
$$

For $s=1,2, \ldots, \frac{p-2}{2}$ and any $n, p, \rho$, we have $\phi(s) \geq \phi(s+1)$. Thus, we investigate the sequence for $s=\frac{p-2}{2}+a, a=1,2, \ldots, \frac{p-2}{2}$. We denote $P_{a}=\frac{L(a)}{n(p+2 a-1)(p-2 a)(p-2 a+2)+L(a)}$, $L(a)=(p-1)^{2}(2 a-1)(p+2 a-2)(p+2 a)-(p+2 a-1)(p-2 a)(p-2 a+2)$. Next, let us consider the interval $\rho \in\left(\frac{-1}{n-1}, P_{1}\right)$. If $s<\frac{p}{2}$ then $\phi(s) \geq \phi(s+1)$, if $s>\frac{p}{2}$, then $\phi(s) \leq \phi(s+1)$. The smallest value of 2.3 is attained if $s=\frac{p}{2}$ and then we obtain (i). Thus, we study $\rho \in\left(P_{a}, P_{a+1}\right)$. If $s<\frac{p+2 a}{2}$, then $\phi(s) \geq \phi(s+1)$. The inequality $s>\frac{p+2 a}{2}$ implies $\phi(s) \leq \phi(s+1)$. The smallest value of 2.3 is attained for $s=\frac{p+2 a}{2}$, thus (ii). If $\rho=P_{a}$, then $\phi(s)=\phi(s+1)$ and for $s=\frac{p+2 a-2}{2}$ or $s=\frac{p+2 a}{2}$, we receive (iii).
2.5. Theorem. Let $p$ be even. Any nonsingular spring balance weighing design $\mathbf{X} \in$ $\boldsymbol{\Omega}_{n \times p}^{\xi}(0,1)$ with the variance matrix of errors $\sigma^{2} \mathbf{G}$ is regular $A$-optimal
(i) for fixed $\rho \in\left(\frac{-1}{n-1}, P_{1}\right)$ if and only if $\mathbf{X} \mathbf{1}_{p}=\frac{p}{2} \mathbf{1}_{n}$,
(ii) for fixed $\rho \in\left(P_{a}, P_{a+1}\right)$ if and only if $\mathbf{X} \mathbf{1}_{p}=\frac{p+2 a}{2} \mathbf{1}_{n}$,
(iii) for fixed $\rho=P_{a}$ if and only if $\mathbf{X} \mathbf{1}_{p}=\frac{p+2 a-2}{2} \mathbf{1}_{n}$ or $\mathbf{X} \mathbf{1}_{p}=\frac{p+2 a}{2} \mathbf{1}_{n}$,
where $a=1,2, \ldots, \frac{p-2}{2}$.
Proof. Any spring balance weighing design is regular A-optimal if and only if the equalities in 2.4-2.6 hold, i.e. if and only if the design matrix $\mathbf{X} \in \boldsymbol{\Omega}_{n \times p}^{\xi}(0,1)$ is given as above.
2.6. Theorem. Let $p$ be even. Any nonsingular spring balance weighing design $\mathbf{X} \in$ $\boldsymbol{\Omega}_{n \times p}^{\xi}(0,1)$ with the variance matrix of errors $\sigma^{2} \mathbf{G}$ is regular $A$-optimal
(i) for fixed $\rho \in\left(\frac{-1}{n-1}, P_{1}\right)$ if and only if

$$
\mathbf{M}=\frac{1}{g(1-\rho)}\left[\frac{n p}{4(p-1)} \mathbf{I}_{p}+\frac{n(p-2)}{4(p-1)} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}-\frac{\rho n^{2}}{4(1+\rho(n-1))} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}\right]
$$

(ii) for fixed $\rho \in\left(P_{a}, P_{a+1}\right)$ if and only if

$$
\mathbf{M}=\frac{1}{g(1-\rho)}\left[\frac{n(p+2 a)(p-2 a)}{4 p(p-1)} \mathbf{I}_{p}+\frac{n(p+2 a)(p-2 a-2)}{4 p(p-1)} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}+\phi_{a} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}\right]
$$

(iii) for fixed $\rho=P_{a}$ if and only if

$$
\begin{aligned}
& \mathbf{M}=\frac{1}{g(1-\rho)}\left[\frac{n(p+2 a)(p-2 a)}{4 p(p-1)} \mathbf{I}_{p}+\frac{n(p+2 a)(p-2 a-2)}{4 p(p-1)} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}+\phi_{a} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}\right] \quad \text { or } \\
& \mathbf{M}=\frac{1}{g(1-\rho)}\left[\frac{n(p+2 a+2)(p-2 a-2)}{4 p(p-1)} \mathbf{I}_{p}+\frac{n(p+2 a+2)(p-2 a-4)}{4 p(p-1)} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}+\phi_{a+1} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}\right]
\end{aligned}
$$

where $\phi_{a}=\frac{n(p+2 a)(4 a p(1-\rho)-\rho n(p(p-1)-2 a(p+1)))}{4 p^{2}(p-1)(1+\rho(n-1))}, a=1,2, \ldots, \frac{p-2}{2}$.

Proof. From Theorem 2.3, we obtain $\operatorname{tr}\left(\mathbf{M}^{-1}\right)=\operatorname{tr}\left(\overline{\mathbf{M}}^{-1}\right)$ if and only if the eigenvalues of $\mathbf{M}$ and $\overline{\mathbf{M}}$ are equal. Hence for $\mathbf{G}$ in the form 2.2 and $\mathbf{X} \in \boldsymbol{\Omega}_{n \times p}^{\xi}(0,1)$ the best design for which minimum of $\operatorname{tr}\left(\mathbf{M}^{-1}\right)$ is attained if the $\overline{\mathbf{M}}=\mathbf{M}$ one. Thus to prove this Theorem it is worthy to notice that from 2.1 we have $\overline{\mathbf{M}}=\frac{p \operatorname{tr}(\mathbf{M})-\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}}{p(p-1)} \mathbf{I}_{p}+\frac{\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}-\operatorname{tr}(\mathbf{M})}{p(p-1)} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}$. Moreover, taking $s=\frac{p+2 a}{2}$ we obtain $\quad \frac{p \operatorname{tr}(\mathbf{M})-\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}}{p(p-1)}=\frac{n(p+2 a)(p-2 a)}{4 p(p-1) g(1-\rho)}$ and
$\frac{\mathbf{1}_{p}^{\prime} \mathbf{M 1}_{p}-\operatorname{tr}(\mathbf{M})}{p(p-1)}=\frac{1}{g(1-\rho)}\left(\frac{n(p+2 a)(p-2 a-2)}{4 p(p-1)}+\frac{n(p+2 a)(4 a p(1-\rho)-\rho n(p(p-1)-2 a(p+1)))}{4 p^{2}(p-1)(1+\rho(n-1))}\right)$, thus (ii). For $a=0$ we obtain (i). The above consideration and the condition (iii) of Theorem 2.5 imply formulas given in (iii).
2.7. Corollary. In the special case, $g=1$ and $\rho=0$, the Condition (i) of Theorem 2.6 is equivalent to equality given in [5]. If additionally, $a=0$ then the condition (ii) of Theorem 2.6 is the same as given in [5] one.
2.8. Theorem. Let $p$ be odd. In any nonsingular spring balance weighing design $\mathbf{X} \in$ $\boldsymbol{\Omega}_{n \times p}^{\xi}(0,1)$ with the variance matrix of errors $\sigma^{2} \mathbf{G}$
(i) if $\rho \in\left(\frac{-1}{n-1}, R_{1}\right)$ then
$\operatorname{tr}\left(\mathbf{M}^{-1}\right) \geq \frac{4 p g}{n(p+1)^{2}}\left(1+\rho(n-1)+\left(p^{2}-1\right)(1-\rho)\right)$,
the equality in 2.8 is satisfied if and only if $\mathbf{X} \mathbf{1}_{p}=\frac{p+1}{2} \mathbf{1}_{n}$,
(ii) if $\rho \in\left(R_{a}, R_{a+1}\right)$ then

$$
\begin{equation*}
\operatorname{tr}\left(\mathbf{M}^{-1}\right) \geq \frac{4 p g}{n(p+2 a+1)}\left(\frac{1+\rho(n-1)}{p+2 a+1}+\frac{(p-1)^{2}(1-\rho)}{p-2 a-1}\right) \tag{2.9}
\end{equation*}
$$

the equality in 2.9 is satisfied if and only if $\mathbf{X} \mathbf{1}_{p}=\frac{p+2 a+1}{2} \mathbf{1}_{n}$,
(iii) if $\rho=R_{a}$ then
$\operatorname{tr}\left(\mathbf{M}^{-1}\right) \geq \frac{4 p g(p-1)^{2}(2 a(p+2 a+1)+(p+2 a)(p-2 a-1))}{(p+2 a-1)(n(p+2 a)(p-2 a+1)(p-2 a-1)+N(a))}$
the equality in 2.10 is satisfied if and only if $\mathbf{X} \mathbf{1}_{p}=\frac{p+2 a-1}{2} \mathbf{1}_{n}$ or $\mathbf{X} \mathbf{1}_{p}=$ $\frac{p+2 a+1}{2} \mathbf{1}_{n}$,
where $R_{a}=\frac{N(a)}{n(p+2 a)(p-2 a+1)(p-2 a-1)+N(a)}, \quad N(a)=2(p-1)^{2} a(p+2 a-1)(p+2 a+1)-$ $(p+2 a)(p-2 a+1)(p-2 a-1), \quad a=1,2, \ldots, \frac{p-3}{2}$.

Proof. The proof of Theorem is similar to that given in Theorem 2.4. Since, we will give the most important steps, only. For $s=1,2, \ldots, \frac{p+1}{2}, \phi(s) \geq \phi(s+1)$, for any $n, p, \rho$. Thus, we investigate the sequence for $s=\frac{p}{2}+a, a=1,2, \ldots, \frac{p-3}{2}$. We denote $R_{a}=\frac{N(a)}{n(p+2 a)(p-2 a+1)(p-2 a-1)+N(a)}, N(a)=2(p-1)^{2} a(p+2 a-1)(p+2 a+1)-(p+2 a)(p-$ $2 a+1)(p-2 a-1), a=1,2, \ldots, \frac{p-3}{2}$. Next, let us consider the interval $\rho \in\left(\frac{-1}{n-1}, R_{1}\right)$. If $s<\frac{p+1}{2}$ then $\phi(s) \geq \phi(s+1)$, if $s>\frac{p+1}{2}$, then $\phi(s) \leq \phi(s+1)$. The smallest value of 2.8 is attained if $s=\frac{p+1}{2}$. When we put $s=\frac{p+1}{2}$ in 2.3 we obtain (i). Now, we study $\rho \in\left(R_{a}, R_{a+1}\right)$. If $s<\frac{p+2 a+1}{2}$, then $\phi(s) \geq \phi(s+1)$. If $s>\frac{p+2 a+1}{2}$, then $\phi(s) \leq \phi(s+1)$. The smallest value of 2.3 is attained for $s=\frac{p+2 a+1}{2}$, thus (ii). If $\rho=R_{a}$, then $\phi(s)=\phi(s+1)$ and for $s=\frac{p+2 a-1}{2}$ or $s=\frac{p+2 a+1}{2}$, we receive (iii).
2.9. Theorem. Let $p$ be odd. Any nonsingular spring balance weighing design $\mathbf{X} \in$ $\boldsymbol{\Omega}_{n \times p}^{\xi}(0,1)$ with the variance matrix of errors $\sigma^{2} \mathbf{G}$ is regular $A$-optimal
(i) for fixed $\rho \in\left(\frac{-1}{n-1}, R_{1}\right)$ if and only if $\mathbf{X} \mathbf{1}_{p}=\frac{p+1}{2} \mathbf{1}_{n}$,
(ii) for $\rho \in\left(R_{a}, R_{a+1}\right)$ if and only if $\mathbf{X} \mathbf{1}_{p}=\frac{p+2 a+1}{2} \mathbf{1}_{n}$,
(iii) for fixed $\rho=R_{a}$ if and only if $\mathbf{X} \mathbf{1}_{p}=\frac{p+2 a-1}{2} \mathbf{1}_{n}$ or $\mathbf{X} \mathbf{1}_{p}=\frac{p+2 a+1}{2} \mathbf{1}_{n}$,
where $a=1,2, \ldots, \frac{p-3}{2}$.
Proof. According to the investigation given above, a spring balance weighing design is regular A-optimal if and only if the equalities in 2.8-2.10 are satisfied, i.e. if and only if the design matrix $\mathbf{X} \in \boldsymbol{\Omega}_{n \times p}^{\xi}(0,1)$ is given as in Theorem 2.8.
2.10. Theorem. Let $p$ be odd. Any nonsingular spring balance weighing design $\mathbf{X} \in$ $\boldsymbol{\Omega}_{n \times p}^{\xi}(0,1)$ with the variance matrix of errors $\sigma^{2} \mathbf{G}$ is regular $A$-optimal
(i) for fixed $\rho \in\left(\frac{-1}{n-1}, R_{1}\right)$ if and only if

$$
\mathbf{M}=\frac{1}{g(1-\rho)}\left[\frac{n(p+1)}{4 p} \mathbf{I}_{p}+\frac{n(p+1)}{4 p} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}-\frac{\rho n^{2}(p+1)^{2}}{4 p^{2}(1+\rho(n-1))} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}\right]
$$

(ii) for $\rho \in\left(R_{a}, R_{a+1}\right)$ if and only if

$$
\mathbf{M}=\frac{1}{g(1-\rho)}\left[\frac{n(p+2 a+1)(p-2 a-1)}{4 p(p-1)} \mathbf{I}_{p}+\frac{n(p+2 a+1)(p-2 a-1)}{4 p(p-1)} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}-\psi_{a} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}\right]
$$

(iii) for $\rho=R_{a}$ if and only if

$$
\begin{aligned}
& \mathbf{M}=\frac{1}{g(1-\rho)}\left[\frac{n(p+2 a+1)(p-2 a-1)}{4 p(p-1)} \mathbf{I}_{p}+\frac{n(p+2 a+1)(p-2 a-1)}{4 p(p-1)} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}-\psi_{a} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}\right] \text { or } \\
& \mathbf{M}=\frac{1}{g(1-\rho)}\left[\frac{n(p+2 a+3)(p-2 a-3)}{4 p(p-1)} \mathbf{I}_{p}+\frac{n(p+2 a+3)(p-2 a-3)}{4 p(p-1)} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}-\psi_{a+1} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}\right]
\end{aligned}
$$

where $\psi_{a}=\frac{n(p+2 a+1)\left(\rho n\left(p^{2}-1\right)-4 a p(1-\rho)-2 a n \rho(p+1)\right)}{4 p^{2}(p-1)(1+\rho(n-1))}, a=1,2, \ldots, \frac{p-3}{2}$.
Proof. The proof is similar to given in Theorem 2.6 one. It is sufficient to show that taking $s=\frac{p+2 a+1}{2}$ we obtain $\frac{p \operatorname{tr}(\mathbf{M})-\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}}{p(p-1)}=\frac{n(p+2 a+1)(p-2 a-1)}{4 p(p-1) g(1-\rho)}$ and $\frac{\mathbf{1}_{p}^{\prime}{ }_{p} \mathbf{M 1}_{p}-\operatorname{tr}(\mathbf{M})}{p(p-1)}=$ $\frac{1}{g(1-\rho)}\left(\frac{n(p+2 a+1)(p-2 a-1)}{4 p(p-1)}-\frac{\left.n(p+2 a+1)\left(\rho n\left(p^{2}-1\right)-4 a p(1-\rho)-2 a n \rho(p+1)\right)\right)}{4 p^{2}(p-1)(1+\rho(n-1))}\right)$. Thus (ii). For $a=$ 0 we obtain (i). Moreover, the above considerations and the condition (iii) of Theorem 2.9 imply the formulas presented in (iii).
2.11. Corollary. In the special case, $g=1$ and $\rho=0$, the Condition (i) of Theorem 2.10 is equivalent to equality given in [5]. If additionally, $a=0$ then (ii) of Theorem 2.10 is the same as given in [5] one.

## 3. Examples

Take into the consideration $\mathbf{X}=\mathbf{N}^{\prime}$, where $\mathbf{N}$ is the incidence matrix of balanced incomplete block design with the parameters $v, b, r, k, \lambda$, see [13]. To simplify the notation it is customary to write $v$ instead of $p$ and $b$ instead of $n$. It is obvious that we are not able to give the construction of regular A-optimal spring balance weighing design for any combination of $p, n$ and $\rho$. With the results obtained until now we can establish the following corollaries which indicate the series of the parameters of balanced incomplete block designs. Based on that incidence matrices we form the design matrices of regular A-optimal designs for an appropriate $\rho$.
3.1. Corollary. Let $v$ be even. If exists the balanced incomplete block design with the parameters $v, b=v(v-1), r=0.5(v-1)(v+2 a-2), k=0.5(v+2 a-2), \lambda=$ $0.25(v+2 a-2)(v+2 a-4), a=1,2, \ldots, \frac{v-2}{2}$, given by the incidence matrix $\mathbf{N}$ then any $\mathbf{X} \in \boldsymbol{\Omega}_{v(v-1) \times v}^{\xi}(0,1)$ in the form $\mathbf{X}=\mathbf{N}^{\prime}$ is regular $A$-optimal spring balance weighing with the variance matrix of errors $\sigma^{2} \mathbf{G}$ for $\rho \in\left(\frac{-1}{n-1}, P_{1}\right]$ or $\rho \in\left[P_{a}, P_{a+1}\right)$.
3.2. Corollary. Let $v$ be even. If exists the balanced incomplete block design with the parameters $v=2(t+1), b=2(2 t+1), r=2 t+1, k=t+1, \lambda=t, t=1,2, \ldots$, given by incidence matrix $\mathbf{N}$, then any $\mathbf{X} \in \boldsymbol{\Omega}_{2(2 t+1) \times 2(t+1)}^{\xi}(0,1)$ in the form $\mathbf{X}=\mathbf{N}^{\prime}$ is regular A-optimal spring balance weighing design with the variance matrix of errors $\sigma^{2} \mathbf{G}$ for $\rho \in\left(\frac{-1}{4 t+1}, \frac{23^{3}+5 t^{2}+3 t+1}{6 t^{3}+13 t^{2}+6 t+1}\right]$.
3.3. Corollary. Let $v$ be even. Any $\mathbf{X} \in \boldsymbol{\Omega}_{b \times v}^{\xi}(0,1)$ in the form $\mathbf{X}=\mathbf{N}^{\prime}$, where $\mathbf{N}$ is the incidence matrix of balanced incomplete block design with the parameters $v, \quad b=$ $\binom{v}{0.5(v+2 a-2)}, r=\binom{v-1}{0.5(v+2 a-4)}, \quad k=\frac{v+2 a-2}{2}, \lambda=\binom{v-2}{0.5(v+2 a-6)}$, $a=1,2, \ldots, \frac{v-2}{2}$, is regular A-optimal spring balance weighing design with the variance
matrix of errors $\sigma^{2} \mathbf{G}$ for $\rho \in\left(\frac{-1}{n-1}, P_{1}\right]$ or $\rho \in\left[P_{a}, P_{a+1}\right)$, where $\binom{\eta}{\tau}$ denotes binomial coefficient.
3.4. Corollary. Let $v$ be odd. If exists the balanced incomplete block design with the parameters $v, b=0.5 v(v-1), r=0.25(v-1)(v+2 a-1), k=0.5(v+2 a-1), \lambda=$ $0.125(v+2 a-1)(v+2 a-3), a=1,2, \ldots, \frac{v-3}{2}$, given by the incidence matrix $\mathbf{N}$, then any $\mathbf{X} \in \boldsymbol{\Omega}_{0.5 v(v-1) \times v}^{\xi}(0,1)$ in the form $\mathbf{X}=\mathbf{N}^{\prime}$ is regular $A$-optimal spring balance weighing design with the variance matrix of errors $\sigma^{2} \mathbf{G}$ for $\rho \in\left(\frac{-1}{n-1}, R_{1}\right]$ or $\rho \in\left[R_{a}, R_{a+1}\right)$.
3.5. Corollary. Let $v$ be odd. If exists the balanced incomplete block design with the parameters $v=2 t+1, b=2(2 t+1), r=2(t+1), k=t+1, \lambda=t+1, t=2,3, \ldots$, given by the incidence matrix $\mathbf{N}$, then any $\mathbf{X} \in \mathbf{\Omega}_{2(2 t+1) \times(2 t+1)}^{\xi}(0,1)$ in the form $\mathbf{X}=\mathbf{N}^{\prime}$ is regular A-optimal spring balance weighing design with the variance matrix of errors $\sigma^{2} \mathbf{G}$ for $\rho \in\left(\frac{-1}{4 t+1}, \frac{8 t^{3}+22 t^{2}+15 t+3}{16 t^{3}+30 t^{2}+5 t-3}\right]$.
3.6. Corollary. Let $v$ be odd. Any $\mathbf{X} \in \mathbf{\Omega}_{b \times v}^{\xi}(0,1)$ in the form $\mathbf{X}=\mathbf{N}^{\prime}$, where $\mathbf{N}$ is the incidence matrix of balanced incomplete block design with the parameters $v, b=$ $\binom{v}{0.5(v+2 a-1)}, r=\binom{v-1}{0.5(v+2 a-3)}, k=\frac{v+2 a-1}{2}, \lambda=\binom{v-2}{0.5(v+2 a-5)}$, $a=1,2, \ldots, \frac{v-1}{2}$, is regular A-optimal spring balance weighing design with the variance matrix of errors $\sigma^{2} \mathbf{G}$ for $\rho \in\left(\frac{-1}{n-1}, R_{1}\right]$ or $\rho \in\left[R_{a}, R_{a+1}\right)$.
3.7. Corollary. Any $\mathbf{X} \in \mathbf{\Omega}_{v \times v}^{\xi}(0,1)$ in the form $\mathbf{X}=\mathbf{N}^{\prime}$, where $\mathbf{N}$ is the incidence matrix of balanced incomplete block design with the parameters $v=b, r=k=v-1$, $\lambda=v-2, v=3,4, \ldots$, is regular A-optimal spring balance weighing design with the variance matrix of errors $\sigma^{2} \mathbf{G}$ for $\rho \in\left[\frac{v^{4}-8 v^{3}+24 v^{2}-34 v+19}{(v-1)\left(v^{3}-7 v^{2}+17 v-13\right)}, 1\right)$.
3.8. Example. Let $\mathbf{X} \in \boldsymbol{\Omega}_{30 \times 6}^{\xi}(0,1)$ and let for $\mathbf{G}, g>0, \rho \in(-0.034,1), \xi \leq 6$.
(i) If $\rho \in(-0.034,0.170)$ then $\mathbf{X}=\mathbf{N}_{1}^{\prime}$,
(ii) if $\rho \in(0.170,0.733)$ then $\mathbf{X}=\mathbf{N}_{2}^{\prime}$,
(iii) if $\rho \in(0.733,1)$ then $\mathbf{X}=\mathbf{N}_{3}^{\prime}$,
(iv) if $\rho=0.170$ then $\mathbf{X}=\mathbf{N}_{h}^{\prime}, h=1,2$,
(v) if $\rho=0.733$ then $\mathbf{X}=\mathbf{N}_{h}^{\prime}, h=2,3$,
is regular A-optimal spring balance weighing design, where $\mathbf{N}_{h}, h=1,2,3$, is the incidence matrix of the balanced incomplete block design with parameters $v=6, b_{1}=$ $30, \quad r_{1}=15, \quad k_{1}=3, \quad \lambda_{1}=6, v=6, \quad b_{2}=30, \quad r_{2}=20, \quad k_{2}=4, \quad \lambda_{2}=12$, $v=6, b_{3}=30, r_{3}=25, k_{3}=5, \lambda_{3}=20$, respectively.

Acknowledgments
The authors wish to express sincere thanks to the referees for many valuable comments and suggestions about the original manuscript.

## References

[1] Cheng, Ch.S. Optimality of some weighing and $2^{n}$ fractional factorial designs, The Annals of Statistics, 8, 436-446, 1980.
[2] Cheng, Ch.S. Optimal Biased Weighing Designs and Two-Level Main-Effect Plans, Journal of Statistical Theory and Practice, 2014.
[3] Graczyk, M. Notes about A-optimal spring balance weighing design, Journal of Statistical Planning and Inference, 142, 781-784, 2012.
[4] Graczyk, M. Regular A-optimal spring balance weighing designs, Revstat, 10, 323-333, 2012.
[5] Jacroux, M., Notz, W. On the optimality of spring balance weighing designs, The Annals of Statistics, 11, 970-978, 1983.
[6] Katulska, K. and Smaga, Ł. D-optimal chemical balance weighing designs with autoregressive errors, Metrika, 76:3, 393-407, 2013.
[7] Masaro, J. and Wong, C.S. D-optimal designs for correlated random vectors, Journal of Statistical Planning and Inference, 138, 4093-4106, 2008.
[8] Masaro, J. and Wong, C.S. Robustness of A-optimal designs, Linear Algebra and its Applications, 429, 1392-1408, 2008.
[9] Neubauer, M.G. and Pace, R.G. D-optimal ( 0,1 )-weighing designs for eight objects, Linear Algebra and its Applications, 432, 2634-2657, 2010.
[10] Neubauer, M.G., Watkins, W. and Zeitlin, J. Notes on D-optimal designs, Linear Algebra and its Applications, 280, 109-127, 1998.
[11] Pukelsheim, F. Optimal design of experiment, John Wiley and Sons, New York, 1993.
[12] Raghavarao, D. Constructions and Combinatorial Problems in designs of Experiments, John Wiley Inc., New York, 1971.
[13] Raghavarao, D. and Padgett, L.V. Block Designs, Analysis, Combinatorics and Applications, Series of Applied Mathematics 17, Word Scientific Publishing Co. Pte. Ltd, 2005.
[14] Shah, K.R., Sinha, B.K. Theory of optimal designs, Springer-Verlag, Berlin, Heidelberg, 1989.


[^0]:    *Department of Mathematical and Statistical Methods, Poznań University of Life Sciences, Wojska Polskiego 28, 60-637 Poznań, Poland, Email: bronicer@up.poznan.pl
    ${ }^{\dagger}$ Department of Mathematical and Statistical Methods, Poznań University of Life Sciences, Wojska Polskiego 28, 60-637 Poznań, Poland, Email: magra@up.poznan.pl
    ${ }^{\ddagger}$ Corresponding Author.

