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Introduction 

In this paper we study the structure of n dimensional rectifiable currents in R n+l 

which minimize the integrals of parametric elliptic integrands. The existence of such 

minimizing surfaces is well known [7, 5.1.6] as is their regularity almost everywhere [7, 

5.3.19]. In Par t  I of the present paper we give a new geometric construction from which 

regularity estimates can be obtained for minimizing hypersurfaces. In this construction 

we replace the parametric problem for n dimensional surfaces in R ~§ by a nonparametric 

problem for which the minimizing hypersurfaee is a graph in R n§ with horizontal slices 

closely approximating in a certain sense the hypersuffaee(s) minimizing the original 

problem. Analysis of the associated Euler-Lagrange partial differential equation carried 

out in w 2 of Part  I yields an upper bound for the integral of the square of the second 

fundamental form over the approximating graphs, hence over the regular parts of the 

original surface. Since a neighbourhood of a singular point must contribute substantially 

to this integral (see Theorem 1.3 and the remark following it), we can thus conclude by 

an argument similar to that  given by Miranda [13] tha t  the Hausdorff ( n -  2)-dimensional 

measure of the interior singular set is locally finite (Theorem 3.1). 

In Par t  I I  of this work we show that  the singular sets in question must have Hausdorff 
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( n -  2)-dimensional measure zero (actually the ( n -  2)-dimensional upper Minkowski 

content must locally vanish). We also show that  for constant coefficient integrands the 

maximum Hausdorff dimension of interior singular sets of minimizing surfaces is upper 

semieontinuous as a function of integrands in the class 2 topology. We conclude, in 

particular, tha t  for  integrands c loser  t h e  u dimensional area  in te~and  t h e  maximum 

Hausdodf  dimension of singular sets,can be not much more than n - 7 .  

I t  is perhaps worth mentioning explicitly that  the resuIts described above imply in 

particular that  there are n o  interior singularities for 2-dimensional hypersurfaees minimizing 

parametric elliptic integrals. 

This paper represents a composite of  results discovered independently by the various 

authors. The combined results are stronger than those obtained independently and their 

joint presentation permits the elimination of substantial duplication. 

PART I 

1.1. Preliminaries 

Except in explicitlY indicated instances, we will use the standard notation of Federer 

[7]. U~(x 0, ~), Bn(x0,~) denote respectively the open and closed balls in R ~ with radius 

and centre x o. .s denotes Lebesgue measure in R n. 

We will be concerned mainly with 10cal!y rectifiable n-dimensional currents in R~*I; 

~'~176 "+'' n >  1 Given such a current T, 1[ TI[ denotes the asso- that  is, with currents T fi ,,n ~ j, . ~ ~ , . . . . .  

ciated variation measure an d T'(X)fi A~(R'+~) denotes  th e "uni t  tangent direction" of 

T ([7], 4.1.7); thus for each smooth n-form w with compact support in R "+1 we have 

(1) 

v r = (v~" ..... vr~,) s S n (S~=0B "+x (0, 1)) will denote the unit normal of T, defined by 

where 

~r : A.(R~ +I)-, R.+I 

(2) 

is the linear isometry characterized by 

- l~"+'-'e i'~-l, n + i .  ~exA., .Ae~_lAe~+~A.. .Aen§ (,  j t, ..., 

Here e x . . . .  , en+l is the~ ust~al orthgnormat basis for R~+ 1. 
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Note that  if eo is expressed in the form 

n+l 

o~ = ~ ( - 1)n+i-%j~dXl A .../~ dx~_l A dx~+l A ... A dxn+l, 

where o~ are smooth functions with compact support  in R n+l, then 

n+l 

<T(x), (x))= ~ ~hx)~,(x), 

and hence (1) can be written 
n+l /~ 

r(~,) = 5 JR~ TII. (3) 

Of special importance will be the case when T can be represented in the form 

T = (~E n§ L_ V) L_A, (4) 

where A, V are Lebesgue measurable subsets of R ~+1 and 

E n+x - I~ n+x Ae x A ... A en+ r 

I t  will be convenient to use the abbreviation [ V~ for E * + I I  V; hence (4) becomes 

Also, if M is an oriented m-dimensional C 2 submanifold of R "+1 and B is a Borel subset 

of M, then we let [B]M denote the current defined by  

[B],~(~) = fBa,, (5) 

The expression on the right denoting integration of the m-form co over B c  M in the usual 

sense of differential geometry. (To be strictly precise we should write j'si~eo on the right 

of (5), where i denotes the inclusion map of M into R~+~.) When no confusion is likely to 

arise, we will write [ B ]  instead of [B]~ .  

Now suppose we have a mapping 

F: R "+1 x R~+I-~R 

such that  F has locally Lipschitz second order partial derivatives on Rn+lx R n+l ~,{0}. 

F will denote the corresponding functional, defined for T E Rn(R n+l) by  

F(T) = fRn +t F(x, vr(x)) d ll T II (x). 

I t  will always be assumed tha t  F is a parametric [unctional in the sense tha t  

F(x,/up) = #F(x ,  p), # > 0, x 6 R ~+1, io e R ~+1, (6) 

1 5 -  772905 Acts Mathematica 139. Imprim~ lc 30 D6ccmbrr 1977 
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and F is assumed to be both positive and elliptic in the sense tha t  

F(x,p) >1 Ipl, xeR~+', p eR~+a 

n+l ( ) p , ~1~ n+l 

Lt=I 

(7) 

(8) 

Note that,  up to a scalar factor, (8) is the strongest convexity condition possible in view of 

(6). 

I t  can be shown tha t  (6), (7), (8) are precisely the conditions for r a)~-F(x, -~ ~), 
x E R n+ 1, a E An(R TM) ( ~- as in (2)) to be a positive elliptic parametric integrand in the sense 

[7], 5.1.1, 5.1.2. 

We will let :~(2, ~0) denote the class of F satisfying (6)-(8) together with the following 

bounds: 

n+l n+l n+l 
F(x, v)+lFp(x,v)l+ ~ [F~,rj(x,v)]+ ~ IF~,~,jrk(x,r)l+9o ~ [F~,~j~,~(x,v)l 

t,1~1 |..~.k=l t,/,k=l 

I n + l  ] n+l 

§ +e~,.,.~_~ IF~,~,~(~, ~)1 <~ ,  ~en~+~, ~ e s  ~. (9) 

Here 2 >~ 1 and ~0 are constants; much of the subsequent work in this paper will be carried 

out in the ball U"*I(0, fl0), and the presence of the factors ~o, tic ~ in the left side of (9) is then 

appropriate if one wishes to obtain estimates and conclusions which can be stated in- 

dependent of Q0. 

We note the important  special case F(p)~- IPl; for this ease we have 

F(T) =M(T), 

where M(T) denotes the mass of T, defined by 

M(T) = IITII(R n§ = sup T(co). (10) 
I1~11-1 

Here t{~ll denotes the eomass of ~ ,  ~ an arbitrary smooth n.form with compact support  

in R "+1. 

For later reference we note tha t  (6) implies 

p. FAx, p) = F(x, p) (11) 

n-I-1 
p,.F~,~,j(x,p)=O, j =  1 . . . . .  n +  1, (12) 

~1 
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for all (x, p )ER n+l • R n+a,~ {0} and all FE:~(2, e0)- One consequence of (12) is that  

' (~ " ) P  (13) ~, , j (x ,  p) ~, = F~,~j(x, p) ~,, ~' = ~ -  �9 [~] [ ~ ,  

so that, in particular, we can deduce from (9) that  

n+l 

LY-1 

for all x, ~ER n+', p E R  n+',~ {0}. 

Also, by using the extended mean value theorem 

h(1) = h(0) + h'(0) + f [  (1 - t) h"(t) dt 

with h(t)=-F(x, v + t(~-v)),  where ~, r E S n, we obtain the identity 

n+l f ~  
F(x,~)=F(x,v)+(~-r).Fp(x,r)+ ~ ( ~ , - v , ) ( ~ - v j )  (1-t)Fm~(x,v+t(l~-v))dt, 

|,J=l 

and by (11) and (8) we then have 

F(x,~)>~.F~(x,v)+ (1-t) d-t2[r§ 

-~ r/. Fp(v)+ ( 1 - r / .  v), ~, yES". 

Thus, since 1 - ~ . r  =~[~-vIe , we obtain 

F(x, ~) >~l.Fr(x, r)+�89 2, ~/, ~ES", xER "+'. (15) 

We now wish to use (15) to obtain an inequality (inequality (20) below) which will 

play a key role in the non-parametric approximation arguments to be given later. We let 

s be a bounded C 2 domain in R n, let uEC2(~), let G denote the graph of u, and let v denote 

the upward unit normal function defined on ~ • R by 

v(x) -- r(x') = ( - Du(x'), I)/(I + ] Du(x') [2) ':2, x = (x, ..... xn+,) E~ x R, 

x' = (x, ..... xn). (16) 

We suppose that FE:~(~t, ~0) satisfies Fx~+1(x,p)--O (i.e. F(x, p) is independent of xn+x) 

and that 

d i v F ~ ( z , v ) - O  on f l x R .  (17) 
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Note that  by (16) and (6) we can write Fp(x, v ) = F v ( x ,  - D u ( x ' ) ,  1) and hence equation 

(17) is equivalent to the requirement that  u satisfy 

t= l  

for x' 6~). By virtue of the fact that  Fx,~+l(x , p ) = 0 ,  this is precisely the Euler-Lagrange 

equation for the non-parametric functional 

Now define an n-form o) on ~ x R by 

n+l  

co(x) = 2 ( -  1)"+l-%Jx, ~,(x))dx~ A ... A dx,_~ A dx,+~ A ... A d~,+l. (19) 

Then one easily cheeks that  

dzo ~ div F~(x, ~) dx  1 A ... A dxn§ -~ 0 on ~ x R 

by (I7). 

Next take any current T 6 Rn(R n+l) with 

and spt T c  ~ • R. Since Itn(~ • R) ~ l~n(~ ) =0  (H, denoting the n th homology group with 

integer coefficients: [7], 4.4.1, 4.4.5) we then have R E ~ , (R ~+1) with spt R c  ~ • R and 

eR = T - I O n .  

Then 

TCoJ)- [O] (w) = eR(w) = R(deo) = 0; 

that  is 

This is easily seen to imply, by (3), tha t  

fR.+~'r" FAx. ~')d']T]]- f a "  FAx, ~')d~"~-O, 

and hence, using (11) and (15), we obtain 

,s ,,+, I ~, - vr]'dl] T]] ~< F(T) - F(~G~). (20) 
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TE~~176 n+l) is said to be (absolutely) F minimizing in A (A any subset of R n+l 

and FE:~(2, ~o)) if 
F(TL_K) ~< F(S) (21) 

for each compact K = A  and each SER~(R "+1) with aS=~(T[__K) and spt S = A .  Notice 

that  if T E R.(lt  ~+1) and spt T c  A, then T is F minimizing in A if and only if 

F(T) < F(S) (22) 

for each SE ~n(R n+l) with ~S =~T and spt S c  A. 

Henceforth for F E :~(~t, Qo) 

}~/(F, Q0) 

will denote the collection of T E~n(R n+l) which are F-minimizing in B(0, ~o) and which 

can be expressed in the form 

T = ~ V] [__U(0, Qo) (23) 

for some Lebesgue measurable subset V of U(0, Qo). Also, given TET~I(F, Qo) we will let 

V r denote a Lebesgue measurable subset of U(0, Qo) such that  (23) holds with V = V r. 

We can always assume that  Vr is open and 

~V r N U~+I(0, ~0) = spt T 0 U~+I(0, ~o). (24) 

(In (24) aVr denotes the ordinary topological boundary of Vr.) We can arrange this by 

first taking any Lebesgue measurable subset V of Un+l(0, r such that  (23) holds, and then 

defining Vr to be the union of those components W of Un+X(0, Q0)'~spt T such that  

s V)=0. This procedure works because s T 0 Un+X(0,~o))=0. In fact 

~/n(spt T 0 Un+~(0, r < cr this follows directly from [7, 4.1.28(4)] together with 1.1(28), 

(33) below. 

The notation 

7~(;t, Qo) = U ~ ( F ,  Co) 

will also be used subsequently. 

If FE:~(~t, Q0) and if T is F-minimizing in A, where A c R  n+l is such that  there is a 

Lipschitz retraction h of an open set U p  A onto A, with 

dist (A, 0V) = 0 > 0, sup [Dh I <~ fl, 
v 

then we have the isoperimetric inequality 

(M(T1 K)) (n- 1)/~ < cx M(~(T1 K)), (25) 
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where K is a compact subset of R n§ such that  a(T[_K)E~n_I(R "~1) and where c 1 is a 

constant depending only on n, ~, ~ and 8. 

To prove this we first notice tha t  by [7~, 4.4.2(2), p. 466, we can find S E ~ , ( R  TM) 

with a S = a ( T t  K), spt S e A  and 

(~I(S))(~ 1>~ ~< c~ M(aS), 

where c 2 depends only on n, 0 and 8. Hence (1.25), with c 1 =~t (n-1)/n c~, follows from this 

because (9) implies M(Tt  K) ~<~tM(S). 

We remark also that  we have, for any T as in (25), the Sobolev-type inequality 

{ fR,~+ h"~(n-1)d,[T[,}(~-~'~<~ c~ fRn+l ,(~rhId,,T,,, (26) 

where c 1 is as in (25) and h is any C 1 function on R n+~ such that  spt h is compact and 

spt h N spt aT = ~.  In (26) ~T is the tangential gradient operator relative to T, defined 

II T ] ] -  almost everywhere by 

(~rh = Dh - (v r.  Dh)~, r. (27) 

Inequality (26) follows directly from (25) by the argument of [5], Lemma 1. 

(25) can also be used (as in [7] 5.1.6 pp. 522-3) to prove the lower bound 

YI(T~-U~§ e)) >/c~ ~, (2S) 

where xoE spt T and ~ is such that  U~+l(x0, ~) N spt (aT) = O, and where c 2 is a positive 

constant depending only on n, ~, 0 and 8. 

If TETR(F,  ~o), we can get an upper bound for M(TL_U~+I(Xo, q)) as follows. First 

note that  for almost every ~ E (0, ~o - I x01 ) we have 

a~ VT 0 U~+~(x0, e)] -- TLU~+I(xo, ~) + (a~U~+~(x0 ~)]) L.VT. (29) 

This holds whenever ~/n(spt T N aUn§ q))=0. For such Q 

- a(Ti--U~+1(xo, ~)) = a((a~U~+1(xo, e)]) [- VT), (30) 

and hence, since T E ~ ( F ,  Co), 

F(TL_U~+~(Xo, q)) ~< F( - (a~UnTl(xo) e)])  [--VT). (31) 

Similarly, since T -~ - a ~  ,,, VT]t_V'+~(Xo, ~), we have, again for almost all QE(0, ~o -  ]Xo] ), 

F(T~_V~+~(xo, ~)) ~< F((a~U~+~(xo, ~)]) ~ ( ~  VT)). (32) 
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Using (8), (9), we then deduce from (31), (32) that  

M(Tt U~§ Q)) < �89247 ~)) = �89 + 1)a(n + 1)2eL (33) 

a(n + 1) = volume of unit ball in R n+l, for all Q E (0, Q0- Ix o I) �9 

We can also show that  there is a lower bound for I~+l(Vr fl Un+l(xo, Q)) in terms of 

as follows. First, by the isoperimetrie inequality for currents in I~+dR ~+1) and by (29), 

(31), we have for almost all ~E(0, Qo-Ixol) 

{j~n+l( VT N un+l(xo, e))}n/(n+l'< ~ ( n ) S ( ~  V T ~ un+I(Xo, e)~) 

~< fl(n){M(T[_U~+~(Xo, e)) + ~/~(DU'+~(Xo, e) ~ Vr) 

~< (1 +,~)fl(n)~n(~Un+l(xo, e) fl VT) = (1 +2)fl(n) ~ J~n+l(Vn+l(.0, e) N VT). (34) 

fl(n)={(n+l)(a(n+l))l/(~+l)} -1 is the isoperimetric constant. Integration with Here 

respect to ~ in (3.4) now gives 

(n + 1) {s T fl U~l(xo e))}l/(n+l) ~ 

that  is 

(1 +2)fl(n)' 

s VT N vn+l(x0, ~)) • (1 +tt)-(n+l)ct(n + 1)Q ~+1. (35) 

The following theorem contains some basic compactness and semi-continuity results. 

THEOREM 1.1. Let / be a non-negative Lipschitz /unction with compact support in 

R n+l, and let Co=sup/, AQ={x:/(x)>e}, ee[0, e0). Further, /et S ,=a[V,~t_Aoe~,(R~+l) ,  

r= l, 2, ..., be such that 

lira sup M(Sd Ao) < oo. 
r--l*oO 

Then there is a subsequcnce {Sk} o/{St} and acurrent S =OI U~ [_AGe ~n(R ~+1) such that 

(i) s ) fl Ao)-~O as k~oo, 

(ii) M(Sl__Ao)<liminf M(Skt__Ao), eE(O, 0o). 
k--aGo 

Furthermore, i/R(~ ~) is de/ined by 

R(~ ~ = ~I Aol [__(Uk.,, U) -O[  Aq~ ~(  V,., Uk), 

then/or almost all 0 r [0, 0o) we have R(k o) E ~n(R n+t) and 

(iii) (Sk - S) L A  o = 0{( I Uk] - I U~) LAo} + R(k Q), 

(iv) M(R(~Q~)-~0 as k~oo .  
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I[ F~ E~(~, ~o) and Fr-* F uni/ormly on A o • S n, then 

(V) F ( S L A q )  ~< lira inf Fk(SkL Aq) 
k--~oo 

/or all s E (0, Qo). I / i t  is also true that each Sr is Fr-minimizing in Ao, then 

(vi) S is F-minimizing in A o 

and 

(vii) F(S[__Aq) >i lim sup Fk(Skl Ao) 
k--~oo 

/or almost all Q E (0, ~o). 

Proo/. 

(i) is a well-known result (see [7], 4.2.17 for a more general result). 

(if) follows from the definition (10) of M(T) together with the fact that,, for fixed 

o~, Sk(~o)-~ S(o~) by (i). 

(iii) and (iv) follow from the theory of [7], 4.2.1, 4.3.6, together with (i). 

Because of (iii) and (iv), (v) follows from a slight modification of [7], 5.1.5. ([7] treats 

the case F r - F ,  r = l ,  2, ....) 

To prove (vi) and (vii) we first take Q such that (iii) and (iv) hold, and let R E ~n(R n+l) 

be such that spt (R )c  A 0 and ~R =~(SL_A0). Then by (iii) 

~(R + R~ ~)) = ~(Skl_A~), 

and hence since S~ is absolutely Fk-minimizing in Ao, we have 

V ( S k L A o )  <~ Fk(R +R(k q)) <~ Fk(R) + Fk(R~ Q)) 

< Fk(R) + ~I(R(k~)). 
Hence 

lim sup F~(S~L_ AQ) ~< F(R) (36) 

by (iv). Combining (v) and (36) we then have 

F(SL_Ao) < F(R); 

that  is, S [ A Q  is absolutely F-minimizing in A0. (vi) now clearly follows. 

Finally, to prove (vii) we replace R in (36) by SLAQ. 

The following regularity theorem will be of basic importance in what follows. In 

stating this theorem we let sing T denote the singular set of a current T of the form (4); 

i.e, 
sing T = spt T ~ {x: spt T f) U(x, ~) is a C 2 hypersurface for some 0 > 0}. 
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Note that  by definition sing T is closed. X E spt T will be called a singular point if 

x E sing T. We will say x is a regular point of spt T if x E reg T, where 

reg T = spt T,~ sing T. 

A theorem like the regularity theorem below was first proved by De Oiorgi [6] in 

the case F(x,  p)  =- [Pl (i.e. in the area case) and by Almgren [1] in the case of arbitrary 

F E~(~, Q0). Almgren's results also apply to appropriate F-minimizing currents and 

varifolds in the case of codimension > 1, and the condition that  the current be absolutely 

F-minimizing can be relaxed. Allard has obtained a regularity theorem for stationary 

varifolds in [4]. 

THEOREM 1.2. There are constants e>0 ,  /~E(0, 1), depending only on n and ~, such 

that i~ T ~ ~(~, Qo), i~ Xo ~ spt T, i /~  ~ (0, Qo - Ix o I) and i /  

spt T ~ [~n+l(xo, e) C {X: dist (x, H) < ee} (37) 

/or some hyperplane H containing Xo, then spt T fl U~+l(xo, flq) is a connected C a hypersur/ace 

M with _M ,,~ M c OU ~ + 1 (xo, fie) and with unit normal v = VT satis/ying 

Iv(x) - ~(~)1 <-- I x -  ~[ c , x , ~ e M .  (38) 
Q 

Here c is a constant depending only on n and ~. 

A new proof of this theorem, based on an approximation by solutions of the non- 

parametric Euler-Lagrange equation, is given in [18]. 

Remar]~s. 1. There is a constant ~ > 0, depending only on e, n and ~t, such that  if 

2QE(0, Qo-Ix0]), if H is a hyperplane intersecting U~+l(x0, 0), if H+ is a halfspace with 

OH+ =H,  and if 

cn+I((H+AVr) fl un+~(Xo, 20)) < ~Q~+~, (39) 

then (37) holds. This assertion is easily checked by using the volume estimate (35). 

Since TE}~,(R~+I), it follows from this (see [7], 4.3.17) tha t  for 74"-almost all 

x0E spt T fl Un+I(0, 0o), there is a 0E(0, r Ix01) such that  (37) holds. That  is, we deduce 

that  
~n(sing T fl un+i(0,  ~0)) = 0, 

because in a neighbourhood of a point x 0 where an inequality of the form (37) holds, we 

can apply standard regularity theory for elliptic equations (see Lemma 2.3 below) to 

deduce that  spt T is a C a hypersurface near x 0. 
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2. We also r emark  t ha t  there  is an ~ > 0, again depending only on e, n and  ~t, such 

t h a t  if 2~ E (0, ~o - I xo I ) and if 

I ,Z-   ~ TII < ,7~o" (40) 

for some ~~ then  (37) holds if we take  H to  be the  hyperp lane  normal  to r 0 and con- 

ta ining x o. This assert ion is established for example  in [I 8]. 

3. I f  S~ = ~  V,~ LU~+~(0, ~o), r = 1, 2, ... and  S = ~  V~ k_U~*~(0, ~o) are in ~ ( F ,  ~o), if 

~.en+l((VrAg) n Un+l(O,  ~)o))"-'->" 0 

as r-~ r and if x o E reg S, then  by  tak ing  r o sufficiently large and  let t ing H be the  t angen t  

hyperp lane  to reg S a t  x0, we clearly have  t h a t  there  exists ~) > 0  such t h a t  (39) holds wi th  

V~ in place of VT, r > r  o. I f  we assume for convenience t h a t  uS(x0)=en+l~-(0 . . . . .  0, 1) 

and t h a t  x 0 = 0, then  by  r emark  1 it follows f rom the theorem t h a t  there  are open subsets  

W ,  W c R n  and a r such t ha t  

U"(0, e/2) c ( f )  W.) n w 
r>r0 

and such t h a t  spt  S, fl Un~l(0, ~), r>ro,  and sp t  S r~ U~+I(0, Q) can be represented in the  

non-paramet r ic  form 

x . + l  = u , ( x l  . . . . .  x . ) ,  (x l  . . . . .  x . )  e W , ,  r > %, 

x,+l = u(xl . . . .  , x,), (xl, ..., x , ) e  W, 

where u,, u are C s solutions of (18) with I Du, I <1  and u , - ~ u  (uniformly) on Un(0, 9/2). 

Fu r the rmore  f rom (38) we deduce a uni form Lipschitz es t imate  for D u ,  r > ro, and hence 

(by the Schauder  es t imates  for linear elliptic equations)  we have  

D u ,  ~ D u ,  D~uT ~ D~u, 

where the  convergence is uniform on U'(0 ,  a), a <r 

4. Final ly  we r emark  t h a t  (38) implies t h a t  the  uni t  no rmal  v r of T satisfies 

sup ]~]~ < c/~ 2, ( M  = spt  T fi U'+a(xo, ~]2), v = ~r), (41) 
M 

where c depends  only on n and ~. I n  (41), and  in wha t  follows, 8 =O r denotes  the  tangent ia l  

gradient  opera tor  associated with T as described in (27); if h is a C 1 funct ion on reg T, then  

~h -- D ~ -  O, T" D/~)~ T 
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on reg T, where ~ is any  C 1 extension of h to a neighbourhood of reg T, and D = ( Dx .. . .  Dn+~) 

is the  usual gradient  opera tor  in R "+1. (Of course, (5 so defined, is independent  of the part i-  

cular  C ~ extension of h t h a t  one chooses to use.) 

The quan t i ty  IOv[ 2 appear ing  in (41) is geometr ical ly  just  the  sum of squares of 

pr incipal  curvatures  of the  hypersurface  M = reg T. T h a t  is, if x 1 . . . . .  xn are the  principal  

curva tures  of M at  x0, then  

n+l  
y 

| = 1  1,1=I 

The following theorem asserts t h a t  a sufficiently small  L 1 bound on the  principal  

curvatures  of a minimizing current  is enough to guarantee  the hypothesis  (37) of the  

regular i ty  theorem.  

THEOREM 1.3. For each e > 0 ,  there is an 7 > 0 ,  depending only on e, n and ~t, such 

that i / T e ~ ( 2 ,  Co), i /Xoe sp t  T, i / ee(O,  Co- Ix01) and i/ 

f u  n+ l(x~ q)nreg r [ (~rvr [ d~//" < ~ 0 n -  1' (43) 

then there is a hyperplane H containing x o such that 

spt  T A Un+l(xo, 0~) = (x: dist  (x, H) < eOQ}. 

Here 0 E (0, 1) depends only on n and ,~. 

Remarks. 1. A consequence of the theorem is t h a t  if TE)~/()I,~o), and if 

xoE sing T rl Un+l(0, Qo-q),  then  

fU n+ l(x., Q)flreg T I ~TvT I d~//n ~ ~ n - 1 ,  (44)  

where ~ is a posit ive cons tant  depending only on n, ~. 

2. We will first prove  the l emma  subject  to the assumpt ion  t ha t  sing T - -  O. Actual ly  

for  the  purposes of P a r t  I we only need the above  l emma  in this case. Thus  to t rea t  the  

case sing Tg=O, we can (and will) use the  conclusions of the  main  theorem in 1.3 in order  

to  appropr ia te ly  modi fy  the a rgumen t  given below for the  case sing T = O. 

Proo/. By introducing the  t rans format ion  of x variables  given b y  ~ = ~ - I ( x - - X 0 ) + X 0 ,  

one easily checks t ha t  FE3:(2, Qo) is t ransformed to PE:~(~t, 1). Hence  it suffices to prove  

the  theorem in the case r = ~o = 1 and  x o = 0. 
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Then if the theorem is false, we have ). and e>0,  and a sequence {T r) with T r= 
~[Ur~ [_U~+'(0, 1) 6W/(F ~, 1), F~6:~(;t, 1), r = l ,  2, ..., such that  

n+1(0,1) 

and such that  for each hyperplane H containing 0 

spt (T ~) 0 U~+~(0, I/r) ~ {x: dist (x, H) < e/r}. (46) 

Here (~r, v~ denote respectively the gradient and unit normal associated with T r. Using 

Theorem 1.1 we then have F 6 :~0 l, 1) and 

T = 0[[ U~ t_Un+a(0, 1) E ~ ( F ,  1) (47) 

such that  F~n((UrAU) NUn+I(o, 1))~0 as r~oo.  Also, by (46)and remark 3 following 

Theorem 1.2, we have 

0 Esing T, (48) 

and (by (45)) each component of reg T is contained in a hyperplane. If we let h ~= 

2.t-1 otv0v be the mean curvature vector of T r, then the first variation formula for T ~ 

([7, 5.1.8]) gives 

fu (O~cf-q~hr)dHT~ll =0,  q~6C~(U~+I(0, 1)). (49) 
n+l(0,1) 

But by virtue of (45) and remark 3 following Theorem 1.2, this implies that  T is stationary; 

that  is, 

fv  5rqJdHT]l =0,  1)). (50) ~ e CI(Un+I(O, 
n+l(0.1) 

We now want to use the dimension reducing argument of Federer [8, p. 769]. The 

relevant part of [8] deals with absolutely area minimizing currents; however the argument 

on p. 769 of [8], and the necessary preliminaries in [8] and [7], apply if the absolutely area 

minimizing hypothesis is replaced by (47) and (50). I t  follows that  

:~n-l(sing T N U"+I(0, 1)) = 0. (51) 

(Otherwise the dimension reducing argument of [8] implies that  there exists a 1-dimensional 

oriented cone in /~~176 ~) which has a singularity at the origin and which minimizes a 

parametric elliptic integrand in R ~, and this is clearly impossible.) 

Combining (51) with the fact that  each component of reg T is contained in a hyper- 
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plane as noted above, we can then deduce that  T =~ta=~H~ L _ u n + I ( o ,  1), where H~ ... . .  HR 

are hyperplanes with Ht N Hj N U'+I(0, 1)=O,  i # ] .  But this contradicts (48). 

Thus the proof of the theorem for the class of currents T E ~ ( 2 ,  1) with sing T = O  

is complete. 

We now turn to the general situation when sing T:#O; we still work with Q0=~ = 1 

and x 0 =0  as above. As explained in the remark prior to the beginning of the proof, we 

can use the results of the main theorem in 1.3 (Theorem 3.1). In particular we can use the 

fact that  ~H~-l(sing T N U~+1(0, 1))=0. Thus for each 7 > 0  and each QE(0, 1) we can find 

balls un+l(x (1), ~.1) ..... U=+~(x (m, ~ )  covering sing T N U~+l(0, ~) and such that  ~t <7, 

i = 1 ..... N, and 
N 

Y ~ - '  <7.  (52) 
i l l  

Thus if we let $~ be a non-negative smooth function with StE[0, 1] on R n+l, ~ t=0 on 

Un+~(x(~ ~ t - 1  on R~+l~U~+~(x(~ 20t ) and supRn+~ [D~t[ <.3/Q,, then we have, by 

virtue of 1.1 (33) and (52), tha t  

{53) 

where c depends only on n and 2. Thus using (1-IN_~)~0 in place of ~o in (49), and then 

letting 7 ~ 0  and using (53), we can deduce that  (50) in once again valid. The above argument 

is then concluded as before. 

The following technical lemma will also be needed subsequently. 

LEMMA 1.1. Suppose 

Un+l( O, ~o), suppose that 

M is a connected C 2 oriented 

:Hn-IC(_M-M) N U"+~CO, Qo)) = 0  

hypersur/ace contained in 

C54) 

and suppose there is a constant c such that 

~/~(M N U~+*(Xo, {))) < c q  n 

whenever x o E M and Q E (0, •0 - [ x0[ ). 

Then 

~ M ] / U ' + I ( 0 ,  00) = 0, 

and Un+l(0, ~o) ~- ill  has exactly two components V1, V2 with 

OV1 N U'+I(O, Qo) =Or, N U"+I(O, ~0) = M N U"+I(O, ~o). 

(55) 

(56) 

(57) 
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I /  C denotes any non-empty collection o/connected oriented C ~ hypersur/aces M which 

satis/y (54) and (55), and i / C  is such that M N M' =~) /or each distinct pair M, M' E C, then 

/or each M o E C we have 

W~-'(( U 2~) n M 0 ) = 0 .  (58) 
M ~.C~(Ma} 

Proo/. We can suppose without loss of generality tha t  Q0 = 1. Let  ~ E (0, 1) be arbitrary,  

and let x~, ~ ,  ~ be as in the previous proof. 

Then, if w is any  smooth (n -1 ) - fo rm with support  in Un+l(0, ~), we have by Stokes'  

theorem tha t  

By virtue of (55) we still have an inequality of the form (53), hence letting 7-~0, we obtain 

~M~(d~o) =0. In  view of the arbitraryness of r this gives (56) as required. 

Next, by (56), [7, 4.5.17] and the connectedness of M, one can quite easily prove tha t  

there is a connected open set V with ~VNUn+I(0, 1)=MNUn+~(0, 1). Then, setting 

V I = V and V~ = U~+I(0, 1).~17, (51) holds as required. 

I t  remains to prove (58). Let U +, U-  be the two components of U~+I(0, 1)~_M. I t  

is quite easy to check tha t  for any M E C "~ (Mo}, precisely one of the components, say V(M), 

of U "~ 1(0, 1) ~ M has the properties tha t  

.~4 ?) M o = V(M) N Mo, and either V ( M ) c  U + or V ( M ) c  U-. (59) 

Notice tha t  the first assertion here follows from the latter pair of alternatives. That  at  

least one of the alternatives in (59) holds is clear; indeed otherwise we would have a com- 

ponent V of Un+l(0, 1 )~ l ] l  such that  V N .~0~ :~  (and hence V N M0@O), and one can 

then show by the eonnectedness of M 0 and the Poinear~ inequality [7, 4.5.3] tha t  

~/n-l(M N M0) >0. But  this implies M N M0~=~, contrary to hypothesis. By a similar 

argument we can show that  for any pair M, M'  

either V ( M ) c V ( M ' )  or V ( M ' ) c V ( M )  or V(M')N V ( M ) = O .  (60) 

We now introduce an equivalence relation ~ on C ~ {M0} by writing M ~ M'  if either 

V ( M ) c  V(M') or V ( M ' ) c  V(M). There is at  most a countable collection C1, C~ ....  of 

equivalence classes (since otherwise we deduce by (60) tha t  there is an uncountable collection 
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of pairwise disjoint open subsets of U~+I(0, 1)). Further, within each equivalence class 

C~ we can find M~I, M~ .... such that  (JM~r V(M)= [.J~=~ V(M~). Thus by (59) we have 

~/~-1( 19 ; Y ~ M 0 ) = ~ l (  (3 V(M)~Mo) 
M~C~{M0} MeC~(M0) 

as required. 

1.2. Some non-parametric results 

In this section we wish to look at solutions of the non-parametric Euler-Lagrange 

equation corresponding to functionals F, where F E:~(~t, o0); that  is, we study equations 

of the form 

d Fp~(x, u(x), -Du(x) ,  1)=Fxn+l(x, u(x), -Du(x ) ,  1), xE~,  (1) 
t=l 

where f~ is a domain in R n and F E ~(;t, Q0). 

The results obtained here for solutions of equations of the form (1) will be applied in 

Theorems 2.1, 2.2 and in 1.3 to give the central result of Part I; viz. that  if TE77'I(F, ~0), 

then the cylinder T x R can be approximated in a certain sense by C2(Un§ ~0)) solutions 

of the equation 

n+l,_l~/xtd p~t(x, _ Du(x), 1) = 0. (2) 

Here the notation is as follows: FE~(),, ~0) and s is defined on R n+l • R n~2 by 

R ,+ 1 , + 2 lt~ d 

where y~EC~(Un~I(0, 1)) with y~>0 and S~p(y)dy=l, and where ~eCa(R)wi th  qg(t)=O 

for I t l>~ and 0 < ~ ( t ) <  1 for It]<�89 

+ ~2 ~1,2 for ]P'I ~> �89 and _P(x,p) is obtained by apply- Thus _P(x,p) = (F2(x,p ') ~,~2j 

ing a smoothing operator for IP'I < �89 -P is a C ~,1 function on R ~1 • R ~+2 ~ (0}, and 

[l~llc' small enough (which we always assume subsequently) a positive multiple of -P 

satisfies conditions like 1.1 (6), (7), (8), (9). (The checking of 1.1 (8) is partly facilitated by 

the uniform convexity in q of (F2(x, q) + 1) 1/2, 0 < ]q] < 1.) 

The associated functional F is defined by 

F(T) = .Ian+2/~(3~, YT(x, t))dHT H (x, t), Te~n+l(Rn+l), (3) 

so that  

F(S • ~(a, b)~) = (b -a)F(S) ,  Se  ~,(R~+~), (a, b) ~ R. (4) 
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Notice tha t  the equation (2) has the same general form as (1), except tha t  there is 

no explicit u dependence in (2). For this reason we will be especially interested in equations 

of the form (1), where as in 1.1 (17)--(20) 

~- F(x, t, p ) -O ,  x6R  ~, teR,  peRn+2~(O}. 
Ot 

(5) 

For F as in (5) we will often write F(x, p) (x E R n) instead of F(x, t, p). Using this convention, 

the equation (1) becomes 

1)=o, x a. (6) 
l ~ 1  

(Notice tha t  the form of (6) is the same as (2) with n in place of n +  1.) 

For equations of the form (6) there is a particularly nice existence and regularity theory, 

some of which we will develop here. Some of the results given below are new, others involve 

slight modifications of known results. 

We begin with two lemmas concerning solutions of the equation (6). In  the s ta tement  

of these lemmas we let G be the graph of a solution u of (6); tha t  is 

G -- {(x, u(x)): x 6 ~ } ,  (7) 

where u satisfies (6). [~G] will be the n-dimensional current associated with G; it will always 

be supposed that  v lol is the upward unit normal of G. 

LEMMA 2.1. ~ G] is absolutely F-minimizing in ~ x R. 

Proo[. Let K be an arbi trary compact subset of ~ x R and let T be any current in 

~n(R n+l) with spt T c ~  • R and OT=O([G] LK) .  Analogously to 1.1 (19)-(20), we can 

then find R with OR= T-~G~ I K ,  spt R c ~  x R, such tha t  1.1 (20) holds with ~G] L_K 

in place of ~G]. 

L~MMA 2.2. I / ~  is a bounded Lipschitz domain, i /v  2 is a given real-valued/unction on 

O~ such that A={(x, t):  xEO~, t<yJ(x)} is a Borel set, i/ KI <~V2<~K 2 (K1, K 2 constants) 

and i /  
OI G~ = B, 

where B =0[A](1) 6 Rn_I(Rn§ then 

s u p u ~ < K  1+c,  i n f u > / K  s - c ,  
II O 

(1) Here, and subsequently, ~A~ is such that v[AI is the inward unit normal to ~. 
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where c depends only on n, 2 and ~ .  In  case ~ =U'(0 ,  Q1), c has the/orm c101 where c, depends 

only on n and ~. 

Remark. The constant c above does not depend on Qo; this is because (as will be clear 

from the proof) no bounds for the derivatives F~jDk, F m j ~  need be assumed. 

Proo]. By Lemma 2.1 we know tha t  ~G] is minimizing in n xR;  since ~ is Lipschitz 

it easily follows tha t  [G] is minimizing in ~ • R. Also, since ~ is a bounded Lipschitz 

domain we can find a Lipschitz retraction of ~ U {x: dist (x, ~ )  < 0} onto ~ for some 

0 > 0. Thus there is a Lipschitz retraction of (~  • R) U {x: dist (x, ~ • R} onto ~ • R, 

and we can apply 1.1 (28) with T = [ G ]  to give 

~/n((~ N Un+l(~0 ,  ~ ) ) / >  e l ~  n (g) 

whenever ( ( ~ G )  fl U~+I(x0, Q) = ~ ,  where c I is a constant depending only on n, 2 and ~ .  

We now let 

s = sup (u - Ks). 
[1 

If  s > 0 we can choose x o = (y, u(y))E {7 such tha t  u(y)> Ks + s/2. Taking @ =s/2 in (8) then 

gives 

sup (u - K~) ~< c~(:/4"(O+)) ~n, (9) 
t~ 

where ca depends on n, ~. and ~ ,  and where 

G+ = {(x, t) f iG:t  > Ks}. 

But now since [G] is F-minimizing in ~ x R we have 

where 

ue = {(~, t ) e n  xR :  K s + ~  < t  < u(~)}, s .  = ~ [ u ~ ] - i a ]  LU. .  

Since spt (~l U,~ - [G]I  LU~)~  f i x  {K s +e}, it follows tha t  

(10) 

F(S~) ~< ~IZn(~). (II) 

By combining (9), (10), (11) (after letting e-~0 +) we then have supnu<~K2+ca; c a 

depending only on n, 2 and ~ .  In  case ~ ---Un+l(0, Q1), an examination of the proof shows 

tha t  c a =c4~ 1 with c 4 depending only on n and 2. 

The proof tha t  infnu >/K 1 - c  is similar. 

1 6 -  772905 Acta Mathematica 139. lmprim~ le 30 D6cembre 1977 
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The next lemma is a well-known regularity result from the general theory of quasi- 

linear elliptic equations. 

Lv.MMA 2.3. Suppose u is a Lipschitz weak, 8olution o/ (1) on ~; that is, u is Lipschitz 

on ~ and 

,~, fnF , , ( x ,  u, - Du, 1)r dz= f F~,+~(x, u, - D u ,  1)~dx (12) 

/or every smooth ~ with compact support in ~.  

Then u has locally H6lder continuous second partial derivatives on ~.  I n / a c t / o r  each 

E (0, 1) and/or each ball Un(xo ~)) ~ ~ with ~ <~o, we have a bound o] the/orm 

t ,1-1 

where c depends only on n, ~, ), and sup~ I Du 1. Here [ D,D,u  [,~) denotes the H6lder coef/icient 

corresponding to exponent 7'. 

I] F E C  ~+1, r>~2, on R "+1 • then u is C +~ on ~ /or every 7E(O, 1). I /  F 

is analytic on R "+1 x R n+l ,~ {0 ) ,  then u is analytic on ~.  

For a discussion of such regularity results the reader should see for example [12]. 

The next  lemma is a consequence of the De Giorgi-Nash-Moser theory for linear 

elliptic equations. 

LEMMA 2.4. Suppose u 1 and u e are solutions o/ (12) on a ball Un(x 0 Q), suppose Du I = Du e 

at each point o/the set 

O = {~eU"(~o ,  O): u l ( z )  = us(x)}  

and suppose 0 ~ 0 .  Then ul--~u e on U"(x o, ~). 

Proo/. We note tha t  max (ux, u2) and rain (u 1, uz) are C a. 1 functions which satisfy the 

strong form of (12) almost everywhere on Un(x0, ~). Hence max (ul, us) and rain (u 1, us) are 

both weak solutions of (12). However, it is well known (and easily checked)that  if we take 

the difference v=v  1 - v  e of any two solutions vt, v e of (12), then v satisfies a linear elliptic 

equation of the form 

8 8 
(b,v) 

L I - I  

where the a u, b, are bounded functions (determined by F,  v I, re) and (a~j) is positive definite. 

Hence by the De Giorg/-Nash-Moser theory we have that  if v>~0 on U"(x o, Q) and if v = 0  

at  some point of U"(xo,~), then v-=0. This follows, for example, from the Harnack in- 
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equality. Applying this to the solution v =v 1 -v~ with v 1 = m a x  (Ul, "/r and Va = rain (ul, us) , 

we then have the required result. 

The remaining results in this section concern solutions of (6). G (as in (7)) denotes the 

graph of a solution u of (6). 

Preparatory to the first 3 results here, we wish to derive an important  identi ty involv- 

ing second derivatives of u. The derivation is essentially based on an idea of Bernstein, 

and the final identity ((17) below) is of a type that  plays a key role in [5], [11] and [16]. 

We begin by writing (6) in the weak form 

foF,,(x, - Du, I)~x, d x = O  (6)' 
| - 1  

for each smooth ~ with compact support in ~.  Replacing ~ by ~x z and integrating by parts 

we then have 

fad{FAx.-Du, 1)}r du=O.  
I - 1  

H we use the chain rule and the homogeneity condition 1.1 (6), this is easily seen to give 

,.~, fnv-'F,,~,(x, v)%,,-O,,F,,,,(z, v)} L,d x=o, 

where v is as in 1.1 (16)and v = Y l +  [Du],. 
Replacing ~ by ~u,~, summing over l, and using the identity 

7 u. ,u . , . ,  = v % ,  ] = 1 . . . . .  n, 
1-1 

we then have 

L l,J-I L 

t n + l  

From now on we interpret all functions ~0=~0(x), defined for xef~, as funotions which 

are defined on ~ • R but  which happen to be independent of the (n+  1) m variable; tha t  

is, we will henceforth not distinguish notationally between ~0 and the function ~* defined 

on ~ xR by ~*(x, t)-~(z), xs 

Then we have the identity 

n + l  n + l  

t , f ,  1 - 1  i . / . 1 -1  i , J - 1  
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where ~ denotes the tangential gradient operator on G (that is, ~ ~ D - v ( v "  D)) and where 

w =log v. (13) is easily checked by computing the quantities on the right and then using 

1.1 (12). 

We also have the identities 

= (14) 
L/ffil L I ~ I  

and 
n n + l  

Fm~,~x,(x, v)v,z,= Z Fm~,lx,(x, v)O,v,, (15) 
t=1 t =1 

which easily follow from 1.1 (12). 

By using (14)-(16) in (13), and noting that  vdx is the volume form for G, we then have 

t.~l [~lFp,~,(x,v)O,v,O,~,,r wO, wr wO,r dT.l" 

f ["+' .+, } 
"~" l-1 ~ LVlit.I~I FptpIxI(x'y) f~',t"~- t-1 ~ Fm""(x'v) ~cl~l'ln" (17) 

We remark that  if we replace ~ by v,+t~ in (17), then, using the fact that  v,+l=v -1, 

we obtain 

t,1-1 ,-1 

,-a 1FP'pm(x' v)~vJ+ 2 Fm~,,,(x, v) edit". (18) 

Writing ~(x) =~2(x, u(x)) in (17), where ~ has compact support in ~ =R,  and using the 

inequalities 1.1 (8), (9), and (14), of. analogous arguments in [11] and [16], we then deduce 

where c a depends only on n and ~t. 

Choosing ~ such that  spt~p~Un+l(x0,~), ~-~1 on un+t(Xo,~/2) and sup]D~[ ~<3/q, 

we obtain the bound for I~[  2 in the following lemma. This bound will be of central im- 

portance in what follows, 

LEMMA 2.5. Suppose u satisfies (6) on ~. I/XoEG and Un+l(x0, ~) fl (G~G)=~,  where 

<~0, then 

fGflUn+l(xo,Q/2 I~Y [2d~n ~ co n-2, (20) 

where e is a constant depending only on n and ~. 
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Next we have an interior gradient bound for solutions of (6). Note that  such a result 

is false in general for solutions of (1). Gradient bounds of the type obtained here were 

first obtained for arbitrary dimension n in [5]; the result was extended to equations of 

the general type (6) in [11] and [16]. 

LEMMX 2.6. Suppose u satis/ies (6) on f2, suppose o E (O, 0o), and suppose Un(xo Q)~ ~.  

Then 

I Du(~o)l <e~ exp { ~ ; / 0 }  (21) 

I Du(xo) I <c~ exp {c~m;/e},  (22) 

where 

m~ = sup (u - u(xo)), m~ = sup (u(xo) - u), 
un(xo, o) u n (  xo. o) 

and where cl, c~ are constants depending only on n and ~. 

The next  lemma shows that  if the principal curvatures are pointwise bounded, then 

vn+l satisfies a Harnack inequality on G. In the minimal surface case a similar result has 

been proved in [17]. 

LEMMA 2.7. Suppose u satis/ies (6), suppose ~<Qo, Un(xo, Q)c~2 and 

sup [,~vl~-.< K/e ~ 
GflU n+ I(Yo, O) 

(23) 

where Yo = (Xo, U(Xo)) and K is a constant. Then 

sup vn+l < c inf v ,~ ,  
Gf lun+ l(ye.Q/2) GflUn+ l(ye.•12) 

where e depends only on n, K and ~. 

Proof. We first note tha t  there is 0E(0, 1), depending only on K, n and 2, suoh that  

G D Un+l(yo, 0~) is connected and 

Iv(x) -u(Yo) ] ~< cO, x E G N U "+1 (Yo, 00). (24) 

This is fairly easy to prove by elementary means, but  it is convenient here to simply note 

that  by (23) and 1.1 (33) 

f~ I~l d~tn < c 
(k(0e)" 1 

fl u n  + l(yo. Oq) 

where c depends only on n and )L; hence we can use Theorems 1.2 and 1.3 to yield (24) 

and the required connectedness. 
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We can now introduce new orthogonal coordinates in the tangent hyperplane of 

G at Y0; with respect to such coordinates the equation (18) gives a uniformly elliptic equation 

for 7n+1 (see [17] for a detailed argument in the minimM surface case). Hence by 

ttarnack's inequality for uniformly elliptic equations we deduce for small enough 0 

sup ~n+l ~< cz inf ~gn+l, 
un+l(yo, Oo/'~) "un+l(yo, OOI2) 

which is the required inequality with 0 0 in place of O. Since we can vary Y0, the lemma 

now follows. 

The following lemma contains the information concerning the Diriehlet problem which 

will be needed later. 

LE~*MA 2.8. Suppose ~ is a bounded C s domain such that the distance/unction d, de/ined 

by d(x) =dist (x, ~ )  /or x 6 ~  and d(x) = -d is t  (x, 8~) /or x6Rn,,r satisfies 

~xf d 
{F~,(x, Dd(x), O)} <~O and ~ ~xx {Fp,(x,-Dd(x),O)}<O 

f = 1  i - I  

(25) 

at each point x 6 ~ ,  and suppose v 2 is an arbitrary bounded real-valued/unction on ~ .  

Then there is a CS(~) solution u o/ (6) eatis/ying the condition 

lim u(x) = V(Xo) (26) 
X--~Zo 
XE&~ 

at each point x o 6 @f2 where v/ is continuous. Furthermore, i/ 

is such that 

W = {(z, t ) e a ~  x R : t  < V,(x)} 

B = O[ W / 6  ~._,(R "+,) 

and i/ the set o/ discontinuities o/ v 2 are contained in a closed set o/~"-1-measure zero, then 

the boundary values y, are attained globally in the sense that 

In this case, [G] 

apt Tc~ • R, then 

~[G]l = B. (27) 

is absolutely F-minimizing in ~ •  i/ T6~n(R)  "+1, @T=B, 

1 
(28) 
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Remark. 1. Note  t h a t  (28) guarantees  uniqueness of the  u sat isfying (6) and  (27). 

2. I n  the  special case when ~ - -Un(0 ,  ~o), we have  d(x)=~o-Ix]; hence (25) requires 

.<o and x, ~-1 ~-~, 0 ~ 0. 

But ,  using 1.1 (8), one easily checks t ha t  

 § o 1 
- 1 - -  d x |  p t  - -  | -  1 

for x E~Un(0, Q0), where ~ =suP~un(0.~,)l~_~ Fr, x,(x, § 0)[ ~ .  

Hence  (25) holds in this case for a n y  Q0 ~<)t-1 (and s t r ic t  inequal i ty  holds in (25) if 

~0 < A - l )  �9 

I n  the  constant  coefficient case, i.e. F~(x, p) ----0, i = 1, ..., n, p E S n, we have  ~1 =0 ,  

and hence (25) holds for every Qo >0.  

Proo/. The condition (25) is sufficient for  the existence of bounda ry  barr iers  for  equa-  

t ions of the  form (6) (see the  discussion in [16], w Then  in view of the  a-priori  bounds  of 

L e m m a s  2.2, 2.6 it is a s t andard  m a t t e r  ([14], a l te rna t ive ly  see [16], Theorem 4) to 

deduce t h a t  (6) has a C 2 solution satisfying (26). 

To prove  (27) it  suffices to show t h a t  

a [ G - ]  =[G]-IW~, (29) 

where 

G-  = { ( x , t ) e ~  •  <u(x)} .  

((27) follows f rom this by  apply ing  a and  using ~ =0.)  Since the  set  of discontinuit ies  of 

yJ is contained in a closed set  of ~/n- l -measure zero, (29) follows f rom (26) and  the  fac t  t h a t  

~/n(G) < co. (28) holds by  1.1 (20). Thus  the  proof is complete.  

We  now replace n b y  n + 1 and  app ly  the  above  results to solutions of the  equa t ion  (2). 

I n  part icular ,  if we app ly  the  last  theorem above,  then  we can p rove  t h a t  if Qo<~t~l(1), 

if A is an  open subset  of 8U'+1(0, ~0) such t h a t  

B = a i A ] e  ~ , _ I ( R  ~+1) (30) 

~ ' - l ( s p t  B) < 0% (31) 

then  for each r = 1, 2 . . . .  we have  a C~(U'+I(0, ~0)) solution u r of (2) wi th  

Ur ------ r on A, ur - 0 on SUn+l( 0, ~0) ~ ~  (32) 

(1) Here ~'x is as in the remark 2 following Lemma 2.8. 
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and with graph Gr such that  

~{a , ]  = B • [(0, r ) ]+~A • { r } ] - I A  • {0}]. (33) 

We now fix A, B as in (30), (31) and introduce the following further notation for 

F e ~(2, ~0): 

7UA(F, Co) = {T = ~ v~ Lu~§ Qo) e ~ ( F ,  ~o): ~ V~ L~U~§ ~o) =~A]}. 

(Note that  than any T =~[ V] [__Un+l(0, Qo) E ~IA(F, ~)o) must satisfy 

T - [ A ]  = ~ v],  (34) 

and, in particular, ~T = B.) 

We always take @o<A[ 1, A1 as in remark 2 following Lemma 2.8. 

~A(F, @o) will denote the collection of T = ~  V]L_Un+I(0, @o) ~ )~l~(F, @o) such that  

there is a subsequence {u~} of {u,} (ur as in (32), (33)) and a sequence {4} of reals such that  

for each @ > 0 

s ~ (v'(0, co) • ( - e ,  e))) -~0 as k-~ o% (35) 

where 

U = V x R  

and 

U~, = {xEU(O, 0o) • R: x,~+~ < Uk(~ 1 . . . .  , ~n) - - d k } "  

We note that  the sequence dk must satisfy 

dk ~ c~ , k - dk -~ c~ as k-~oo, 

otherwise U = V x R would be impossible by (33). 

We note also that  ~ ( F ,  q0) is closed in the sense that  if 

T r =8~ Vr] L_Un+I(0, @0) E ~}l~(F, @0) and if T = 0[ V] lUg+l(0, @o), 

then 

s as r-~oo implies TET~'A(F,@o). (36) 

The following lemma concerning ~ ( F ,  Q0) is of central importance, and is a con- 

sequence of Lemma 2.5. In [13] Miranda considered arbitrary convergent sequences of 

solutions of the minimal surface equation (converging in the same current sense as here) 

and proved a result like (i); we here use a similar argument to prove (i). 

THEOREM 2.1. I /  T 6 ~ffA( F ,  @o), then 

(i) ~n-s(sing T N Un+l(0, @)) < 0% V@ < @0, 
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and 

(ii) fi.).n+l(o,q)orog TI(~T'pTI2 d~tn < CO~ n-2, 

where c depends only on n, X and ~/Qo. 

Furthermore, each component M o/ reg T satis/ies 

(iii) ~ M ]  LU~+'(O, Qo) = O, 

and i/ M is appropriately oriented(1) 

(iv) ~M]E 7~l(F, eo). 

Proo/. By Lemma 2.5 we have for ~ <o  o 

~o 16rr ~d~r--' < ce n-l, 
rflUn+2(0,~0 

where 

6 r = 61(J,], v' = v [q'! 

V~ < Q0, 

and where c depends only on n, ;t and 91~0. 

We now let TEO[ V~L_U'+I(O, qo)s ??/~(F, qo) and let e > 0 .  

Defining 

S=Tx~R~, U=VxR 

we have tha t  (35) holds for some sequence {dk} of reals. We now let Q <~o and define 

k # j ,  

~/"-l((sing S)Q) ~< 2"- lN~(n-1)6  "-1 +e.  

(37) 

(sing S)Q = sing S fl Bn+~(0, ~). 

Then  (sing S)Q is compact,  and hence for sufficiently small 6E(0, �89 we can find 

points x C1> .. . . .  x(N)E (sing S)0 such tha t  

N 
(sing S)Q c U Un-2(x (j), 26) (38) 

Jffil 

Un+~(x ~j), 6) N Un+2(x (k~, 6) ffi O, (39) 

and 

(40) 

(Note t ha t  here we have used the  definit ion of Hausdofff  measure.) 

(~) Given a component M of reg T, T E ~ ( F ,  Qo), we always take [M]  such that v[~l=v T 
on M,  
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Now let x(J'k)Espt Sk(Sk=~G~) be such tha t  Ix (j)-x(j'k) I =d i s t  {x (J), spt Sk}. Since 

X,(t'k)-')'X(t) a s  ]r 0% w e  h a v e  

U"+~(x (j'~), 8/2) c U~+2(x (~), 0), k >~/%, ?" = 1 . . . . .  N. (41) 

We now claim tha t  there  is a constant  ~ > 0, depending only on n and ;t, such tha t  for  

./= 1, ..., N and for k ~> ]c 1 ~> ]c o 

f ,  10s'vs']2 d~ TM (42) ?]0 n-1 .  

pt SkoVn+2(x(t, k), t~/2) 

This must  hold because otherwise, for sufficiently small ~ > 0  and some subsequence 

{k '}c  {k}, we would have by  Theorem 1.3 tha t  the hypothesis  1.1 (37) holds with n + 1, 

00, x (j'k') and S~, in place of n, ~, x 0 and T respectively. Thus  we would have tha t  for 

k'>~ kl, spt Sk, N Un+~(x (j'~'), 08/2) is a connected C 2 hypersurface with 

}vsk.(x) - ~k,(y) ] ~< c]x - y I, x, y E Un+2(x ('k'), 08/2) N spt  Sk., 

where c depends only on n and 2. Since x(~'k')~x(J)this would clearly imply tha t  x(~)Ereg S, 

and this contradicts  the choice of x (j). 

Summing over i = 1 ,  ..., N in (42) and using (39)-(41) we have tha t  for sufficiently 

large k 

V ~ " - l ( ( s i n g  S)q) - Ve <~ j:pt s,,nv,,+2(o.(~,+q)~) I ̀ ~s~'s~ 12d~/"+l' 

and by (37) this gives (since e > 0 was arbi t rary)  

~/n-l((sing S)q) ~< C~ n-i, 

where c depends only on n, ~ and ~/P0. Then  since S = T • ~R~, this clearly implies (i). 

To prove (ii) we notice tha t  if 

(reg S)~ = reg S ~ {x: dist (x, sing S) < a}, 

then for ~ <~0 

f(.~.s)onv.+2(o,q)lOs~l =d~"+ '= l im ( 10s'vs'l=d~ '`+' 
k-~v ,](set s~~ ix: dist (x, sing S) <a})flun+2(O. O) 

(43) 
k--~0 JsptSkNUn+2(0,Q) 

by  (20). (43) holds because of the convergence described in remark  3 following Theorem 

1.2. Since a was arbi t rary,  (ii) easily follows from (43). 
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The remaining conclusions of the  l e m m a  are a direct  consequence of L e m m a  1.1. 

In  view of the definit ion of ~ ( F ,  ~o) it  is na tura l  to ask whether  or not,  for every  

choice of constants  dr sat isfying dr ~ cr a n d  r--dr ~ c ~  as r ~  cr there  is a subsequence 

~u~--d~) of { u r - d r )  such t h a t  (35) holds for some U = V x R. The  following theorem answers 

this question. I n  this theorem,  and  in wha t  follows, we cont inue to assume ~0<~11, ~t x 

as in r emark  2 following L e m m a  2.8. Here  and subsequent ly  we take  sup ~ (~ as in the  

definit ion of P )  small  enough to ensure t ha t  T • ~R] minimizes 1~ if and only  if T minimizes 

F, TEIn(Rn+2). T h a t  this can be done follows f rom (4) toge ther  with the  fact  tha t ,  b y  

[7, 3.2.22, 4.1.28], for  small enough sup ~p we have  F(R) >t J'R F(Rt)dr, R E In+l(Rn+2), where 

R t denotes the slice b y  x~+l = t ([7, 4.3]). 

THEOREM 2.2. Let ~dr} be any sequence of reals with 

(i) r - d r ~ ~ 1 7 6  "-~~176 as r ~ o o ,  

and let 

UT = {(x, t) ~Vn+l(0, Q0) • R: t < udx) - dr). 

Then there is a Lebesgue measurable U ~ U n + 1 (0, Qo) • R and a subsequence ( Ic } = ( r~ )~_ 1. u .... 

of {r) such that/or each ~ > 0 

s n [ J ~ ( o ,  ~o) • ( - ~ ,  e))] -~o 

as k ~ oo. U is such that either 

(ii) l U~ = I V • R~ 

/or some subset V ~ Un(0, qo) with 

(iii) T = 0[[ V~ k_U"+~(0, ~oo) E ~ ( F ,  Co), 

o r  

(ii)' i U~ ~- i V x R] +iG-~,  

where V is as in (ii), (iii) and where G- haz the/orm 

(iii)' G-  = {(x, t): xE W, t<u(x )} ,  

with W an open subset of U'+I(0,  ~o) and u a C2(W) solution of (2). 

Remark. I t  can happen  t h a t  the case (ii)' occurs: consider for example  the case 

n = l ,  0o=1,  F(x,  p)--- [p[ and A = { x = ( x l ,  x~)ESI: - 1 / V 2 < x x < l / V 2  }. One can check 

t h a t  in this case the  choice dr=r/2  yields W = {(xi, x2): - 1/V2 < x 1 < 1/1/2, - 1/1/2 

< x ~ < l / V ' 2 ) , V = { ( x  1, x~): - 1 / [ / 2 < x 1 < 1 [ ~  and ei ther  z~<1 / [ /2  or z , < - l / V 2 } ,  
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G-  = {(xx, x2, xs): xa<u(xx, x,,)}, where the  graph  xa=u(xl, x~) is ~cherk's s~ar/ace; t h a t  is 

V~ cos(~xl/V2) 
u(xx, x~) = - ~  log cos(~rxg.]V2)" 

Note  also t h a t  the  choice dr = ~r yields (iii) with 

V={(xl ,  xg.)EU2(O, 1): - 1 / V 2 < x l < l / U 2  and ei ther  x 2 < l / U 2  or x2< - l/V2}. 

The choice dr =r/4 yields (iii) with V = {(xl, x2) EU2(0, 1): - l /V2 < x x < l/V2}. 

Proo]. B y  L e m m a  2.1 and  Theorem 1.1, we know t h a t  there is a subsequence 

{Uk) ~ {Ur} and  a y c  Un+~(0, ~0) • R such t h a t  for each Q > 0  

(YAUk) n (Vn+l(O, ~o) X ( - ~ ,  ~))""~0 as k "~0~ 

and such t h a t  

s = ~i r~  L_(Vn+l(o, Qo) • R) 

is F-minimizing in Un+l(0, ~o)•  Also, since we have  the  strict inequal i ty  Qo<211, we 

can prove,  using a more  or less s t andard  barr ier  a rgument ,  t ha t  for each compac t  

K c  A U (~U~+~(0, ~o)~~I) 

dist  {G, K • ( - d r + l ,  r - d r - l ) }  >~c > 0 ,  (44) 

where c is independent  of r. Hence  it  follows, by using this last  fact  together  with (31) 

and (32), t h a t  

~ ]r~ [__(~Vn+l(0, ~0) x R) ~-- ~A • R~. (45) 

We can assume t h a t  Y is open and  ~Y = s p t  &/13 (z{ x R). Tak ing  x0Ereg S we see 

f rom L e m m a  2.7 and the remarks  2, 3 and 4 following the  regular i ty  theorem (Theorem 1.2) 

t h a t  for some a > 0 ,  the  set  S a = s p t  S fl Un+2(x0, a) satisfies 

S ~ r e g ~  and either ~ + 2 ~ 0  on ~q~ or v sn+2~>c>O on S~, (46) 

where c is a constant .  

I f  we let ~r denote  the project ion of R n+2 onto R n+~, defined by  ~r(x x . . . .  , x~+l, xn+.,) -- 

(xx, ..., xn+x), i t  is then  not  difficult to  check t h a t  

Y ~ (zr(sing S) • R) = G- U U, (47) 
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where G- is of the form (iii)' (possibly with W--O), and where U is such that  

(~(U) • fl spt S = 0 .  

I t  then easily follows that  U is open and 

U = V • R,  (49)  

where 

v =~r(U). 

Then combining (49) and (47), and not ing that  s x R ) = 0  (because 

~n+i(sing S ~ z / •  R) < ~ by the regularity theorem (Theorem 1.2)), we deduce 

r ]  = [ o - ]  + I v  • R]. (50) 

We now consider the two cases G - = 0  and G-4=~. 

If G- = 0 ,  then 0[ V • R~ L_Un+I(0, Q0) x R is F-minimizing in U~+I(0, ~o) • R; hence 

0[ V] [_U~+X(0, ~0) is F-minimizing, and we then deduce that  0[ V] L U~+I(0, e0) 6 ~'I'~(F, Qo). 
If G-=#O, we define, for r = l ,  2 ..... 

r~ = {x-re.+~: x e  Y} 

6/7 = { ~ -  re.+~: x e a -} ,  

where e.+~ = (0 .. . .  ,0, 1) 6R" ~. Then clearly by (50)  

[L~=ia;~+IV • 

G- However Gr-+lcG;- and ['1~1 ~ = ~ ,  hence 

s n (U"+~(0, O0)x(-O,O)))~0 as r-~oo 

for each Q > O. Thus it follows that  

F.,n+2(Y, AV• fl(Un+I(O, Oo)• as r o ~ ,  

and hence, by Theorem 1.11 0[[ V • R]] [__(U"+I(0, ~0) • R) is ~'-minimizing in U"+I(0, ~o) • R. 

Then, as in the case G - = 0 ,  we deduce O[V] LU"+I(0, ~o)E 7~/](F, Qo). This completes 

the proof of Theorem 2.2. 

The next lemma shows that  for any TxE 7qla(F, Qo), we have spt T , c  U spt T, where 

the union is taken over all TETf~'a(F, ~o). In the main theorem of 1.3 (Theorem 3.1) a 

much stronger result will be proved; viz. that  T x can be expressed as a locally finite sum 

Z[M,]], where each Mt is a component of reg T for some T6 71fa(F, ~o). 
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then 

such that Xo e spt T. 

Proo/. We define 

g, = -[Vix{r}~+[V I x {0}~, 

where the orientations are such that  

@[Gr] ---- a((T1 x [[(0, r)]) +Hr). 

Then by 1.1 (20), writing St = T1 • [ (0, r)] + H ,  we have 

1 (  
. - ~  I d l l sJ I  < F ( S ~ ) -  F ( [ a J ) .  

2 jv.+l(o.o)xRlJ aJ s'~ - . 

But T 1 •  r)~ is F-minimizing, and by (51) 

a(T, • [(0, r)]) = a([G,] -H,), 

R. SCHOEN AND L. SIMON 

THEOREM 2.3. I f  T~ =~[ Vx]] L _ u n + I ( 0 ,  ~)o)6 ~A(F, ~o) and i/Xo6Spt T~ fl U"+*(0, Qo), 

the choice d,=ur(Xo) /ul/ills condition (i) 6/ Theorem 2.2 and yields TET~I'A(F, Qo ) 

hence 

F(Sr) = F(T~ x [(0, r)]+H,) ~< F(T~ x [(0, r)]) +F(H,) 

(51) 

(52) 

Hence (52) gives 

fun+,<o.~.)x R I J ~'J - ~ ' i '  dll s:ll < C, 

where c is independent of r. On the other hand 

fu f " [~ (53) 
n+l(o, Qo) • R ptT,  

. % x [(o,,)| _ n because IIS, II =l iT,  x[(0,  r)]ll + ItH,II and ..+~ - ~ .  Thus, since ~[s = (1 + ID~,I') -''~ 
we have that  

f ,  + l ~ , l ' ) - ' d ~ ' - ~ 0  as r-~ (54) (1 ~ .  

pt T* 

If we now take any aE~o-  Ixol, then we must have 

sup ( u , .  u~(Xo))-- ~ ,  sup (u~(xo)- Ur)-'~ ~ .  (55) 
Un+ l(x,. a) Un+ l(zo. a) 
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Otherwise, we could deduce from Lemma 2.6 tha t  for some a '  E (0, a) there is a subsequence 

{k} of {r} with 

sup IDukl <~ c, 
un+l(xo,  a) 

where c is a fixed constant, and this clearly contradicts (54). 

In  particular, by Lemma 2.2, (55) implies tha t  ur(xo)-~ ~ and r -u , (xo )~  ~ ;  hence 

we can use Theorem 2.2 with d~=u,(xo), r = l ,  2 . . . .  Then by  using (55) and 1.1 (28) it is 

clear tha t  the subset U obtained in Theorem 2.2 has the property tha t  

=-l(x0) c spt e l  u].  

I t  then easily follows that  XoE spt T as required, regardless of which of the alternatives 

(iii), (iii)' of Theorem 2.2 holds. 

1.3. Main results 

Here we intend to use the results of the previous section; A, B=O[A~ are as in 1.1 

{30), (31). ~ a ( F ,  Q0), ~ ( F ,  ~0) are also as introduced in the previous section. 

Our aim here is to show tha t  each element TE ~ a ( F ,  Q0) can be decomposed into a 

locally finite sum E [ M ~ ,  where each M~ is a component  of reg S for some SE ~ ( F ,  qo)- 

In this way, regularity results for T E ~ A ( F ,  ~o) are inferred from the known re.gularity 

results for currents SE ~ ( F ,  Q0). The main results appear  in Theorem 3.1. 

In  the special case of 2-dimensional F-minimal currents we can prove tha t  the singular 

set is empty. F. J.  Almgren has informed us tha t  he has another proof of this; his method is 

based part ly  on the methods of Par t  I I  of the present paper  and is independent of the 

results of this section. 

The present section will conclude with a uniqueness result (Theorem 3.2). 

We will need the following lemma concerning currents in ~ a ( F ,  ~0). 

LEMMA 3.1. Suppose S, TE ~ A ( F ,  ~0), FE:~0t, Q0), and de/ine 

M = reg S N reg T. 

I] M =4=0, then M is a C 2 hyperaur/ace with 

- M c sing S U sing T (1) 

and with unit normal ~ satis/ying 

at each point o /M.  
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Proof. We will eventually show tha t  if x. E M, then there is a a > 0 such that  

Un+l(x0, a) l) reg fit = Un+l(z0, a) N reg T. (2) 

This clearly suffices to prove the first assertion of the theorem; the assertion that  ~--rs=~ r 

(i.e., vs~= _Vz on M) will emerge as a consequence of one step in the argument leading to (2). 

We beging by letting Vs, VT denote open subsets of Un+l(0, 5,) such that  {el. 1.1 (24)) 

T = ~ Vr] LE"+'(0,  5o), fit = e i  v~] LE"+~(o, 5~ 

U"+I( 0, 0o) A ~Vr = U"+I(0, Qo) fi apt T, 

Next we note that  

and hence 

where 

Un+I{ 0:, 50) ['[ ~ g s  = un+l (  0, QO) N ap t  8 .  

[v~i+iv~ =ivs v v~i+iv~ n v~], 

fit + T = S' + T', 

fit' = ~ V ~  U V~]L_U"+'(O, eo), T' = ~ V s  n VT~t_U"+I(0,~0). 

(a) 

(4) 

One easily checks that  

and 

and hence 

Also, since 

O~ V s U Vr] LOU'~+~(0, e,) = ~[A] 

e[v~ n vr l t_ov"+ ' (o ,  Oo) = ~AI; 

~S' = OT' = B. 

vs u v~l + i  vs n v ~  = E-+, L/ ,  

(s) 

where [ = 2 on 

by [7], 4.5.9, (13), we have 

IIS'+ T'II = IIS'll + II T'II 
and hence 

F (S '+  T') = F(S') +F(T' ) .  

We also have 

F(8 + T) = F(S) +F(T)  - F ( S L L )  - F ( T L L ) ,  

where 

L -- {xereg fit N reg T: uS(x) -- -~ (x )} .  

VsA gr,  f -=l  on (VsO Vr),,~(VsA Vr), and ] ~ 0 o n  R"+X~(Vs0 VT). Hence 

(6) 

(7) 

(We note that  L is closed relative to both reg S and reg T, and hence is Borel-measurable.) 
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By combining (4), (6), and (7) we now see that  

F(S') +F(T ' )  + F(S[_L) +F(T[  L) ~< F(S) +F(T) .  

However, using the fact that  S, T are F-minimizing together with the fact that  ~S' = ~ T '  -~ 

OS =8T,  we then deduce that  

~/"(L) = 0 (8) 

and that  S', T '  are both F-minimizing in Bn+l(0, ~o)- 

We can now show that  L = O .  Suppose on the contrary that  we have xoEL.  Since 

vS(Xo) = --VT(X0) and since XoEreg SO reg T, we can suppose without loss of generality 

tha t  the coordinate axes have origin at x o and are such that,  for suitable a > 0 ,  

reg S N U~+i(x0, a) and reg T rl Un+l(Xo, a) can be represented in the non-parametric form 

with 

and with 

and 

x n + l  = ul (x l  . . . . .  xn),  x . + l  = u2(xl . . . . .  xn) ,  (9) 

Dul(O) = Du~(O) = 0 (10) 

ITs N U"+l(Xo, a) ~ {x: x.+ 1 > ul (x  1 . . . . .  x .) ,  (x 1 . . . . .  x . )  Edomain Ul} (11) 

Vr N Un+l(Xo, a) c {x: x.+l < u~(xl . . . . .  x .) ,  (Xl ..... x.) Edomain u2}. (12) 

Then by (10), (11), (12) we see that  

s a')~CVs U Vr)) <eCa')Ca')"+~, (13) 

where e (a ' )~O as a'-*0. However, we showed above that  S'  = ~  V s U VT] [__U"+I(0, ~o) 

is F-minimizing, hence we have that  8[Un+l(O, Qo)N(VsU VT)][__U"+I{O, ~o) is F'-mini- 

mizing, where F'(x ,  p ) =  F(x ,  - p ) .  Then (13) contradicts the volume bound of 1.1 (35). 

(Notice that  x0Espt 8~Un+l(0, ~o)~(Vs0 VT)] because ~/"(L)=0.) Thus we deduce L = O  

as required. 

Next we consider the possibility tha t  ~S(Xo)~vr(xo) for some Xo.EM. Since we have 

already proved vS(Xo)~ -~r(xo), we can then suppose that  the coordinate axes are such that  

x 0 =0  and such that  for sufficiently small a reg S N Un+l(x0, a) and reg T N U"+l(x0, a) can be 

represented in the form (9) where now 

V S N Un+l (xo ,  o') = {~g: Xn+ I > Ul(X I . . . . .  Xn) , (xl, . . . ,  x , ) E  domain ul} (14) 

and 

Vr f~ U"+1(Xo, a) = {x: x,+ I > u~(xz . . . .  , x,,), (xt . . . . .  xn) 6 domain u~}. (15) 

17 - 772905 Acta Mathematica 139. Imprim6 Iv 30 D6cembre 1977 
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But, again using the fact that  S' = ~  Vs U VT~ L Un+l(0, Qo) is F-minimizing, we then see 

that  the Lipschitz function 

u + = max (u l, u~} 

(defined on the intersection of the domains of u 1 and u2) must be a weak solution of the 

Euler-Lagrange equation 1.2 (1). However, u + is not C i, and this contradicts Lemma 2.3. 

The final possibility is that  rS(x) =ur(x) at  each point of M. However, non-parametric 

representations of the form (9), (14), (15), together with Lemma 2.4, then imply that  for 

each x 0 EM, (2) must hold for sufficiently small a. This completes the proof. 

COROLLARY 3.1. I] S, T E ~a(F,  ~o) satis/y 

~4n-i((sing S U sing T) N U"+I(0, ~o)) - 0, 

and i /M,  M' are components o/reg S, reg T, respectively, such that 

then 

Also 

M fl M' :~ ~, 

M = M'  and [[M]] E ~ ( F ,  Qo). 

sing S N U"+a(O, ~o) = ( U (M - M)) N U"+I(O, ~Oo), (16) 

where the union is taken over all components M o[ reg S. 

Proo]. M l) M' is open in M'  by the lemma. Then, by the connectedness of M', either 

M ' c M  or M'f~ ( 3 7 ~ M ) ~ .  In the latter case we choose xoEM'n (.M,,,M) and ~ > 0  

such that  M' N Un+i(Xo, a) is diffeomorphic to Un(0, 1). Then by the Poincar~ inequality 

([7], 4.5.3) we deduce ~/n- I (M'N(3I ,~M))>0,  thus contradicting the hypothesis 

://n-l(sing S N Un+l(0, Qo)) = 0. Thus we must have M ' c  M. Similarly, one can prove M c M'. 

Next we note tha t  ~M~=O~V~LUn+I(O, ~o), for some Lebesgue-measurable V, by 

Lemma 1.1. Hence to prove ~M~E ~ ( F ,  Co) it remains to prove that  ~M]] is F-minimizing 

in Un+l(0, ~0). To prove this, let K be an arbitrary compact subset of Un+l(0, ~0), and let 

R E/~(R n + 1) be such that  OR = 0([M~ L K), spt R c U" +'(0, ~o). Then, using the F-minimality 

of S, we deduce 

F(R) + F(S LK - ~M~ LK) i> F(R - ~M~ LK + S L_K) 

~> F(S LK) = F ( ~ M ] L K ) + F ( S L K - ~ M ] L K ) .  (17) 

Note that  the last step follows from the fact that  

spt (S -~M~) N spt ~M~ c sing S, 
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which implies ~n(spt (S-~M~)  N spt ~M~=0. (17) now gives F(~M~[_K)~<F(R) as 

required. 

To prove (16) it suffices to prove sing S N U n + 1(0, Qo) c ( U (2~ - M)) N U n + a (0, •o) since 

the reverse inclusion is obvious. Then let x0EsingSNUn+l(0, Qo); then there exists a 

sequence {Mr} of components of reg S with gist {x 0, Mr} ~0  as r ~  ~ .  However, since 

we have shown that  ~Mr~ E 7/~(F, Qo), it follows from 1.1 (28), (33) that  there are at most 

a finite number of distinct terms in the sequence {Mr}. Hence x 0 E~r for some component 

M of reg S; we then have x o E M ~ M .  (xo~M because M ~ r e g  S.) 

The following is a consequence of Lemma 1.1 and Theorem 2.3. 

LEMMA 3.2. Suppose TE://IA(F, Qo) and N is a component o] reg T. Then there is 

SE~'A(F,  ~o) and a component M o/reg S such that N c  M. Furthermore, i / N # M ,  then 

; / " -~ (~ -N)  n M) > 0 (19) 

Proo]. Take XofiN and let ~ > 0  be small enough to ensure that  N N U"+I(0, a) is a 

connected C ~ hypersurface with ( / ~ - N ) N  Un+a(xo, a)=lZI. Let  C denote the collection 

of all M N Un+l(xo, a), where each M is a component of one of the hypersurfaces in the 

collection {reg S: SE ~ ( F ,  ~)o)}. Suppose M N N N U'+l(xo, a) = O  for each ME C. Then 

by using Lemma 1.1 with Un+l(xo, a) in place of Un+a(0, Co) and with C U {N N U(x o, a)} 

in place of C we deduce 

~ n - l ( ( U j ~ )  N N [1 Un+l(xo, o')) = 0, (20) 

where the union is taken overa l l  ME C. However, by Theorems 2.1, 2.3 and by (16)we 

have 

N ~  O M N N .  (21) 

(20) and (21) are contradictory. Hence we deduce that  there is a component M of reg S 

for some SfiTII'A(F, Oo ) with MNN:4=O. But then by Lemma 3.1 M N N  is open in N. 

Then by the connectedness of N together with the fact that  74" -a((_M - M )  N U"+I(0, Q)) = 0, 

we can deduce that  N ~  M. (Cf. the first part  of the proof of Corollary 3.1.) 

To prove (19) take a point x o E ( ~ -  N) N M and choose a small enough to ensure that  

M N U"+l(xo, a) is diffeomorphie to U"+I(0, 1). Then by the Poincar6 inequality [7], 4.5.3, 

we deduce 

~n--l((7~ - - N )  N M N u"+a(x0, a)) > 0; 

tha t  is, (19) is proved. 

LEMMA 3.3. I ] T fi ~ a ( F , Qo) and i ] XoEsing T ~ s p t  B, then there exists S E ~'A ( F , ~o ) 

such that x o E sing S ~ spt B. 



254 m SCHOEN AND L. SIMON 

Proo]. By Theorem 2.3 we know %Espt  go for some S o E ~ ( F  , ~o). I f ,xoEsing So 

we have nothing to prove. We therefore suppose xoE reg go and we define v ~ =~s'(xe). 

Since x o E sing T ~ spt B, we know from remark 2 following Theorem 1.2 that  there 

is an e > 0 and a sequence {xr} c reg T such tha t  x r ~  x o as r-~ ~ and 

[yr(xr) --~01 ~ e. (22) 

For each r we let Nr be a component of reg T such tha t  x~ E Nr; by Lemma 3.2 we have  

ST=~Vr]tUn+I(O,  Qo) E'm'A(.F, Qo) such tha t  N ~ r e g S r  and such tha t  us '=vr  on N~ 

By 1.1 (33) and Theorem 1.1 we have a subsequence {Sk}~ (St} and V~Un+I(0, ~0) such 

tha t  

s V~AV)~O 

and such tha t  S=O[V] l_ Un+x(0, ~o)E ~ ] ( F ,  Qo)- (We know S e  ~ ( F ,  0o) by the remarks 

preceding 1.2 (36).) By  I. 1 (28) and Theorem 1.1 (vii) we can see tha t  x o fi spt S. I f  x o e sing S 

there is nothing further to prove. The only other alternative, in view of Lemma 3.1, is 

tha t  S[ U"+l(x0, a)=So[_U'+a(Xo, a) for some a > 0 .  However, by  remark 3 following 

Theorem 1.2, we then have vS~(x~)-~v ~ as k-~ co, thus contradicting (22). 

We can now prove the main theorem. 

TH~.OR~.M 3.1. Suppose T E ~ a ( F ,  Qo). Then T can be represented in the ]orm 

T = Z [ M , ]  

where/or each @ 6 (0, @0) we have [ M ~ L_U"+I(0, @) = 0 / o r  all but a finite number N (depending 

on n, 2, and @/Qo) o / i ,  and where each M t is a component o /reg S / o r  some Se~'AF, Co). 
In  particular, 

~/"-~(sing T fl U"+I(0, ~)) < co (23) 

/or each e < ~o, and 

fr,~ ~) 15r~r 12 d ~ "  ~< eQ n-2, (24) 
TNun+I(0, 

/or each ~ e (0, ~o), where c depends only on n, 2, and ~]~o. 

Proof. Our aim is to show tha t  each component of reg T is also a component of reg S 

for some S e ~ ( F ,  Co). Then Theorem 2.1 together with the area bound 1.1 (33) will 

imply the required results. 

Then let N be any component  of reg T. By Lemma 3.2 we have N c  N 1 for some 

component N 1 of reg S, SE 7~l~(F, ~0)- If  N~=N 1, we then have by Lemma 3.2 tha t  

~/n--l((R --AV) N ~Vl) > 0. (25) 
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Now let C be the collection of M such that  M is a component of reg S for some 

SE ~ ( F ,  ~o) and such that  M N ( / ~ - N )  n N1~=O. By Theorem 2.1 and Corollary 3.1 

we know 74~-1(U~+1(0, Qo) (~ ( / ~ - M ) )  =0  for each ME C, and M N M'  = O  for each distinct 

pair M, M'E C. Hence we can apply Lemma 1.1. Taking M 0 =N1, this gives 

~ - 1 ( (  O M) A N~)=0.  (26) 
MEC~{NI} 

However, OMeC~(N,)/~(/~--N)N N 1 by Lemma 3.3. Hence we see that  (25) and (26) 

are contradictory. 

Note that  the above theorem asserts in the ease n =2 that  ~~ T 0 Ua(0, ~))) < c~ 

for each ~ <Qo; that  is, there are at most a finite collection of singular points of T in Us(0, ~). 

We can easily show in this case that  there are no singular points, because by (24) we have, 

for each XoE spt T N Ua(0, ~0), 

But  then by Theorem 1.3 (with n =2) and the regularity theorem (Theorem 1.2) we 

deduce x o is a regular point of T. That  is, we have the following corollary of Theorem 3.1. 

COROLLARY 3.2. I /  TE ~A(F,  #o) and n=2, then 

sing T 0 Ua(0, ~o) --- ~. 

Notice that  in Part  II  it will be proved that,  for any n, ~n-2(sing T N U"+I(0, Qo)) =0, 

and the above corollary could be interpreted as a special case of this general result. 

Remark. The above results are all stated for currents T E ~ A ( F ,  ~0); however, the 

results apply directly to any F minimizing T EIn(R n§ with spt 0 T c  ~U"+I(0, Qo) by virtue 

of the fact that  any such T can be decomposed into a locally finite sum T=~,Tj,  where 

ezch Tj E ~ j ( F ,  Q0) for suitable A j c  ~U"+I(0, ~0). 

We conclude Part  I with a proof of the following uniqueness theorem. 

THEOREM 3.2. I/ TE ~A(F,  Qo), i / K  is a compact subset o/U"+I(0, ~o), i /S  is F-mini- 

mizing in K, if spt S c  K, and i /~S =OT L K ,  then S ~ T L K .  

Remark. A similar theorem can be proved if one takes any integral current T which 

is F-minimizing in an open set U. (Then it is assumed that  K is a compact subset of U.) 

Prool o/Theorem 3.2. We define T'  = T [_(Un+I(0, Pc) ~ K )  +S.  I t  is easily checked that  

then ~T' =~T  and F(T') =F(T) .  Then T'  is F-minimizing in Un+I(0, ~0) and it follows that  
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T'ET~A(F, ~o). This is quite easily checked with the aid of [7], 4.5.17, which one can 

apply to the current R = ~ A ~ -  T'. The required uniqueness follows easily from Theorem 

3.1 and Corollary 3.1. 

PART II 

H.1. Terminology 

Except where otherwise noted we follow the terminology of part I, [1], or [2]. Throughout 

part I I  we assume n >~ 2. 

(i) Q=I~+I(R n+l) f) {~A~: AcUn+l(0, 2) is E n+l measurable} (recall ~A~=En+IL_A 

as in 1.1) with the M metric topology, i.e. M(Q, R ) = M ( Q - R )  for Q, REQ. In particular, 

if A, BcU~+I(0, 2) are 1: "+~ measurable with ~A~, ~B~EQ, then A is ~:n+~ almost equal to 

R ~+1N (x: | I[, x)=1} and YI(~A~, ~B~)=s U (B~A)].  

(ii) S* =~n(R n+l) {) (~QLUn+I(O, 2): QEQ}. One notes that  corresponding to each 

SE$* there exists a unique QEQ for which ~=~QLUn+I(0, 2). We give $* the induced 

metric m, i.e. re(S, T) = M(Q, R) whenever Q, R ECI, S =OQi__U'~+I(O, 2), T =0R~Un+I(0, 2). 

(iii) Whenever F, G: R ~+1 x Rn+I-~R + are parametric functionals such that  F, 

G[R n+l • (Rn+l~{0}) are of class 2 we define 

distance(F, G) 

= sup { [ F(x, p) - G(x, p)[ + [ D[F(x, �9 )] (p) - D[G(x, �9 )] (p)[ 

+ ] D~[F(x, �9 )] (p) - D~[G(x, �9 )] (p)[: x e R "+ 1, p e S"}. 

We denote by ~* a fixed subset of the space of all parametric functionals (integrands) 

F: R ~+1 • R n+l ~ R  + for which F] R n+l • (R ~+1 ~ {0}) is of class 3. We further suppose 

(a) the n dimensional area integrand M = ] �9 I is contained in ~*, 

(b) sup {I DSF( x, P) I: F E y*, x E R ~+', p E S'} < ~ ,  

(c) There exists a positive number c such that  for each FE ~*, cF is positive and 

elliptic [I.1, (8), (9)], 

(d) ~* is compact in the distance topology. 

We further denote by ~ the set of all (constant coefficient) integrands of the form 

F(x , .  ) corresponding to each xEBn+l(0, 4) and each FE y*. Clearly ~ is compact in the 

distance topology. 

(iv) Corresponding to each FE ~* we denote by SF the set of all surfaces SE$* 

such that  
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(a) 0Espt S, 

(b) F(S) ~<F(T) for each TE ~n(R n+l) with ~S=~T. 

We further set $ = U {$f  F 6  y*}. 

(v) We define the Hausdorff dimension functions 

H: $-+R +, H: ~-~R + 

by setting H(S) equal to the Hausdorff dimension of sing S N Un+l(0, 2) for each S E$ 

and H(F) =sup HI $~ for each FE ~. 

(vi) For each S E $ we define 

K: reg S ~ R  + 

K(x) = ]~srS(x)I2 for each xEregS. 

(as noted in I .I ,  K(x) is the sum of the squares of the principle curvatures of reg S at x). 

Also we define 
K: $-*R + 

K(S)= ~ KdIISI] for each SE$, 
n+l  J reg SnU (0,1) 

and set K 1 =sup K < ~ [I, Theorem 3.1] and 

3K 2 = inf K I {S: 0 E sing S} in case $ N {S: 0 E sing S} g=O 

= 0  in case S N { S : 0 E s i n g S } = O .  

H.2. Some properties of S, ~, ~* 

(i) $ • ~ and S • ~* are compact in the m • distance topology [7, 4.2.27], [I, Theorem 

1.1]. 

(ii) For each FE~*  and each ~>0  there exists a neighborhood ~ of F in ~* such 

that  GE~ and TE $o implies re(S, T)<~  for some TE SF [7, 5.1.5], [I, Theorem 1.1]. 

(iii) For each e>0  there exists 8 > 0  such that  SE$  with spt S c R n x  [ - ~ ,  8] implies 

the existence of a function/:  Un(0, 2 - e ) ~ R  such that  

spt S N Un(0, 2 - e )  x R = {(x, y): xEUn(0, 2 -e ) ,  y =/(x)} 
and 

sup { I/(x) l + I D/(x) l + ID~/(x) l : xeU' (0 ,  2 - e ) }  < e 

[I, Theorem 1.2, Lemma 2.3]. 

(iv) For each e > 0 there exists ~ >0 such that  S, T E $ with re(S, T)<~  implies 

spt S N B~+I(0, 1) c {x: dist (x, spt T) < e} 

[2, II.3(ll)], [I.1(28)]. 
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(v) Corresponding to each S E $ and each e > 0 there  exists ~ > 0  such t h a t  T E $ wi th  

m(S, T) <~  implies 

sing T n B~+I(0, 1) c {x: dist  (x, sing S N B~+I(0, 1)) < e}. 

(vi) In  ease sE[0, n + l ]  and  S E $  with  74S[singS fIBn+l(0, 1 ) ]=0 ,  then  there  exist  

a posit ive integer N,  points  Pl,  P2 . . . . .  pNE sing S N B~+I(0, 1), and  radii  1/4 > r 1, r ,  . . . . .  rN> 0 

such t ha t  

sing S N B~+I(0, 1) c {Bn+l(p,, rd2): i = 1 . . . . .  N} 

and 

~:{(2r,)8: i = 1, ..., N } <  1/2. 

Fu r the rmore  there  exists ~ > 0 such t h a t  T E $ with re(S, T ) <  ~ implies 

sing T fl Bn+l(0, 1) c O {Bn+l(p~, r ,):  i = 1 . . . .  , N}. 

(vii) In  case s E [0, n + 1 ] and F E ~ such t h a t  S E Sp implies 7/8(sing S fl B "+ 1(0, 1)) = 0 

then  there exist  posi t ive integers M and N,  surfaces $1, S~ ..... SMESe, points  p(i, ])E 

sing Sf N Bn+a(0, 1), and  radii  1/4 > r(i, j) > 0  for each i = 1 . . . . .  M and 2" = 1 . . . . .  N,  and  

> 0 such t h a t  

(a) sing S~ N Bn+m(0, 1 ) ~  O {Bn+m(p(i, ~), r(i, j ) /2) :  j = l  . . . . .  N}  for each i = 1  . . . . .  N: 

(b) Y,{(2r(i, ~))s: j = l  . . . . .  N} < 1/2 for each i = 1  . . . . .  M;  

(c) if T E S with m(S, T ) < 6  for some S E SF, then  there  exists i E {1 . . . . .  M} such t h a t  

sing T fl B~+I(0, 1) c O {B"+~(p(i, j), r(i, ~)): j = 1 . . . . .  N}. 

(d) I f  T E S with  m(S, T)<~ for some S E SF, then  there  exist  i E {1, ..., M} and points  

q(1), q(2) . . . . .  q(N) EB~+I(0, 1) such t h a t  for each j = l  . . . . .  N 
either 

sing T N Bn+l(O, 1) fl Bn+l(p(i, j), r(i, j)) = (3 
or 

q(~)Esing T fl B"+I(0, 1) N B"§ ~), r(i, ~)) and  hence 

sing T N B"+X(0, 1) ~ {B"+~(q(j), 2r(i, i)): i = 1 . . . .  N}. 

(viii) K is lower semicont inuous with 0 <~ 3 K  2 < K x < 0% I n  case $ N {S: 0 Esing S} 4:O 

then  Ks  > 0  [I, Theorem 1.2, Theorem 1.3, L e m m a  2.3]. Also for each S E $ with 0 E sing S 

there  exist e > 0, ~} > 0 such t h a t  

fr KdHSH > 2K~, 
e g  8flun+l(0,1)n{x: dlst (x. sing S)> 2e} 

and TE $ with 0Esing T and  re(S, T ) < ~  implies 

TI] K2. 
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(ix) For  each F E ~  there  exist  a posi t ive integer  M,  surfaces S 1 . . . . .  S M E S  F with 

0 E sing St for each i, ~ > 0, and  1/2 > e > 0 such t h a t  T E Sp with 0 E sing T implies re(T,  St) < 

for  some i = 1 . . . . .  M and 

II.3 

THEOREM. For  each SE U { $ f  F E ~ } ,  7?/*"-2(singSNU"+l(0,  1 /2 ) )=0  and 

://n-2(sing S) =0;  here ~ . n - ~  denotes n - 2  dimensional  upper  M i n k o w s k i  content [7, 3.2.37]. 

Proo/. Let  F E ~ and S ESp with 0E sing S. We will show t h a t  the  assumpt ion  

~/*n-~(sing S N Bn+l(0, 1/2)) > 0  implies 

fre, n,,n+l,0,1)g dllsll = 

which is false by  [I, Theorem 3.1] as noted  in I I .1  (6), I I .2  (8). The  first  assert ion of the 

theorem follows, and the second assert ion will be clear f rom the coverings constructed in 

proving  the first. 

Le t  1/2 > e > 0  be chosen as in I I .2  (9). 

Suppose then  ~*n-2(s ing  SN B~+I(0, 1) )>0.  In  t h a t  ease we can choose K s > 0  and 

1/4 > r 1 >er l  > r 2 > er~ > r 8 > e r  s > . . . >  0 

such t h a t  for each i = 1 ,  2, 3 . . . . .  

[r163 dist  (x, sing S N B'+I(0,  1/2)) < rt) > K a. 

Corresponding to  each i = l ,  2, 3 . . . .  we now choose 

p(i ,  1), p(i ,  2) . . . .  , p(i ,  M t ) E s i n g  S N B'+~(0, l) 

such t h a t  

sing S N Bn+~(0, 1) c U (Bn+~(p(i, i), 2r,): i = 1, ..., M, )  

and  

B~+l(p(i, j), r~) N Bn+l(p(i, k), rt) = ~) 

whenever  j=~k. For  each i, j we fur ther  set  

A( i ,  j) = reg S N U~+l(p(i, j), r~) N (x: dist  (x, sing S) > er~). 



2 6 0  F . J .  ALMGREN, JR. 

I t  follows by  construct ion t ha t  

A(il, )l) N A(i 2, ~2) = 0 whenever  (il, il) 4:(/2, i2). 

I t  follows also from II.2 (8) t ha t  

f A(,.,)K dllSll > U2r'~ -2 

so tha t  

f A<,. K d l[ S II > M, K 2 r'~- 2. 
1)tJA(l, 2)... U A(t. Mt) 

We note  tha t  for each i = 1, 2, 3, ... 

R n+l 0 {x: dist (x, sing S f3 Bn+l(0, 1/2)) < r~} c tJ {Bn+l(p(i, j), 3r~): ] = 1 . . . . .  M~} 

so tha t  

K 3 < [~(3)r~]-is dist (x, sing S f~ B~§ 1/2)) < r~} 

< [a(3)r~]-lM~oL(n + 1)(3r~) ~+~ = [3~+~u(n + 1)/o~(3)]M,r~ -~. 

Combining this last est imate with the previous integral es t imate  we obtain 

H.4 

Remark. The proof of II .3 above uses the est imate sup K < r which know to hold by  

[I, Theorem 3.1]. Actually an est imate of the form 

sup (K I {F: S E -qv implies ~/'-9(sing S) = 0}) < oo 

is sufficient since it  is then  possible to  show the subset of ~ consisting of those F for which 

74n-2(sing S) = 0 for each S E S~ is both  open and closed in ~ (recall t ha t  the space of all 

elliptic integrands is itself convex). This later  est imate is implied for a substantial  neighbor- 

hood of the n dimensional area integrand by  a s t raightforward second var ia t ion estimate.  

II.5 

THV.OltEI~I. (1) Suppose SE[0, n + l ]  and F E ~ such that S E Sy implies ~/S(singSCl 

Bn*l(0, 1)) =0.  Then there is a neighborhood ~ o/ F in ~* such that GE ~ and T E Sa implies 

~//S(sing T N B~+I(0, 1)) =0.  

(2) H is upper semicontinuous. 
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Pro@ Clearly conclusion (1) implies conclusion (2). We will verify conclusion (1). 

Le t  s E [0, n + 1] and F E ~ such t ha t  ~ ( s i n g  S N B~+I(0, 1 ) ) = 0  for each S E Sp. Now, in 

accordance with II.2(7), choose and  fix posit ive integers M and N, S t .. . . .  SMESe, 

0 < r ( i ,  j ) < l / 4  for each i, j = l  . . . . .  N,  and  d > 0  such t h a t  T E S  with  re(T,  S ) < ~  for some 

8 E Sr implies the  existence of i E { 1 . . . . .  M} and q(1) . . . .  , q(N) E sing T N B ~ + 1 (0, 1) such t h a t  

and  

We now set 

s ing  T N Bn+l(0, 1) c 0 {]~n+l(q(~), ~r(i ,  j))* j = 1 . . . . .  2~} 

)2{[2r(i, ])]": ~ = 1 . . . . .  N} < (1/2). 

= ~  fl {G: T E $  a implies re(T,  S) <~t for some ses~}. 

As was noted in II.2(2), ~ is a neighborhood o f / v  in ~*. 

We now fix G E ~  and T E $ o  and will ver i fy t h a t  ~s(sing T N B"+I(0, 1 ) )=0 .  To do 

this we will suppose m is a given (fixed) posit ive integer and  will const ruct  

Q(h . . . . .  jm)Esing T N Bn+~(0, 1) and 0 < R(~t . . . . .  jm) < 1/4 

corresponding to each (Jl . . . . .  jm) E {1 . . . . .  N} m such t h a t  

sing T N Bn+x(O, 1 ) ~  U { B n + I ( Q ( j  1 . . . . .  im), R(it  . . . . .  im)): (~1 . . . . .  ira) E{  1 . . . . .  N} m} 

and 

~ { R ( f i ,  ..., j~)s: (h ..... i~) E {1 ... . .  N} m} < (1/2) ~. 

As noted above we can choose i(1)E{1 . . . . .  M}, q(1) . . . . .  q(N)EsingTNBn+l(O, 1) 

such t ha t  

sing T f) B~+~(0, 1) ~ U {B~+~(q(jx), 2r(i(1), ix)): Jt = 1 . . . . .  N} 

and 

Z{[2r(i(1), il)]s: il = 1 . . . . .  N} <1/2.  

In  case m = l  we set Q(?0=q(Jl)  and R ( f l ) =  2r(i(1), ix) for each ~ t = l  . . . . .  N and we are 

done. 

I n  ease m > 1 we now define 

T(i l )  = [F([2r(i(1), jl)]-X)ao~(q(j0)# T)] L_ un*i (0 ,  2) E $0 

for each ~ t = l  . . . . .  N and,  in the  same manner  as above,  choose i(1, jOE{1 . . . . .  M} and 

q(Jl, 1), ..., q(Jt, N)Es ing  T(jx) 13 Bn+l(0, 1) such t h a t  

sing T(h) fl B"+I(0, 1 ) c  U {B"+l(q( h, ]2), 2r(i(1, h), J~)): h = 1 ... . .  N} 
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a n d  

I n  case  m = 2 we set  

F.  J .  A L M G R E N ,  J R .  

X{[2r( i0 ,  h) ,  J2)] ~: J2 = 1, ..., ~v} <1 /2 .  

Q(Jl, J2) = x ( - q ( j O ) o g . ( 2 r ( i ( 1 ) ,  A))q(Jl, J2), 

R(j l ,  J2) = [2r(i(1), Jl)] [2r(i(1, Jl), J2)] 

for  each  (Jl, J2) E {1 . . . . .  N}  2, o b s e r v e  t h a t ,  b y  cons t ruc t ion ,  

s ing T N Bn+l(0, 1 ) c  tJ (Bn+I (Q( j ,  J2), R ( j ,  J2)): (J~, j2)r  . . . .  , N}  2} 

a n d  e s t i m a t e  

Z{R(Jx,/,,)~: (J~, J2)e {1 . . . .  , N}  2} 

= Z{[2r( i (1) , /~)] ' [2r( i (1 ,  ja) , /2)] ' :  (JD J2)e{1,  ..., N}  2} 

= X{[2r(i(1), j l)JsZ{[2r(i(1,  Jl), J2)] s: J~. = 1 . . . . .  N}:  j~ = 1, ..., N}  

< Z{[2r(i(1),  jl)]*(1/2): Jl = 1 . . . . .  N}  < (1/2) 2 

wh ich  is t he  r equ i red  e s t i m a t e .  

I n  case m > 2  we con t inue  in t h e  s a m e  m a n n e r  to  choose  in a c c o r d a n c e  w i th  I I .2 (7) ,  

for  each  2 < l ~< m,  

T(Jl, J2 . . . . .  Jr-l) e SG, 

i(1, Jl, J2, ..., 1,-1) E ( I . . . .  , M},  

q(Jl, J2 . . . . .  /,) Esing T(j l ,  ..., J,-1) N Bn+l(0, 1), 

0 < r(i(1, Jl, J2, "", J l -0 ,  Jz) < 1/4 

c o r r e s p o n d i n g  to  each  (Jl . . . . .  Jr- l)  E {1 . . . . .  N}  z-1 a n d  Jz = 1 . . . . .  N such  t h a t  

T(Jl . . . . .  Jl-x) = [IM[2r(i(1, j l  . . . . .  J~-2), Jl-1)]-l)#~ . . . . .  J~-x))# T(Jl . . . . .  Jz-~)] l U g + l (  0, 2) 

for  each  (Jl . . . .  , Jz-x)E{1 . . . . .  N}  z-a, 

sing T( j  1 . . . . .  ],-1) 13 Bn+l(0, 1) c O {B"+~(q(j, . . . . .  Jr), r(i(1, Jx . . . . .  J,-1), J,)): J, = 1  . . . . .  N}  

fo r  each  (Jl . . . .  , j l_ l )E{1 . . . . .  N} l- l ,  a n d  

Y.{[2r(i(1, j~ . . . . .  J,-1), Jr)]*: J, = 1, ..., N }  < 1/2 

for  (Jl . . . . .  J*-1) E {1 . . . . .  N}  ~-1. 
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We finally define for each (Jl ..... Jm)E( 1 ..... N} ~, 

Q(Jl .. . . .  J~) =~(-q(Jl))~ Jl))~ ja))oI~(2r(i(1, ix), J2))~ ?'~, Ja)) 

o[~(2r(i(1, Jl, J~), Ja)) ~ ... or( -q(Jl ..... Jm-1)) 

o[~(2r(i(1, )'1, ..., J~-~), J~-l)) q(J~ ..... Jm) 

R0"I, ..., ~m)= [2r(i(1), Jl)] [2r(i(1, Jl), J2)] [2r(i(1, Jl, )'2), Ja)]...[2r(i( 1, Jl .... Jm-1), Jm)]. 

We have by construction 

sing T n Bn+l(0 ,  1) c 

and one readily checks 

U {Bn+I (Q( j  1 . . . . .  Jm), R(Jl .. . . .  Jm)): (h ..... j~)E{1 ..... N} m} 

Z{R(j: ..... j~)s: (Jl . . . . .  jm) E{1 ..... N} ~} < (1/2) m. 

II.6 

COROLLARY. For each t>O there exists a neighborhood ~t o / the  n dimensional area 

integrand M in ~ such that sup H I ~t < n -  7 +t. 

Proo/. [8]. 

II.7 

THEOREM. Let F: R n+l x R~+X~R + be a positive elliptic parametric n dimensional 

integrand in R n+a such that F I R  n+l • is of class 3 and suppose S e R , ( R  "§ 

such that F ( S ) < F ( S + T )  /or each TER,,(R n+~) with OTffiO. Then there exists an open set 

U in R n+l such that ~n-2([spt 5t-~spt ~S]~ U)=0  and spt S • U is an n dimensional sub- 

mani/old of R "+1 o/c/ass 2. 

Proo/. In view of [I, Theorem 3.1] or the maximum principle of [9, p. 151-152] (more 

generally [15]) and [7, 4.5.17, 5.3.19] it is sufficient to establish the theorem under the 

assumption that  SE$*. Also clearly one can assume 0 Es p t S  and dist(0, spt~S) is 

large and show the asserted estimate on sing S near 0. We may furthermore assume that  

whenever x, y E R  "+1 with Ix[ and [y[ large then F(x, . ) = F ( y ,  .). A suitable choice of 

y* is thus 

y* = {~(x)~F: xeB"+l(0, 1)}. 

The theorem then follows from a straightforward adaptation of II.3 and II.5. 
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II.8 

T H E 0 R E M. Suppose t > 0 and ~o is a collection o/positive elliptic parametric constant 

coe//icient n dimensional integrands F: R n+l ~ R + in R n+l such that F e ~o implies F]Rn+l,,~ (0} 

is o/class 3, (F [  S~: R e  y0} is compact in the class 3 topology, and the n dimensional area 

integrand M is contained in ~o. Then there exists e > 0  and corresponding neighborhood 

= ~0 N (F :  distance (F, M) < e )  [II.1 (3)] o / M  in ~o with the/ollowing property. Suppose 

G:R n+l •  + is a positive elliptic parametric integrand in R n+l such that GIRd+l •  

(Rn+l,,~(0}) is o/ class 3 and G(x,. ) e ~  /or each x e R  ~+1. Suppose also S e ~ ( R  n+l) such 

that G(S + T) ~ G(S) /or each T e  }~,,(R n+l) with ~ T = 0 .  Then there exists an open set U in 

R ~+1 such that ~n-7+t([spt S ~ spt  ~S] ,,~ U) = 0 and spt  S N U is an n dimensional submani/old 

o/ R ~§ o~ class 2. 

Proo/. The theorem follows from I I .6  and a s traightforward adap ta t ion  of the arguments  

of I I .5  and II .7.  

IL9  

Remark. The existence of F minimal  surfaces S as in I I .7  and I I .8  is, of course, well 

known [7, 5.1.6]. Addit ional ly theorems II .7  and I I .8  extend immediately  from B ~+1 

to n + 1 dimensional r iemannian manifolds of class 4. Theorems II .7  and I I .8  also extend 

immediately  from n dimensional currents to n dimensional flat chains modulo 2 [7, 4.2.26, 

5.3.2l] (see [2, 1.1 (6,11)]) in R ~+1 or in manifolds as above. Finally partial boundary  

regulari ty estimates for F minimal surfaces have been obtained in [10] while the existence 

of lower bounds on the topological complexi ty  of certain F minimal 2 dimensional surfaces 

in R 3 is shown in [3]. 

References for Part I and Part II 

[1]. ALMGREN, F. J., Jr., Existence and regularity almost everywhere of solutions to elliptic 
variational problems among surfaces of varying topological type and singularity 
structure. Ann. o] Math., 87 (1968), 321-391. 

[2]. - - - -  Existence and regularity almost everywhere of solutions to elliptic variational 
problems with constraints. Mem. Amer. Math. Soc., 165 (1976). 

[3]. ALMGREN, F. J. ,  Jr. & THURSTON, W. P., Examples of unknotted curves which bound 
only surfaces of high genus within their convex hulls. Ann. o] Math., 105 (1977), 
527-538. 

[4]. ALLARD, W. K., On the first variation of a varifold. Ann. o] Math., 95 (1972), 417-491. 
[5]. BOMBIERI, E., DE GIORGI, E., MIRANDA, M., Una maggiorazione a priori relativa alle 

impersuperfici minimali non parametriche. Arch. Rational Mech. Anal., 32 (1969), 
255-267. 

[6]. DE GIOROI, E., Frontiere orientate di misura minima. Seminario di Mat. della Scuola 
Normale Superiore, Pisa (1960-61). 



HYPERSURFACES MINIMIZING PARAMETRIC ELLIPTIC VARIATIONAL INTEGRALS 265 

[7]. FEDERER, H., Geometric Measure Theory. Springer-Verlag New York, 1969. 

[8]. - -  The singular sets of area minimizing rectifiable currents with cor one and 
of area minimizing flat chains modulo two with arbitrary codimension. Bull. Amer. 

Math. Soc., 76 (1970), 767-771. 
[9]. HOPF, E., Elementare Bemerkungen fiber die LSsungen particller Differentialgleichungen 

zweiter Ordnung vom elliptischen Typus. Berlin, Sber. Preuss, Akad. Wiss., 19 

(1927), 147-152. 
[I0]. HARDT, R. M., On boundary regularity for integral currents and flat chains modulo 2 

minimizing the integral of an elliptic integrand. Preprint. 
[] 1]. LADYZHENSKAYA, O. A. & URAL'TSEVA, N. N., Local estimates for gradients of solutions 

of non-uniformly elliptic and parabolic equations. Comm. Pure Appl. Math., 23 

(1970), 677-703. 
[12]. MORREY, C. B., JR., Multiple Integrals in the Calculus o] Variations. Springer.Verlag, 

New York, 1966. 
[13]. MIRANDA, M., Sulle singolarith della frontiere minima]i. Rend. Sem. Mat. Padova, (1967), 

181-188. 
[14]. SERRIN, J., The problem of Dirichlet for quasilinear elliptic differential equations with 

many independent variables. Philos. Trans. Roy. Soc. London Ser. A,  264A (1969), 

413-496. 
[15]. - - - -  On the strong maximum principle for quasilinear second order differential in- 

equalities. J. Funct. Anal., 5 (1970), 184-193. 
[16]. SIMON, L., Interior gradient bounds for non-uniformly elliptic equations. Indiana Univ. 

Math. J., 25 (1976), 821-855. 
[17]. - -  .... Remarks on curvature estimates. Duke Math. J., 43 (1976), 545-553. 

[18]. SCHOEN, R. & SIMON, L., A new proof of the regularity theorem for currents minimizing 

parametric elliptic functionals. To appear. 

Received September I, 1976. 


