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REGULARITY OF SOLUTIONS TO NONLINEAR EQUATIONS
OF SCHRODINGER TYPE

PER SJOLIN

(Received December 19, 1991)

Abstract. Regularity and local regularity of solutions to nonlinear equations of
Schrόdinger type are studied.

In Sjόgren and Sjolin [5] we studied the local regularity of solutions to the equation

idtu =—Pu+ Vu. Here u = w(x, t) where xeRn and t e R, P is an elliptic constant-coefficient

differential operator in x, and V— V(x) a suitable potential. We assume that u(x, 0)=/(x)

and that / belongs to some Sobolv space Hs = Hs(Rn). To formulate the results we

introduce the class

<stf = {φeCco(Rn) there exists ε>0 such that |/)>(x) |<C α (l + |x |)~ 1 / 2 ~ ε for every α}

and set / = [0, Γ] where Γ>0. In the special case when P=Ak, k= 1,2, 3,..., it follows

from the results in [5] that

(1) \\ψu\\L2iI;Hs+k_ί/2iRn))<Cτ\\f\\Hs9 s>l/2-k9

where Cτ depends on φ and φu stands for φ(x)u(x, ί).

Kato [2], [3] has studied the existence and regularity of solutions to the non-linear

equation

(2) idtu=-Δu + F(u), xeRn, t>0,

and in Sjolin [6] we obtained results about the local regularity of these solutions.

We shall study here the equation

(3) idtu= -Aku + F(u), k= 1,2, 3,... .

To formulate the conditions of F we introduce a parameter γ satisfying 1 < y < oo for

n=\ and 2, and l < y < ( « + 2)/(«-2) for n>3. We assume that FeC\R2) = C1(C), F

is complex-valued, F(0) = 0 and

(4) \DΛF(ζ)\<C\ζΓ1

for | £ | > 1 and | α | = l. An example is F(C) = |CΓ"1C
We also introduce the spaces Lpr = U(I; L\Rn)\ 1 <p< oo, 1 <r< oo, and let Lξ
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denote Bessel potential spaces for 1 <p< oo and seR. Hence LP = JSL
P, where Js is the

Bessel potential operator, defined by multiplication on the Fourier transform side by

(l + \ξ\2ys/2. In particular HS = L2

S. We also set Lpr = Lr{I\Lp{Rn)) for 1 < / ? < O O ,

1 <r< oo and seR. We write u(t) = u( , f) and use the notation dt = d/dt, di = d/dXi and

a=(δ1,δ2)...,aj.
We shall prove the following result.

THEOREM. Assume that/eH^R"). Then there exists a T>0 such that (3) has a

solution ii G C(/ Hx) with w(0) =/. The functions u anddu belong toLp+ί'r, where \<p<co

forn=l and2, and\<p<(n + 2)/(n-2)forn>3, r = 4(p+l)/n(p-l) ands = 2(k-l)/r.

The solution u is unique.

Assume φestf. Ifk>2 or ifk=l, l<n<6, then

(5) φueL2(I;Hk+1/2) = L2>+\/2.

Ifk=l and n>l then (5) holds under the additional assumption y< 1 +2j(n — 4).

In the case k= 1 the first part of the theorem is proved in [2] and [3], and in this

case the second part about local regularity is partially contained in [6].

In the proof of the theorem we need two lemmas. We set P = Ak and write P(ξ)

for the corresponding symbol (— l)k | ξ \2k. Our first lemma is a consequence of estimates

in Kenig, Ponce and Vega [4].

LEMMA 1. Set u(t) = eitPu0, ί>0. For T>0 we then have

(6) N l l L r ^ c Γ | | M o l l 2 >

where p, r and s are as in the theorem. Also

(7) II u(t) | | L | / ( 1 - θ ) { R n ) < C τ \ t Γ θ n / 2 II no II2/α +*), 0 £ t £ T ,

where 0 < θ < 1 and s = n(k -1)0.

PROOF. We set

u0(x) = (Vs(t)u0(x) = (V«^>+^> I ξ \sύ0(ξ)dξ .

It is proved in [4] that

(8)

where p, r and s are as above. To obtain (6) we shall estimate

J-Su(ή(x) = c L«™+χV(l + \ξ\2r2ύ0(ξ)dξ .

We choose φ e C^(Rn) so that φ(x) = 0 for | x \ > 2, and φ(x) = 1 for | x \ < 1. One then has
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It is

and

We

and

(9)

We

(10)

and

clear that

from PlanchereΓs

conclude that

hence

have

B(x9t)

since

= A(x,

\A(X9t

t) + B(x,

) l £ C ί ,
theorem it also

( .

0

ι«o(<m^<cιι«o
2

follows that

jW,t)|2,

II A(t) i

MIU; IS

(i-

\l/2

ix\ <C\Il«oll2

i ( R n ) < C | | M 0 | | 2

+ 1 ) < C Γ | | M ,

(1 +

θll2

I £ I 2 ) S / 2 ,
\ξ\s

ξ\sύ0(ξ)dξ

is bounded, (8) shows that

(11) \\B\\LriI;LP + HRn))<C\\u0\\2.

The inequality (6) is then a consequence of (9) and (11).
To prove (7) we then set s = n(k -1)0, where 0 < θ < 1. We write J-Su(t) = A(ή + B(ή

as above and it then follows from the Hausdorff-Young theorem and Holder's inequality
that

(12) \\A(t) | | 2 / ( 1 _ β ) <C| | φύ0 |

To study B we use the formula (10) again. It follows from the results in [4] that
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where

We want to prove that

(13) IKIl

which follows if we can prove that

(14) (1-Ψ(ξ)y ' , eM2/{ί+θ)(Rn),

where Mq(Rn) denotes the space of Fourier multipliers for Lq(Rn). For O<0< 1 (14) is

a consequence of the Hόrmander-Mihlin multiplier theorem, and for θ= 1 one can argue

as follows. We have s = n(k— 1) and have to prove that

(15) (1

The case fe= 1 is trivial and we may therefore assume fe>2. According to Stein [7,

p. 133], one has

where v and A denote finite Borel measures. Hence

Setting g = (l— φ)\ ξ\~s it is easy to see that g and Dag belong to L2 for every α and

hence #eZA We conclude that (15) holds and hence (13) is proved for all θ. It follows

that

\\B(t)\\2/il_θ)<C\tΓθnί2\\u0\\2/{1+θ).

Hence

II ^_s«C0 Il2/<i-o><cci -i-1 ̂  |-β-/^) ii Mo l l^/d-H^)^^^ I ̂ |-0Λ/2 II wo ll2/<i-He>, o < ί < 7 \

and the lemma is proved.

In the following lemma we shall use the notation

and (Gυ)(t)= [
Jo

LEMMA 2. Go and G have the properties
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(16) || GJW^KCr 11/112,

(Π) ll^o/llLf—<Cr||/||2,

(18) l l ^ | | L 2 ,

(19) \\Gυ\\L

(20) \\Gv\\L2,

and

(21) l |Gi;| |L

where p, r and s are as in the theorem. The constant Cτ has the property that
sup0 < τ < ACT < oo for every A>0.

PROOF. The lemma is well-known for k = 1 (see [2] and [3]) and essentially the
same proof works for k > 2 if we use the estimates in Lemma 1.

It is clear that (16) is trivial and (17) follows from (6) in Lemma 1. The estimate
(18) is a consequence of (16).

To prove (19) we observe that

IK^XOI

and

Γ Γ _• Γ
\\Gv\\Lp + i , r < \ \\eιtPe ιtίPv(t1)\\Lp + ί,rdt1<Cτ \ \\e ιtίPv(tί)\\2dt1 = Cτ\\v\\L2,ι,

Jo s Jo
where we have used (17).

To prove (21) we observe that it follows from Lemma 1 that

where s = n(k-l)θ/2. We set p+1=2/(1-0) so that θ = (p-l)/(p+l) where O<0<1.
One then also has

2 - 1 + - 1

1 + 0 p

and

The above estimate therefore gives
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Γ

<CT\ \t — t1\~θH/2\\v(t1)\\Li + i/pdtί9 0<t<T.
Jo

We have

1 1 0n

7~7~ 2

and (21) now follows if we invoke Hardy's inequality.

Finally (20) can be proved as in the proof in the case k= 1 in [3, Lemma 3.2].

We remark that it is easy to see that in (16), (18) and (20) L 2 ' 0 0 can be replaced

by C(/;L2).

PROOF OF THE THEOREM. TO prove the first part of the theorem we shall generalize

the proof in the case fc= 1 in [2].

We set

φ-1) r

and introduce the following spaces:

X=L2>°°nLl + 1>r, X=C(I;l})nUs

 + ί r , X'= L 1 Λ \ ,

Y={veX; dveX} , Ϋ={veX; dυeX) , Y' = {υeX'; dveX'} .

It then follows from Lemma 2 that

(22) || Gof\\χ<Cτ 11/112,

(23)

(24)

and

(25) \\Gv\\?<Cτ\\v Wr-

it also follows from Lemma 2.2 in [2] that F maps Y into y and

where 0 < α < 1. Hence there exists a number β, 0<β<\, such that

(26)

for 0 < Γ < l .
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We now ήxfeH^R") and set Φ(v) = Gof-iGF(v\ ve Y. It follows from the above
estimates that

|| GF(υ) \\Y<CT || F{υ) \\Γ<CTT\\\ v \\γ+ \\ v | |J).

We set BR(Y) = {ve Y: \\v\\γ<R} and choose R> 1 and veBR(Y). Then

We now choose R > C | |/ | |H l, where C = sup0 < T < 1 C Γ , and then choose Γso small that

C\\f\\Hί + CTβRy<R.

It follows that Φ maps BR(Y) into £R(7).

If v and we£Λ(7) it follows from [2, p. 117], that

\\F(v)-F(w)\\x,<C(R)Tβ\\v-w\\x,

where 0 < β < 1. Invoking (24) we obtain

) | | x < d || t -w | | x ,
where 0<d< 1, if Tis small enough.

It is easy to prove that BR(Y) with the X-metric is a complete metric space and it
follows that Φ is a contraction on this space. Invoking the contraction theorem we find
that Φ has a fixed point ueY and that u = Φ(u)e F. Hence

(27) u = Gof-iGF(u)

and M(0)=/. It follows from (27) that u satisfies the equation (3). We remark that in
proving the equivalence of (27) and (3) it is useful to observe that F{u)eC{I; H_x),
which can be proved by use of the implications

u(t) e Hx => u(t) E L2 n U + x => F{u(ή) e L2 + L 1 + 1/y a H_ γ

(see [2, Lemma 1.3 and its proof]).
To prove that u is unique assume that v is another solution of (3) with v(0) =f, veΫ.

It follows that

υ = Gof- iGF(v) and u - v = - i(GF(u) - GF(v)).

An application of the contraction property of GF then shows that u = v.
We have thus found a unique solution u e Ϋ of (3) with w(0) =/. It follows that

ueC(I; H^ and that u and du€lJs^'r{y). We shall now prove that u and du also belong
to Lξ+1'r, where p, r and s satisfy the conditions in the theorem. For \<p<y this
follows from the properties of the spaces Lξ+1'r (see Bergh and Lόfstrόm [1, pp. 107
and 153]). For p>y we can simply use the fact that

1 implies \D"F(ζ)\<C\ζ\I P - 1
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(I CI > 1) and we can apply the above result with γ replaced by p.
It remains to prove the local regularity (5). We first choose ψeC£(R2) so that

ψ = 1 in a neighbourhood of the origin. Set F1 = φF and F2 = (1 - φ)F so that F=FX+F2.
The proof of Lemma 2.2 in [2] shows that

(28)

and

(29)

We

and

have

choosing

F^u) and

F2(u) and d(F

u(t) = eitPf-iίt

Jo

φ e stf we obtain

d(Fγ(μ))i

2{u))eLι

ei(t-τ)Pf{

" P / l k + 1 / 2 + f' I
Jo

\\Hk+1/2dτ .

Hence

ΛT/ (T \l/2

II Φ« Wmi;Hk+ι/2)< II ̂ i ί P / l l L 2 α ; H k + 1 / 2 ) + J o y o II φeitPe-*pF(u(τ)) \\2

Hk + ί/2dtj dτ .

Invoking the estimate (1) we then get

^ I F(u(ή) \\Hιώ .

To prove (5) it is therefore sufficient to prove that Fi^eL^I H^. We have
) = F1(u)+F2(u) and it follows from (28) that F^eL^I Hj). Furthermore

and it remains to prove that

(30) d{F2

We shall use the estimate

(31) \d{F2{u))\<C\uΓι\du\

(see [6, p. 149]).
In proving (30) we first assume k = 1. Using Holder's inequality we obtain

(32) I \d(F2(u))\2dx<C\ \u\2-<-2\du\2dx
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\2/(y+l)/ Γ \l/α/ Γ \2

<cί \\u\(2?-2)adx) ί \\δu\y + 1dx)

where

2 - + ±-ι
7 + 1 α

and thus α = (y + l)/(y -1).
We now first consider the case n = 1 or 2. We have

since
1 1 1

2y + 2 ~ 2 n

and it follows from (32) that

α \(y-l)/2(y+l)

\u\2v + 2dx) \\du\\y+1

where we have used the fact that ueC(I; Hx). Now (30) follows since dueLγ+1'r{γ).
We then consider the case 3 < n < 5. We have γ < (n + 2)/(n — 2) and r = 4(y + l)/n(y — 1)

and we may assume that y is close to (n + 2)/(n — 2). Setting

we observe that since γ is close to (n + 2)/(n — 2), p is close to

- 2 3 n - 2

( )/(-2) n + 2

We have

3 n - 2 n + 2
1

n+2 n-2

and it follows that

n + 2

n-2

From the definition of p we conclude that
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p+l =

and

1 1 n + 2 + 2y 1 1

p+1 n 2n(y+l) n 2y + 2

We have ueL{+1'r\ where r1 =4(p+ l)/n(p— 1), and it follows from Sobolev's theorem

From (32) we conclude that

(33) \\d(F2(u))\\2<C\\u\\l-l2\\du\\y+ί

and hence

II5(F2(M))| |L 2 ) 1<C| \\u\\v2-i2\\du\\y+1ώ<cn \\u\\%-+ψdtj([ \\du\\'J+1dt\llr.

Since dueLy + 1 r and weL2 y + 2 'Γ l the above right hand side is finite if (γ-iy^rlm To

show this we shall prove that

(34)

We have

(y-l)r'
«(P-1) 1
4(p+l) y—1

n n + 2 + 2γ

4 4(7 + 1)

(n-2)y-n-2

( 7 -

V *•

1

l)r'~0'

/ 4 \

n
1

y - l 4(y + l)

(n-2Xy-(n + 2

2 'N

P+ίJ

n-2

4

1 1

1 y-i
1

7 - 1

n

4(7 + 1)

4(7-1) 4(y-l )

and since the right hand side is negative we have proved (34) and (30).

We then assume n > 6. One has

d(F2(u))\2dx<C \\u\2y-2\du\2dxί\d(F2(u))\2dx<cί\u

and we assume y<l+2/(n—4) and that y is close to l+2/(n—4). We remark that
l+2/(n-4)<(n + 2)/(n-2) with equality for n = 6. We shall choose p such that
γ<p<(n+2)/(n-2) and use the fact that tιeL?+1 r, where r=4(p+l)/n(p-l).

Using Holder's inequality one obtains

(35) || d(F2(u)) \\2<C\\u ||5j-/_ 1Hp+mp-υ \\ δu \\p+1 .
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Now assume that we can choose p so that

(36) -i-> r-1 >-i—1.
p+ί 2(y-l)(p+l) p+1 n

Then

and it follows from (35) that

| | I r i and || d(F2(u)) | | L 2 ) 1 <C ί || u \\lv

However, the above right hand side is finite since y < 2 < r.
It remains to prove that the above choice of p is possible. The right hand side

inequality in (36) is equivalent to

and to

1 l λ 1
P

.2(7-1) nj 2(7-1) n

Thus we can find a suitable p by choosing p close to (n + 2)/(n—2) if

n + 2 / 1 1\ 1 j l
+) 2(7-1)

This inequality is equivalent to

2(y-l)\n-2 ) n(n-2)

and to

2
>π—4,

7-1

which holds since y< 1 +2/(n — 4).
The left hand side inequality in (36) is equivalent to 2(y— l)>p— 1, which is easily

seen to be true if/? is chosen close to (n + 2)/(n —2). Thus (30) is proved also in the case
n>6.

We shall then study the case k>2. The above argument for k=\ clearly works
also in the case fc>2. Thus it only remains to prove (30) in the case k>2 and n>7. In
fact, in the following proof it is sufficient to assume n>5.
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We start from the estimate

(37) [\d{F2{u))\2dx<c[\u\2y-2\du\2dx

and define q by

1 _ 1 _ 1

q 2 n

It then follows that q = 2n/(n-2) and

(38) \\u(t)\\q<C\\u(t)\\L2.

We have

since n > 5 , and we set ocί=q/(2γ — 2) = n/(n — 2)(y — 1). Also define α2 by

-U-L.I.

From (37), (38) and the fact that ueCil HJ we obtain

ί I d(F2(u)) |2 dx < c{[\ u \«dxX/ai ([\du \

and

(39) \\d(F2(u))\\2<Cu\\du\\2a2.

We have dueUs

 + Ur, where r = r{y\ s = s(y) and we will obtain (30) from (39) if

we can prove that

(40) \\du\\2a2<C\\du\\Ly+ί.

To prove (40) it is sufficient to prove the inequality

(4.) U ^ ' S

7 + 1 2α2 7 + 1 n

The right hand side inequality in (41) is equivalent to

s 1 1 / 1 \ 1 1 * 1
> - - — 1 = — — + -n 7 + 1 2 \ OLtJ 7 + 1 2 2αx

which gives
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1 1 (n-2Xy-l)
2(y+l) y+ί 2 In

and

2n(y + l)

We may assume k = 2 and the above numerator then equals

n —2 n — lj \ n —

which is positive since 1 <y<(n + 2)/(n — 2).

The left hand side inequality in (41) leads in a similar way to the inequality

(n-2)y2-ny + 2>0.

However,

n-2 n-2J \ n-2

which is positive for 1 < γ < (n + 2)/(n — 2). Hence (41) is proved and (40) and (30) follow.
The proof of the theorem is complete.
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