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S U M M A R Y
Spherical cap harmonic analysis has become a well-known technique for regional modelling
of fields that can be expressed as the gradient of a scalar potential, such as for example the
geomagnetic field and its secular variation. Up to now, the method has been regularized by a
purely statistical technique: coefficients that are considered to be statistically insignificantly
small are simply set to zero. This method lacks physical justification and ignores resolution; in-
dividual coefficients may be small but well-resolved, while coefficients with a large value may
be poorly resolved. We implement the more physical regularization technique of minimizing a
certain feature of the field, for example the field strength over the cap surface, analogous to the
regularization techniques widely used in global spherical harmonic analysis. The mathematical
difference between spherical cap harmonics (SCHA) and global spherical harmonics analyses
(SHA) lies in the basis functions. While these are completely orthogonal in SHA, this is not the
case in SCHA. This leads to the existence of certain linear combinations of coefficients that
hardly contribute to the field, which makes the statistical rejection criterion meaningless. With
the physical regularization the individual coefficients become meaningful, as we show by mod-
elling the secular variation from a data set of 30 years of European observatory measurements,
repeat station and ground vector surveys.
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1 I N T RO D U C T I O N

Geomagnetic secular variation, the slow change of the Earth’s main
magnetic field originating in the fluid core, is a topic of frequent
studies because it can provide information concerning the dynam-
ics of the core. The observable length-scales of secular variation at
the Earth’s surface are of several thousand km, as the field is geomet-
rically attenuated from upward continuation through the (assumed
to be insulating) mantle. Global models obtained by spherical har-
monic analyses are a popular method of visualizing and interpreting
secular variation, both at the Earth’s surface and at the core–mantle
boundary. However, the data distribution for secular variation studies
is very inhomogeneous over the Earth, limiting the spatial resolution
of global models. To date, the operational time spans of geomagnetic
satellites with good spatial resolution have been too short to provide
long-term secular variation information. Geomagnetic observato-
ries with good time-series of data are dense in Europe, but sparse
elsewhere, particularly in the southern hemisphere. Additional re-
peat station surveys are carried out by several countries for the very
purpose of determining secular variation. The results of such surveys
are modelled on regional scales for the practical purpose of updating
geomagnetic charts, or for more detailed studies of secular varia-
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tion. A long-standing question has been whether medium-scale to
small-scale structure (length-scale <1000 km) exists in secular vari-
ation data. While it is unlikely for such features to have come from
the Earth’s core, they could reveal lithospheric induction anomalies
on comparatively large scales. Mundt (1973, 1981) claimed secular
variation anomalies in Europe visible in observatory data. Mundt &
Porstendorfer (1977, 1978) suggested a large-scale electrical con-
ductivity anomaly in the Earth’s upper mantle as the cause of the
observed anomaly, and Porstendorfer et al. (1979) concluded from
model calculations that lithospheric conduction anomalies should
be detectable in secular variation observations. Studying the tem-
poral change of the magnetic components from European observa-
tory records in several frequency bands, Alldredge (1983) also sug-
gested temporally varying magnetic anomalies, i.e. secular variation
anomalies, on the scale of a few thousand kilometres. The problem
with all of these studies, however, is that although the spatial density
of observatories is highest in Europe, it is still sparse with respect to
the length-scale of the effects studied. Complementing observatory
data with repeat station data seems to be the obvious solution to this
problem, but the lower quality of repeat station data compared with
observatory data causes new difficulties here. In part because of
these difficulties, Korte & Haak (2000) find that the data are unable
to support the earlier claims of anomalous secular variation.

The simplest common method of regional field or secular vari-
ation modelling is to model each field component separately with
a spatial polynomial. As an alternative, Haines (1985a) introduced
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spherical cap harmonic analysis (SCHA), which, as for global spher-
ical harmonic analysis (SHA) has the advantage of modelling the
full vectorial field as the negative gradient of a scalar potential. With
both of these regional modelling methods we have to make assump-
tions concerning the expected smoothness of the model by limiting
the maximum polynomial degree or maximum degree of trunca-
tion of the spherical cap harmonics series, to avoid overfitting the
data.

We need a method of hypothesis testing: can we fit the data within
the tolerance of the estimated errors with a large-scale model or
do the data really require small-scale structure? We will show that
the statistical method used by Haines is physically not meaningful
because it ignores the resolution of coefficients.

Haines applied a statistical regularization to the method to reduce
the roughness of the models: in the stepwise regression to estimate
the coefficients significance tests are applied and a coefficient is
only included in the model if it is considered statistically signifi-
cant (Draper & Smith 1966). Coefficients with an absolute value
smaller than the square root of the chosen significance level times
their standard deviation are set to zero. The method has been widely
used (e.g. Torta et al. 1992; Haines & Torta 1994; De Santis et al.
1997; Haines & Newitt 1997; Kotzé 2001). However, there is no
physical justification for setting small coefficients to zero. A coeffi-
cient can be small but well resolved, or conversely large but poorly
resolved. We will see that in the case of spherical cap harmonics
in particular, there are certain linear combinations of coefficients
that are very poorly resolved. In global modelling a method of hy-
pothesis testing is achieved by using a regularization according to
physical properties of the field, for example minimizing the mean
field strength over the spherical surface (Shure et al. 1982). The
misfit of the model predictions to the data is traded off against the
roughness of the model, so that the smoothest model within the
estimated tolerance of the errors can be found. We applied this
method to SCHA. Unlike in SHA, the basis functions in SCHA
are not completely orthogonal, which makes the implementation
more complicated—the damping matrix has non-zero off-diagonal
elements.

Studying the magnetic field or secular variation, we are often
interested not only in just a snapshot of one epoch, but want to
know the temporal change. Simultaneous modelling of the spatial
and temporal distribution gives additional constraints if we assume
that the change in time will be continuous and smooth. Polynomials
have been used for time-dependent modelling with SCHA (Haines
1985b). Again, with this method the smoothness of the models is
mainly determined by the arbitrary choice of maximum degree of the
polynomials. In contrast, the use of cubic splines (piecewise cubic
polynomials) as basis functions, offers the possibility of physically
more sensible regularizations.

With European regional survey secular variation data, we inves-
tigate three different damping norms and compare the modelling
results with those obtained using Haines’ statistical regularization
method. The data set had been tested thoroughly and modelled for
six individual 5 yr intervals between 1965 and 1995 with the latter
method in an earlier study (Korte 1999; Korte & Haak 2000). The
data are of limited quality because of the temporal and spatial in-
homogeneity of the European regional magnetic surveys and often
large errors arising from uncompensated external magnetic field in-
fluences. While imperfect, this data set is useful for investigating
and emphasizing the improvements that can be obtained by regular-
ization. For time-dependent modelling we complement the data set
with annual observatory secular variation to fill in the gaps between
the 5 yr intervals.

2 M O D E L L I N G M E T H O D

2.1 Spherical cap harmonics

In a source-free region, the magnetic field B can be given as the
gradient of a scalar potential �, B = −∇�, with ∇2� = 0. The
general solution of Laplace’s equation in the case of SCHA, written
as a series up to degree kmax, is given by Haines (1985a):

�(r, θ, φ) = RE

kmax∑
k=0

k∑
m=0

(
RE

r

)nk+1

× [
gm

k cos(mφ) + hm
k sin(mφ)

]
Pm

nk
(cos θ ). (1)

The potential � depends on radius r, colatitude θ and longitude φ.
RE is the mean radius of the Earth and {gm

k , hm
k } are the coefficients

analogous to the Gauss coefficients in main field modelling. How-
ever, in SCHA Pm

nk (cosθ ) are not the usual Legendre polynomials with
integer degree n and order m, but associated Legendre functions with
a non-integer degree nk , depending on the colatitude of the spher-
ical cap boundary. The order m is still an integer, as the potential
must be continuous in φ. The boundary condition on θ , however, is
only to be able to give an arbitrary function at the cap boundary. To
allow sufficient differentiability of the field to obtain the horizontal
components, Haines (1985a) argued that two sets of basis functions
were necessary, namely those with (generally non-integer) degree
nk so that either

∂ Pm
nk

∂θ
= 0 (2)

or

Pm
nk

= 0. (3)

As the degrees nk also depend on the integer order m, they are or-
dered by the integer index k and kmax in eq. (1) is the maximum
spatial index of the truncated series. The two sets of basis functions
are denoted by the fact that for one set the difference (k − m) is even
and for the other (k − m) is odd. All functions within one set are
orthogonal, but the functions of one set are not completely orthog-
onal to those in the other. Haines (1985a) also gives the equations
for products of the functions:∫ θ0

0
Pm

n j
(cos θ )Pm

nk
(cos θ ) sin θ dθ

= − sin θ0

(nk − n j )(nk + n j + 1)
Pm

n j
(cos θ0)

d Pm
nk

(cos θ0)

dθ

(4)

for ( j − m) even and (k − m) odd,∫ θ0

0

[
Pm

nk
(cos θ )

]2
sin θ dθ = − sin θ0

2nk + 1
Pm

nk
(cos θ )

∂

∂n

d Pm
nk

(cos θ0)

dθ
(5)

for (k − m) even and∫ θ0

0

[
Pm

nk
(cos θ )

]2
sin θ dθ = sin θ0

2nk + 1

d Pm
nk

(cos θ0)

dθ

∂

∂n
Pm

nk
(cos θ )

(6)

for (k − m) odd. Note that eqs (5) and (6) follow directly from
eq. (4), using L’Hôpital’s rule in the limit that nk tends to nj. As
already noted by Lowes (1999), in Haines’ paper the sign of our
eq. (4) is incorrect.

The secular variation Ḃ, the first time derivative of the magnetic
field B, can be modelled in the same way directly from secular
variation data by introducing a secular variation potential and using
the secular variation coefficients {ġm

k , ḣm
k } in eq. (1).
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2.2 Inverse method and damping

As an alternative to the statistical regularization method of Haines
(1985a), we develop regularization techniques following those used
for global SHA. We use the linear inversion method based on the
work of Whaler & Gubbins (1981) and Gubbins (1983). We mini-
mize the function

(γ − Am)TC−1
e (γ − Am) + λmT�m, (7)

where (γ − Am) is the error vector given by the difference between
data γ and the prediction of the model m and A is the operator
calculated from eq. (1) relating the data vector to the model. Ce is
the data error covariance matrix. The regularization is given by the
second term: mT �m is a quadratic norm of smoothness of the field
over the spherical cap, � is a positive-definite damping matrix. λ is
a Lagrange multiplier. The maximum-likelihood solution is

m̂ = (
ATC−1

e A + λ�
)−1

ATC−1
e γ. (8)

The damping matrix is determined by the norm. In SHA, not only
the basis functions but also the corresponding Bm

l are orthogonal
over the sphere (Lowes 1966):∫ 2π

φ=0

∫ π

θ=0
Bm

l · Bm′
l ′ sin θ dθdφ = 0 (9)

unless l = l ′ and m = m ′. Here, l has been used for the integer degree
to avoid confusion with the non-integer nk of spherical cap harmon-
ics. For example, the 2-norm of the mean field strength averaged
over the spherical surface is given by

〈B · B〉 =
∞∑

l=1

(l + 1)

(
RE

r

)2l+4 ∞∑
m=0

[(
gm

l

)2 + (
hm

l

)2]
(10)

so the damping matrix based on minimizing this norm is diagonal
with elements

f (l) = (l + 1)

(
RE

r

)2l+4

. (11)

In SCHA, however, owing to the incomplete orthogonality of the
basis functions, the fields are orthogonal only to the same extent
as the basis functions (Lowes 1999), so the damping matrix is no
longer diagonal. The functions are still φ-orthogonal, so integrals
of products of functions with m �= m ′ are zero. As a result, most of
the non-diagonal elements of the damping matrix are also zero, but
the elements that combine odd and even harmonics of equal order
m have finite values.

A straightforward, but rather weak, regularization is to minimize
only the mean square radial component of B. This norm is given by〈
B2

r

〉 =
∑

nk

∑
n j

∑
m

(
gm

nk
gm

n j
+ hm

nk
hm

n j

)
(nk + 1)(n j + 1)

×
(

RE

r

)(nk+n j +4)

a

∫ θ0

θ=0
Pm

nk
(cos θ )Pm

n j
(cos θ ) sin θ dθ,

(12)

where the θ -integral is given by (4)–(6), respectively. The mean 〈···〉
refers here to the mean over the cap and the factor a is the result of
the φ-integral, 2π for m = 0, π for m �= 0, normalized for the area
of the cap, 2π (1 − cos θ ):

a =
{

1/(1 − cos θ0) m = 0

1/[2(1 − cos θ0)] m �= 0.
(13)

For θ0 = π these values, respectively, become 0.5 and 0.25, which
are the factors when normalizing the φ-integral with the area of the
whole sphere in the case of global spherical harmonics. The square
norm of the main field B is given by

〈B · B〉 =
∑

nk

∑
n j

∑
m

(
gm

nk
gm

n j
+ hm

nk
hm

n j

) (
RE

r

)(nk+n j +4)

×
[

sin θ0 Pm
n j

(cos θ0)
d Pm

nk
(cos θ0)

dθ
+ (nk + n j + 1)(nk + n j + 2)

× a

2

∫ θ0

θ=0
Pm

nk
(cos θ )Pm

n j
(cos θ ) sin θ dθ

]
. (14)

The first term in the square brackets vanishes for k = j , (k − m)
odd, or ( j − m) even, as either Pm

n ( cos θ0) or dPm
n ( cos θ0)/dθ is

zero owing to the boundary conditions (eqs 3 and 2). The elements
of the damping matrix Λ in this case are:

fk j =
[

1 −
(
nk + n j + 2

)
(
n j − nk

)
] (

RE

r

)nk+n j +4

× a

2
sin θ0 Pm

nk
(cos θ0)

d Pm
n j

cos θ0

dθ
(15)

for the non-diagonal elements with m = m ′, (k − m) even and ( j −
m) odd,

fkk = −(nk + 1)

(
RE

r

)2nk+4

a sin θ0 Pm
nk

(cos θ0)
∂

∂n

d Pm
n j

(cos θ0)

dθ
(16)

for the diagonal elements with (k − m) even and

fkk = (nk + 1)

(
RE

r

)2nk+4

a sin θ0

d Pm
n j

(cos θ0)

dθ

∂

∂n
Pm

nk
(cos θ0)

(17)

for the diagonal elements with (k − m) odd.
Another possibility is to minimize the 2-norm of the radial deriva-

tive of the field or its radial component, ensuring smoothness of the
field with varying height. SCHA, similarly to SHA, allows upward
and downward continuation, and it is unreasonable to obtain a model
that is smooth only on a particular surface, but becomes very rough
a short distance above the Earth’s surface. Such a behaviour would
surely not represent the actual geomagnetic field. Deriving the ex-
pressions for both the (dBr/dr )2 and (dB/dr )2 norms is straight-
forward from the B2

r and B2 norms: the derivative only gives an
additional factor of

(nk + 2)(n j + 2)

(
RE

r

)2

(18)

to (12) and (14). (Appendix A demonstrates this for the B2-norm.)
Again all of these equations are also valid for the secular variation Ḃ
when substituting the time derivative of the coefficients {ġm

k , ḣm
k }.

2.3 Temporal modelling with splines

To obtain the maximum constraint on the secular variation, we must
model it simultaneously in time and space. To do this, we follow
the approach of Bloxham & Jackson (1992) developed for global
modelling, adopting the method of penalized least-squares splines as
suggested by Constable & Parker (1988, 1991). We expand each of
the SCHA Gauss coefficients in time on a basis of cubic B-splines
bj(t)
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gm
nk

(t) =
L∑

j=1

α jkmb j (t). (19)

αjkm are temporal coefficients to be determined by an extension of
the procedure outlined by (7). For example, we might minimize

(γ − Am)TC−1
e (γ − Am) +

∫ [
λ

∫
B2d� + τ

∫ (
∂2B

∂t2

)2

d�

]
dt,

(20)

where the three terms minimize the data misfit, spatial roughness and
temporal roughness, respectively. λ and τ are Lagrange multipliers
controlling the trade off of the misfit and roughness criteria.

Cubic B-splines are piecewise cubic polynomials, joined at points
t j which are called knots. For simple smoothing splines, the knots
t j are chosen to be the data points. However, with penalized least-
squares splines, we seek to control the model fit and smoothness
by damping. We thus choose a sufficiently high number of evenly
spaced knots that the results are insensitive to their number or po-
sition. For modelling a data set covering 30 years, we have used
20 splines, which is more than adequate to represent the secular
variation. The B-spline basis has several useful properties. First, the
B-splines themselves are optimally smooth in the sense of minimiz-
ing a norm of the second derivative, and so they are a good basis
to choose to represent the secular variation, which we expect (and
preferentially choose) to be smooth. They have small support: the
kth cubic B-spline is such that bk(t) > 0 if t j < t < t j+4 and zero
otherwise, and the sum of the B-splines is unity at any point. A more
detailed discussion of splines and the B-spline basis is given by de
Boor (1978).

3 DATA

To test the new method, we model the secular variation in Europe
from a data set we had previously tested thoroughly and modelled
with Haines’ original method (Korte & Haak 2000). The data are
taken from regional magnetic surveys of 12 European countries from
1955 to 1996. Owing to the temporally and spatially inhomogeneous
distribution of the data some unifying processing was necessary. The
processing step most important to keep in mind when interpreting
the results is a reduction of the original data to a small number of
epochs common to all points by means of a regional but large-scale
‘normal’ main field/secular variation model. The data set finally used
consists of average annual secular variation data for 5 year intervals
between 1965 and 1995. An average network of this processed data
set, which consists of 300–400 points for every time interval, is
shown in Fig. 1. A detailed description of the data set and data
handling is given by Korte & Haak (2000).

A severe problem with these data is that they may contain errors
up to the order of magnitude of the secular variation itself. As the
raw data are momentary values measured at the survey stations on
different days, they are generally reduced to ‘annual means’ using
recordings of a nearby observatory. Under the assumption that all
geomagnetic variations are the same at the stations and observa-
tories, this procedure yields values of the internal magnetic field
that are no more influenced by external variations than observatory
annual means. Spatial differences in secular variation and the re-
sulting errors are indeed negligible for reductions over short time
spans. However, external and particularly induced variations can
differ significantly even over short distances, producing errors of 10
nT and more in the desired internal results. These errors can only
be reduced when the variations are recorded directly at the survey

Figure 1. Network of magnetic repeat station and ground vector data used
in our study, Mercator projection.

station, which in older surveys was rare. Moreover, our additional
reduction of data to common epochs, inevitable in our first study,
could have distorted the amplitude of any small-scale secular vari-
ation anomalies. We estimate these additional errors to be small
enough not to prevent the detection of secular variation anomalies;
nevertheless, they complicate the interpretation as to whether small-
scale structure in the model is caused by induced secular variation
effects or just data uncertainties.

In a test with synthetic data, SCHA was shown to be stable with
regard to quite large, but normally distributed errors. However, the
results of modelling the real data at different epochs were less con-
vincing (Korte & Haak 2000). With the damping methods described
above we hope to have better physical constraints on spatial and
temporal variability to overcome some of the problems of high data
errors and unsatisfactory data distributions. For the time-dependent
modelling we complemented the data set with annual secular vari-
ation measurements, i.e. first differences of annual means of the
geomagnetic observatories. Thus we obtained a denser time-series
of data with 300–400 points every 5 years and 20–30 observatory
points every year in between.

We do not have good estimates of the data uncertainties, which
may differ significantly between the original data sets of the different
surveys. Therefore, as in our previous study of the data, we did not
apply any weights to the data. Even when we added the observatory
data, which are supposed to be of significantly higher quality, we
did not apply any weights, reasoning that with their higher temporal
density those data automatically have more influence on the models.
A major advantage of the time-dependent modelling is to make the
reduction of the different survey results to common epochs unneces-
sary. However, for the temporally sparse ground vector surveys that
had to be included in our data set, it is not possible to determine the
secular variation at the different stations with a better accuracy than
that given by the reduction to common epochs. To benefit from the
time-dependent modelling with our data set it would be necessary
to model the main field and derive the secular variation from the
derivative of the coefficients. That method works well with ordinary
spherical harmonics and global data. With spherical cap harmonics,
however, we meet the problem that the main field cannot be modelled
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well directly for a comparably small spherical cap owing to the long
(global dipole) wavelengths of the main field and a much shorter
maximum wavelength (the size of the cap half-angle) for the first
spherical cap harmonic (Torta et al. 1992). The widely used solution
of removing a known main field model such as the IGRF from the
data prior to modelling seems problematic with our method of regu-
larization. Applying the desired damping norm, chosen for physical
considerations, to the residuals after subtraction of a model field
derived using a different regularization is not a consistent approach.
Therefore, we do not investigate this possibility further here.

4 R E S U LT S

We studied modelling results both for the epoch data with different
damping norms and for time-dependent modelling and compared
the results with those obtained using Haines’ original method. As
the half-angle of the cap we adopted the value of θ0 = 18◦ used in our
previous study. The truncation level of the spherical cap harmonics
determines the smallest possible wavelength of the modelled struc-
tures. We want to investigate whether there is small-scale structure
in the data, so we must not force smooth models by choosing low
truncation levels. We want fine-scale model structure to be con-
trolled by the requirements of the data, rather than by the truncation
level. Thus, we chose the maximum order of the spherical harmonics
kmax = 9 and looked for models that are smooth in the radial compo-
nent of the field secular variation (Ḃ2

r -norm), in the main field secular
variation itself (Ḃ2-norm) and in the main field secular variation and
its variation with height (Ḃ2 + (dḂ/dr )2-norm), respectively. In the
previous case the norm of the derivative is stronger than that of the
field. We multiplied it by a factor of 0.1, chosen so that the two
damping norms had a similar influence: Ḃ2 + 0.1(dḂ/dr )2.

We met one problem with the damping method that occurred
for all of the tested norms: the range of eigenvalues of the damp-
ing matrix becomes very large, the values spanning approximately
seven orders of magnitude (examples from the individual epoch
modelling are from 10−5 to 102 for the Ḃ2-norm or from 10−2 to
105 for the Ḃ2 + (dḂ/dr )2-norm ). This broad range of eigenvalues
is a symptom of the existence of certain linear combinations of the
spherical cap harmonics that give almost no field, a consequence of
the incomplete orthogonality of the basis functions. Such eigenvec-
tors are also clearly poorly constrained by the data. When including
high maximum spatial indices kmax the smallest eigenvectors for the
Ḃ2

r -norm (smaller than 10−5) sometimes even became negative. We
confirmed that this was just a numerical problem arising from the
limited accuracy in calculating the Legendre functions by comparing
the eigenvalues with the numerically determined norms of the dif-
ferent eigenvectors. This numerical problem of negative eigenvalues
can easily be overcome by slight numerical damping for stability:
a constant factor times the identity matrix is added to the damping
matrix. In our studies, a factor of 10−5 was sufficient to eliminate
negative eigenvalues, yet is small enough to be insignificant with
respect to the physical damping.

The smoothness and misfit of a model are determined by the
Lagrange multiplier or damping factor λ from eq. (7). Lacking good
estimates of data uncertainties, we choose the appropriate factor for
the smoothest and at the same time best-fitting model from the knee
of a trade-off curve, a plot of the norm value against misfit. Larger
values of λ increase the smoothness of the models but at the cost
of the fit to the data, while smaller values of λ produce a better fit
at the cost of increased model complexity. Fig. 2 shows trade-off
curves between the data misfit, given as an rms value, and the norm

Figure 2. Trade-off curves between the data misfit and the roughness for
three different norms.

for the three damping norms and data of one epoch. In all of the
curves a knee is clearly visible and well defined at the same level
of misfit. Trade-off curves for other epochs show the same well-
defined behaviour. Owing to the temporal inhomogeneity and the
subsequent reduction procedure the data from the different epochs
have mean errors of different order and thus are fitted to different
levels even without damping. The range of the rms misfit without
damping is from 3.2 to 8.4 nT yr−1, for the example shown in the
following figures it is 3.9 nT yr−1. For the time-dependent modelling
the trade-off curves also show well-defined knees, except for the
Ḃ2

r -norm. The minimum rms misfit is 4.4 nT yr−1 for the data set
complemented with observatory data and 4.5 nT yr−1 for the original
5 yr interval data set, within the range of the misfits of the single
epochs as expected. The numerical problems of negative eigenvalues
are clearly reduced by the additional observatory data, owing to the
better data constraints.

A comparison of the resulting models with the different damping
norms shows that neither the Ḃ2

r -norm nor the Ḃ2-norm are ade-
quate for our data. Models that are very strongly damped do not
become smoother but even seem to show more small-scale struc-
ture while getting weaker owing to the overdamping. Fig. 3 shows
this for the Ḃ2-norm, for the Ḃ2

r -norm we obtain similar results for
the Z-component while the X - and Y -components, as expected, are
affected much less by the damping. Only the combined norm of
Ḃ2 + (dḂ/dr )2 produces the desired results of spatially smoothing
the models, allowing for a sensible trade-off between the smooth
model and the misfit to the data to determine how much small-scale
structure is actually required by the data. With this norm the field is
already much smoother for our preferred solution, see Fig. 4(a). This
choice of norm is also supported by the fact that it eliminates the
highly unrealistic large secular variation gradients at the southwest-
ernmost and/or southeasternmost edge of the displayed area, which
are present in several of the charts in Fig. 3. These regions still lie
within the chosen spherical cap, but outside the region of the actual
data (cf. Fig. 1). The effect mainly seems to be a problem of the data
distribution, as it is also present with the statistical regularization
method (see Fig. 4b). Apart from these edge-effect differences, the
combined-norm models look quite similar to the models obtained
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258 M. Korte and R. Holme

Figure 3. Model of secular variation for the time interval 1985–1990, regularized with the Ḃ2-norm. (a) Damped optimally (λ = 5, residual=4.0 nT yr−1),
(b) damped more strongly (λ = 50, residual=5.0 nT yr−1). Units are nT yr−1, Mercator map projection.

Figure 4. Model of secular variation for the time interval 1985–1990, units are nT yr−1, Mercator map projection. (a) Regularized with the Ḃ2 + (dḂ/dr )2-
norm. Optimal damping (λ = 1, residual=4.0 nT yr−1). (b) Model using the statistical method of rejecting coefficients (F-level of 3.5) for a maximum spatial
index of kmax = 4.
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Regularization of spherical cap harmonics 259

Figure 5. Results of the time-dependent models for epoch 1988.0, comparable to the individual models of the interval 1985–1990. All spatially optimally
damped using the Ḃ2 + (dḂ/dr )2-norm. Units are nT yr−1, Mercator map projection (a) Original data set (λ = 50, τ = 1000, residual=4.8 nT yr−1). (b) Data
complemented with observatory annual secular variation (λ = 50, τ = 5000, residual=5.3 nT yr−1).

using the statistical method with low truncation levels (Fig. 4b). For
higher truncation levels the models with that method show more
and more small-scale structure, which we did not believe to be re-
liable (cf. Korte & Haak 2000). If for these models we increase the
F-parameter, that is we consider more small coefficients to be sta-
tistically insignificant, we also obtain an increased smoothness and
misfit. However, most coefficients so rejected are of high degree,
which for all of the models are small, and so the result is similar to
a stronger truncation of the spherical cap harmonics series.

The time-dependent models show a similar behaviour with re-
spect to the different norms, for both of our data sets. Figs 5(a)
and (b) show time-dependent model results for the original and the
complemented data set, respectively, optimally damped with the
Ḃ2 + (dḂ/dr )2-norm and for the same epoch as the previous ex-
amples. The optimum factor τ for the temporal regularization has
been determined by trade-off curves of the temporal norm against
the misfit in the same way as the spatial regularization factor λ

had been determined previously. The addition of the observatory
data does not change the models significantly, although they show
slightly more small-scale structure. Generally, the appearance of the
models changes only very slightly with increased temporal damping
and subsequent increased misfit.

A look at the coefficients is instructive as it shows significant
improvements with our method of regularization. Fig. 6 compares
the temporal change of the coefficients for modelling the data for
individual epochs with statistical regularization and with damping,
and with time-dependent modelling. The coefficients of the 5 year
intervals of the original data set are shown, joined linearly for illus-
tration of the temporal change. In the time-dependent cases this is
done for comparative reasons only, the models actually have tempo-

rally continuously changing coefficients. Only coefficients with k =
1–3 and m = 0 are shown, the behaviour of all the other coefficients
is similar. It is obvious that with the statistical method (Fig. 6a) the
individual coefficients are not meaningful; they vary much more in
time than one would expect from looking at the field predictions of
the models. Regularization by minimizing a field quantity leads to
significantly less scatter of the coefficients in time (Fig. 6b), even
when the epochs are still modelled individually and completely in-
dependently. With the time-dependent models (Figs 6c and d), we
obtain the expected smooth change of coefficients, which is deter-
mined by the temporal damping here. Increasing or decreasing the
temporal damping significantly influences the smoothness of the
temporal variation of the coefficients, without influencing the field
predictions of the models very much as already noted above. If we
compare the actual continuous coefficient curves of the original and
the complemented data set we see that the latter is less smooth owing
to the additional data requiring variations shorter than 5 years.

5 C O N C L U S I O N S

We have developed a physical method of regularization for spheri-
cal cap harmonics analogous to that widely used for spherical har-
monics. We have compared models obtained using this damping
regularization to models obtained by the statistical regularization of
Haines (1985a). Additionally, we have considered time-dependent
models. We can show clear improvements in the performance of
the damping regularization compared with the statistical method.
The smoothness of the models is not arbitrarily defined by the trun-
cation level of the series of basis functions, but can be traded off
against misfit of the model to the data or, if good error estimates are
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(a) (b)

(c) (d)

Figure 6. Change of the model coefficients in time for different methods of regularization. All coefficients plotted for the original 5 year interval epochs for
comparison and joined linearly. (a) Statistical method, epochs modelled individually. (b) Damping with the Ḃ2 + (dḂ/dr )2-norm, epochs modelled individually.
(c) Time-dependent model, original data set, regularized with the Ḃ2 + (dḂ/dr )2-norm, and optimal temporal regularization. (d) As (c), but the data set
complemented with annual observatory data.

available, can be more rigorously determined by fitting the data to
the estimated uncertainty. We can thus determine much better what
amount of small-scale structure is actually required by the data.
Without regularization we will overfit the data with its errors, in-
cluding small-scale noise structure from the data errors in the model.
With the statistical method this obviously also happens for higher
truncation levels (Korte & Haak 2000), so we have to make a much
stronger a priori assumption concerning the smoothness by choos-
ing a low maximum truncation level. By damping we can choose
truncation levels that we assume to be able to display structure that
are much smaller than needed. The only a priori information is the
kind of norm we choose for damping. However, here we can apply
physical considerations, for example, the true secular variation field
is likely to change slowly and smoothly with increasing distance
from the Earth.

However, the superiority of the damping to the statistical method
is most clearly shown by the coefficients. We have shown in Fig. 6(a)
that the coefficients determined with the method of setting statisti-
cally insignificant coefficients to zero are not meaningful. The rea-
son for this is the incomplete orthogonality of the basis functions. As
our eigenvalue analysis of the damping matrix shows, there are lin-
ear combinations of spherical cap harmonics that contribute almost
nothing to the field. Those combinations are not determined by the
data, and we could add an arbitrary amount of them to the field at any
epoch, changing the coefficients without changing the appearance

of the model significantly. This means, however, that the choice of
setting small coefficients to zero is meaningless. Depending only
on the presence or absence of such poorly determined vectors, dif-
ferent coefficients make the criterion to be considered statistically
insignificant. The spatial damping, although also unable to resolve
such small eigenvalue eigenvectors, regularizes the well-resolved
linear combinations in such a way that the individual coefficients
become more meaningful. The change of the coefficients in time
becomes much smoother, even if the data of the different epochs are
modelled independently. In the time-dependent case we can apply
an additional temporal regularization, which resolves some of the
null space: we can smooth the temporal change of the coefficients
without significantly changing the field predictions of the model. A
comparison of coefficients of different epochs becomes much more
meaningful if we have thus resolved the amount of temporal change
in the individual coefficients required by the linear combinations
contributing significantly to the field.

An additional advantage of this form of regularization is that we
can vary the smoothing conditions according to the data. For our
data set of limited quality in terms of errors and data distribution,
the condition of just minimizing the mean field strength (Ḃ2-norm)
or its radial component (Ḃ2

r -norm) at the Earth’s surface is not strong
enough. With stronger damping, the field predictions of the model
only become weaker, but no smoother (Fig. 3). The lateral struc-
ture is not significantly influenced by the damping in those cases.
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This means that it does not provide the desired information concern-
ing whether small-scale structure is actually required by the data or
not. Only the combined condition of both minimum field strength
and its radial derivative (Ḃ2 + (dḂ/dr )2-norm) gives satisfying re-
sults, the lateral smoothness of the field predictions changes with
the amount of damping. Models damped optimally with that norm
are much smoother than those damped with either of the other two
norms (Fig. 4). The condition of a smooth horizontal derivative at
the Earth’s surface, even more explicitly allowing only as much lat-
eral structure as required by the data, might also be a sensible choice
for our data set but has not been implemented so far.

With regard to the data set, however, we must still conclude that
it is not good enough to reveal possible lithospheric secular varia-
tion anomalies. Some of the model results still suggest that some
small-scale structure might be present in the data. Given the large
differences in the models with a different norm, however, we were
not convinced that these are real secular variation anomalies; in par-
ticular, as we must not forget the rather strong shortcomings of the
data set: the data of several countries had to be interpolated over long
gaps with a smooth secular variation model. Additionally, the reduc-
tion to the 5 year intervals further distorts the amplitude of possible
small-scale lithospheric secular variation anomalies. Moreover, such
anomalies must be assumed to be very weak, which suggests that
their reliable detection demands a much better data accuracy than
most of these surveys provide. Given the encouraging results of this
study, in particular of the spline-based time-dependent modelling,
we aim to reprocess our repeat station data set. We will eliminate
as many as possible of the additional reductions to common epochs
and apply uncertainty estimates, putting more weight on the ob-
servatory data. We will also examine the effect of culling data, to
investigate the appropriate density of repeat station measurements.
Nevertheless, a good distribution of highly accurate time-series with
no less than at least 5 year repeat intervals would be the desired data
set to reliably confirm or reject the presence of lithospheric secular
variation anomalies. For example, in Germany, a new network of
high-quality stations has been set up in a 1999/2000 survey (Ko-
rte & Fredow 2001). This network is a subset of those used in the
1996.5 and 1992.5 surveys. A repeat interval of 2 to 4 years is
planned, which combined with surveys from surrounding countries,
will produce a vastly improved data set for these studies. SCHA also
allows the possibility of including data at different heights, opening
up the possibility of also using satellite data. With the methods de-
scribed here, and this new data set, we anticipate finally being able
to determine whether regional-scale variations in secular variation
are observable.
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mogenitäten der elektrischen Leitfähigkeit im erdmantel, Gerlands Beitr.
Geophys., 88, 467–473.

Shure, L., Parker, R.L. & Backus, G.E., 1982. Harmonic splines for geo-
magnetic modelling, Phys. Earth planet. Inter., 28, 215–229.
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A P P E N D I X A : D E R I VAT I O N
O F T H E N O R M S

Obtaining the B2
r -norm (12) is straightforward, as Br is given by

Br = −∂�

∂r
. (A1)

For the B2-norm we have to calculate∫ θ0
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The integral of B2
r has already been calculated as the B2

r -norm
eq. (12). The remaining surface integral of B2

θ + B2
φ is deter-

mined for both those horizontal components together (e.g. Gubbins
& Roberts 1987):∫ θ0
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where a is the result of the φ-integral, see eq. (13). We must define
the non-diagonal elements of the damping matrix such that the final
matrix is symmetric. Summing up the two terms and eq. (12) yields
eq. (14). The derivative of Br is again straightforward, but it is less
obvious that the derivative of the complete vector B also results in the
same additional prefactor. Consider the integrals of the horizontal
components again:∫ θ0
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Having changed the order of differentiation, the final step is analo-
gous to (A3) and now for all of the terms that have to be summed
for the final result the differentiation yields the factor given in
eq. (18).
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