
C
yberattacks are becoming more 
frequent, sophisticated and destruc-
tive. Each day in 2017, the United 

States suffered, on average, more than 
4,000 ransomware attacks, which encrypt 
computer files until the owner pays to 
release them1. In 2015, the daily average was 
just 1,000. In May last year, when the Wan-
naCry virus crippled hundreds of IT systems 
across the UK National Health Service, more 

than 19,000 appointments were cancelled. 
A month later, the NotPetya ransomware 
cost pharmaceutical giant Merck, shipping 
firm Maersk and logistics company FedEx 
around US$300 million each. Global dam-
ages from cyberattacks totalled $5 billion in 
2017 and may reach $6 trillion a year by 2021 
(see go.nature.com/2gncsyg).  

Countries are partly behind this rise. 
They use cyberattacks both offensively and 

defensively. For example, North Korea has 
been linked to WannaCry, and Russia to 
NotPetya. 

As the threats escalate, so do defence 
tactics. Since 2012, the United States has used 
‘active’ cyberdefence strategies, in which com-
puter experts neutralize or distract viruses 
with decoy targets, or break into a hacker’s 
computer to delete data or destroy the system. 
In 2016, the United Kingdom announced a 
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5-year, £1.9-billion (US$2.7-billion) plan 
to combat cyber threats. NATO also began 
drafting principles for active cyberdefence, 
to be agreed by 2019. The United States and 
the United Kingdom are leading this initia-
tive. Denmark, Germany, the Netherlands, 
Norway and Spain are also involved (see 
go.nature.com/2hebxnt). 

Artificial intelligence (AI) is poised to revo-
lutionize this activity. Attacks and responses 
will become faster, more precise and more 
disruptive. Threats will be dealt with in hours, 
not days or weeks. AI is already being used to 
verify code and identify bugs and vulnerabili-
ties. For example, in April 2017, the software 
firm DarkTrace in Cambridge, UK, launched 
Antigena, which uses machine learning to 
spot abnormal behaviour on an IT network, 
shut down communications to that part of 
the system and issue an alert. The value of AI 
in cybersecurity was $1 billion in 2016 and is 
predicted to reach $18 billion by 2023 (ref. 2).

By the end of this decade, many countries 
plan to deploy AI for national cyberdefence; 

for example, the United States has been eval-
uating the use of autonomous defence sys-
tems and is expected to issue a report on its 
strategy next month3. AI makes deterrence 
possible because attacks can be punished4. 
Algorithms can identify the source and 
neutralize it without having to identify the 
actor behind it. Currently, countries hesitate 
to push back because they are unsure who 
is responsible, given that campaigns may be 
waged through third-party computers and 
often use common software. 

The risk is a cyber arms race5. As states use 
increasingly aggressive AI-driven strategies, 
opponents will respond ever more fiercely. 
Such a vicious cycle might lead ultimately to 
a physical attack. 

Cyberspace is a domain of warfare, and AI 
is a new defence capability. Regulations are 
thus necessary for state use of AI, as they are 
for other military domains — air, sea, land 
and space6. Criteria 
are needed to deter-
mine proportional 
responses, as well as 
to set clear thresh-
olds or ‘red lines’ for 
distinguishing legal 
and illegal cyberat-
tacks, and to apply 
appropriate sanctions for illegal acts7. In each 
case, unilateral approaches will be ineffec-
tive. Rather, an international doctrine must 
be defined for state action in cyberspace. 
Alarmingly, international efforts to regulate 
cyber conflicts have stalled. 

We call on regional forums, such as NATO 
and the European Union, to revive efforts 
and prepare the ground for an initiative led 
by the United Nations. In the meantime, 
computer experts must be transparent about 
problems, limitations and shortcomings of 
using AI for defence. Researchers must also 
work with policymakers and end users to 
design testing and oversight mechanisms 
for this technology.

NO RULES
Right now, the UN process is in deadlock. 
In 2004, the UN set up the Group of Gov-
ernmental Experts on Information Security 
to agree on voluntary rules for how states 
should behave in cyberspace. Its fifth meet-
ing, in 2017, ended in a stand-off. The group 
could not reach consensus on whether inter-
national humanitarian law and existing laws 
on self-defence and state responsibility should 
apply in cyberspace. The United States argued 
that cyberdefence regulations should build on 
these laws. Other nations, including Cuba, 
Russia and China, disagreed. They argued 
that this would ‘militarize’ cyberspace and 
send the wrong message about peaceful con-
flict resolution. The group failed to deliver its 
report. It is unclear whether it will meet again, 
or what will happen next. 

International dialogue and action must 

resume. NATO could pave the way through 
its forthcoming guidelines, although it is 
currently unclear what their scope will be. 

Meanwhi le,  research on AI for 
cyberdefence is progressing quickly. The 
United States is in the lead, technologically. It 
aims to incorporate AI into its cyberdefence 
systems by 2019 (ref. 3). The US Department 
of Defense (DOD) has earmarked $150 mil-
lion for research. The US Defense Advanced 
Research Projects Agency (DARPA) is 
developing the techniques and strategies. 
Steps have already been taken. In DARPA’s 
2016 Cyber Grand Challenge competition, 
seven AI systems, developed by teams from 
the United States and Switzerland, fought 
against each other. The systems identified 
and targeted their opponents’ weaknesses 
while finding and patching their own. 

The DOD will issue the first US report on 
AI strategies for national defence in May. 
There is, as far as we know, no indication of 
what its approach will be. Previous docu-
ments, such as The DOD Cyber Strategy from 
2015 or the 2016 National Cyber Incident 
Response Plan, did not cover autonomous sys-
tems, machine learning or AI. The 2012 DOD 
directive on ‘Autonomy in Weapon Systems’ 
focused on internal procedures for deploying 
AI but was silent on when the United States 
would do so in the international arena. 

AI is a priority for China, which aims to 
become a world leader in machine-learning 
technologies. In July 2017, the Chinese 
government issued its Next Generation AI 
Development Plan. Military implementation 
of AI, on the battlefield as well as in cyber-
space, is a crucial part of the strategy. But it is 
unclear to what degree China plans to deploy 
AI actively in cyberdefence. 

Russia has not released any public docu-
ments about its strategies for AI in defence. 
However, in a video message released in 
2017, President Vladimir Putin referred to 
AI and stated: “Whoever becomes the leader 
in this sphere will become the ruler of the 
world.” Experts agree that Russia is focus-
ing on developing AI-enhanced tools for its 
conventional forces. However, since 2014, the 
Russian National Defense Control Center has 
been using machine-learning algorithms to 
detect online threats. Allegedly, Russia has 
pioneered the use of AI to spread disinfor-
mation and intervene in the public debates of 
other nations, including the 2016 US presi-
dential election and the United Kingdom’s 
EU membership referendum. Although these 
operations are not part of national defence 
strategies, they indicate Russia’s advanced AI 
capabilities.

North Korea has a history of cyberspace 
aggression. It was implicated, for example, in 
the WannaCry attack in 2016 and in another 
major breach, against Sony Pictures, in 2014. 
The country lacks technical expertise in 
AI but is likely to want to catch up with its 
adversaries. 
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“AI makes 
deterrence 
possible 
because 
attacks can be 
punished.”
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The EU is stepping up, too. In 2017, it 
reassessed cybersecurity and defence poli-
cies and launched the European Centre of 
Excellence for Countering Hybrid Threats, 
based in Helsinki. The EU has the most com-
prehensive regulatory framework for state 
conduct in cyberspace so far. Yet these direc-
tives do not go far enough. The EU treats 
cyberdefence as a case of cybersecurity, to 
be improved passively by making member 
states’ information systems more resilient. 
It disregards active uses of cyberdefence and 
does not include AI. 

This is a missed opportunity. The EU 
could have begun defining red lines and pro-
portionate responses in its latest rethink. For 
example, the 2016 EU directive on ‘Security 
of Network and Information Systems’ pro-
vides criteria for identifying crucial national 
infrastructures, such as health systems or key 
energy and water supplies that should be 
protected. The same criteria could be used to 
define illegitimate targets of state-sponsored 
cyberattacks. 

Regional forums, such as NATO and 
the EU, must take the following three 
steps to avoid serious imminent attacks 
on state infrastructures, and to maintain 
international stability. 

THREE STEPS
Define legal boundaries. The interna-
tional community needs to agree urgently 
on red lines that distinguish between legiti-
mate and illegitimate targets. Also needed 
are definitions of proportionate responses 

for cyberdefence strategies. International 
consensus at the UN level will ultimately 
be required. Until then, guidelines from 
regional multilateral bodies, such as NATO 
and the EU, must cover these issues and lead 
by example. 

Test strategies with allies. ‘Sparring’ exer-
cises should be organized between friendly 
countries to test AI-based defence tactics. 
These tests should be mandatory before 
any system is deployed. They could be in 
the form of DARPA’s Grand Challenge 

or the simulation 
exercises routinely 
run by NATO and 
the EU. Because AI 
learns by experi-
ence, these matches 
will improve the 
strategies of the alli-
ance, while finding 

and healing weaknesses. Fatal vulnerabili-
ties of key systems and crucial infrastruc-
tures should be shared with allies; policy 
frameworks should demand disclosure. 
Agreements and regulations with similar 
sharing and disclosure requirements include 
the EU Electronic Identification, Authenti-
cation and Trust Services Regulation and 
NATO’s Industry Partnership Agreement. 

Monitor and enforce rules. The interna-
tional community needs to agree how to 
audit and oversee AI-based state cyber-
defence operations. ‘Alert and remedy’ 

mechanisms are needed to address mistakes 
and unintended consequences. A third-party 
authority with teeth, such as the UN Security 
Council, should rule on whether red lines, 
proportionality, responsible deployment 
or disclosure norms have been breached. 
Economic or political sanctions should be 
imposed on states that violate rules. NATO 
and the EU should enforce the norms within 
their remits. 

The solution is difficult, but it is clear. 
There is no time to waste. ■
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A military cyberdefence specialist at a conference in Lille, France. Government spending on cyber strategies has soared over the past decade. 
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“The EU could 
have begun 
defining red 
lines and 
proportionate 
responses in its 
latest rethink.”
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