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The suprachiasmatic nucleus (SCN) is the principal circadian clock of the brain, directing
daily cycles of behavior and physiology. SCN neurons contain a cell-autonomous transcrip-
tion-based clockwork but, in turn, circuit-level interactions synchronize the 20,000 or so
SCN neurons into a robust and coherent daily timer. Synchronization requires neuropeptide
signaling, regulated bya reciprocal interdependence between the molecular clockwork and
rhythmic electrical activity, which in turn depends on a daytime Naþ drive and nighttime Kþ

drag. Recent studies exploiting intersectional genetics have started to identify the pacemak-
ing roles of particular neuronal groups in the SCN. They support the idea that timekeeping
involves nonlinear and hierarchical computations that create and incorporate timing infor-
mation through the interactions between key groups of neurons within the SCN circuit. The
field is now poised to elucidate these computations, their underlying cellular mechanisms,
and how the SCN clock interacts with subordinate circadian clocks across the brain to
determine the timing and efficiency of the sleep–wake cycle, and how perturbations of
this coherence contribute to neurological and psychiatric illness.

W
e wake and sleep each day. Hormones

reach peak plasma levels at specified

times, for example cortisol peaks in the early
morning. These, and many other physiological

and behavioral, daily rhythms depend on an

internal circadian clock, the suprachiasmatic
nucleus (SCN) of the hypothalamus. Prior re-

views have provided excellent summaries of re-

search progress in the location and function of
this body clock (Weaver 1998). This work fo-

cuses on recent advances in our understanding

of the genetic basis for cell-autonomous gener-

ation of circadian time, and how cells within the

SCN synchronize their daily rhythms across the

circuit to produce a coherent oscillation in neu-
ronal activity. It is these circuit-level emergent

properties of the SCN that ultimately direct

daily behaviors such as wake and sleep.

A BRIEF TIMELINE OF THE SCN CLOCK

The SCN is the principal circadian pacemaker in
mammals, autonomously capable of defining

temporal cycles with a period of ≏24 hours,
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and are necessary for the expression of coherent

daily rhythms of physiology, behavior, and me-
tabolism in the intact animal (Fig. 1). The prin-

cipal discoveries regarding the clock function of

the SCN are reviewed extensively elsewhere
(Weaver 1998), but the key observations are as

follows. Although ablation studies had indicat-

ed a hypothalamic site for the circadian clock,
the SCNonly came to attention once autoradio-

graphic tracing methods revealed it as a site of

retinal innervation, the principal termination
site of the retinohypothalamic tract (RHT).

Subsequent lesion studies showed that behav-

ioral, endocrine, and seasonal rhythms were
compromised when the SCNwas damaged. Au-

toradiographic metabolic imaging and electro-

physiological studies showed that activity in the
SCN is rhythmic in vivo. In addition, slice elec-

trophysiology showed that the electrical circadi-

an rhythms were sustained in vitro, even when

disconnected from the rest of the brain. The

SCN, therefore, is a tissue-based clock. The po-
tency of this clock function was shown by intra-

cerebral grafting, in vivo, of fetal SCN into the

brain of rodents carrying SCN lesions. These
grafts restored circadian patterning to the ar-

rhythmic activity/rest behaviors, with a period

determined by the genotype of the grafted tis-
sue. This showed, definitively, that the SCN was

necessary and sufficient to sustain circadian be-

haviors. The cell-autonomous nature of time-
keeping was shown in dispersed cultures of

SCN, in which the spontaneous electrical activ-

ity of individual neurons was circadian but free-
ran independent of other neurons in the same

culture. Indeed, fully isolated SCN neurons can

express daily rhythms in repetitive firing rates
and gene expression (Webb et al. 2009). Circuit-

level properties of the SCN are nevertheless im-

portant; the ventrolateral (core) and dorso-
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Figure 1. Isolated neurons of the suprachiasmatic nucleus (SCN) are competent, cell-autonomous circadian
pacemakers. (A,B) Micrographs of cultured SCN neurons before A, and after B, physically isolating a single
neuron (arrow). Scale bars, 50 mm. (C) Recording of PER2 expression using a bioluminescent reporter of PER2
abundance reveals persistent daily rhythms before and after the neuron was isolated. (From Webb et al. 2009;
reproduced, with permission, from the authors.)
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medial (shell) subdivisions have been defined

on the basis of innervation and neuropeptider-
gic phenotype. Whereas all SCN neurons are

GABAergic, the shell and the core subdivisions

show, respectively, localized expression of argi-
nine vasopressin (AVP) or vasoactive intestinal

peptide (VIP), and gastrin-releasing peptide

(GRP). Anatomical studies have shown that
the SCN is densely innervated by retinal axonal

projections (Hattar et al. 2006; McNeill et al.

2011), the core subdivision being the principal
site of direct and indirect retinal innervation.

The discovery that light-mediated resetting of

the SCN clock was accompanied by the induced
expression of immediate-early genes such as cfos

in the retinorecipient core directed the analysis

of circadian timekeeping in mammals toward
signal transduction and transcriptional regula-

tion. These studies involving the conversion of

light-induced biochemical changes to behavio-
ral phase shifts paved the way for subsequent

interrogation of the molecular genetic basis of

the clock.

A SHORT HISTORY OF THE MAMMALIAN
MOLECULAR CLOCKWORK

The Tau mutant hamster, in which behavioral

and metabolic cycles free-run with a period of
20 hours in homozygotes, illustrated that the

mammalian clock could be analyzed at a single

gene level. Identification of the genetic compo-
nents of the clock came, however, from de novo

gene discovery in mice and by homology with

known elements of the Drosophila clockwork
(see Ode 2016). For example, Period1 (Per1),

which encodes a negative transcriptional regu-

lator within the clock mechanism, was cloned
on the basis of conserved sequence identity with

thePASdimerization domains ofdPer, but itwas

also discovered independently as a transcript en-
coded by human chromosome 17 and initially

named Rigui. Per2 and Per3were then identified

by sequence homology with Per1. In contrast,
the positive transcriptional regulator Clock was

identified de novo in a mutagenesis screen and

transgenic rescue studies in themouse, indepen-
dent of the discovery of the Drosophila paralog.

Bmal1 (also calledMOP3 or Arntl) was initially

identified as encoding a binding partner to

CLOCK proteins in a yeast two-hybrid screen,
whereas the fly paralog, Cycle, was identified by

mutagenesis. Finally, the genes encoding the

cryptochromes (Cry1 and Cry2), the second
set of negative regulators in the mammalian

clock, were originally identified on the basis of

their homologywith photolyaseDNA repair en-
zymes. Following the identification of dCry as a

circadian photoreceptor in the fly, it was shown

that CRY1 and CRY2 are essential negative ele-
ments of the mammalian feedback loop.

Notwithstanding the intriguing recent dis-

coveries of circadian oscillations in peroxire-
doxin superoxidation in transcriptionally in-

competent anucleate erythrocytes (see Reddy

and Rhee 2016) and the expression of such cy-
cles in SCN slice culture (Edgar et al. 2012), the

consensus model of how themammalian clock-

work operates at a molecular level involves an
intracellular, autoregulatory, delayed negative

feedback model, incorporating transcriptional

and posttranslational feedback loops (TTFLs).
In this scheme, early circadian day is marked

in the SCN by the initiation of transcriptional

activation of Per and Cry genes mediated by
heterodimers of CLOCK and BMAL1 acting

on “E-box” enhancer sequences (Fig. 2). Over

the course of the day, transcript levels increase,
accompanied by an increase in the levels of the

relevant proteins. Circadian regulation of trans-

lational efficiency via mTOR andMAPK signal-
ing cascades, converging on phosphorylation of

the cap-binding protein eIF4E may facilitate

this increase, such that by the end of circadian
day nuclear complexes of PER and CRY sup-

press the activity of CLOCK and BMAL1 (Cao

et al. 2013). Crystal structures recently revealed
that CRY1 binds to a PAS domain within

CLOCK and a TAD domain within the carboxyl

terminus of BMAL1 to switch off transcrip-
tional activation by CLOCK-BMAL1 (Xu et al.

2015). Consequently, over the course of circa-

dian night, Per and Cry transcript levels de-
crease, followed by a progressive decline in

PER and CRY proteins because of proteasomal

degradation. By the end of circadian night, the
negative feedback mediated by PER and CRY is

dissipated and the cycle is renewed with a new
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“circadian dawn.” Beyond this inner loop, fur-

ther feedback cycles confer stability and pre-
cision to the SCN clock, in particular one

involving CLOCK/BMAL1/E-box-dependent
expression of RORA and REV-ERBa and b pro-
teins that in turn direct Bmal1 expression (Sato

et al. 2004). More recently, a role for cytosolic

BMAL1 in the circadian control of translation
in peripheral tissues has been reported (Lipton

et al. 2015), adding an additional layer of regu-

latory complexity beyond the canonical feed-

back loop. The molecular clock consists, there-
fore, of a temporally ordered, self-sustaining

and self-initiating sequence of transcriptional

and translational events.

A DISTRIBUTED CLOCK NETWORK

In addition to elucidating the timing mecha-

nism of the SCN clock, identification of mam-
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Figure 2. Schematic diagram of the intracellular suprachiasmatic nucleus (SCN) clockwork with points of
regulation by mutations and drugs. The canonical clockwork involves a transcription–translational negative
feedback loop in which PER–CRYdimers inhibit their own transcription by repressing the actions of CLOCK–
BMAL1 dimers on E-box elements in clock genes. Beyond this, mRNA maturation and posttranslational
regulation of clock gene products including phosphorylation by AMPK and CK1, ubiquitinylation by
FBXL3, FBXL21, and bTrCP, and translational regulation by eIF4E and mRNA methylation contribute to
oscillation and determine circadian period. Deletions of Cry1 or Cry2, circadian mutations (gray) in PER genes
(Edo and FASP), CK11 (Tau), Fbxl3 (Afterhours, Overtime), and CLOCK (D19) as well as drug manipulations
(purple, Leptomycin B and PF-670462) highlight key points of regulatory control of the molecular clock.
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malian clock genes had additional important

consequences. To build on similar technical
approaches used in Arabidopsis and Drosophila,

it now became possible to develop fluores-

cence- and bioluminescence-based reporters
of circadian gene and protein expression to

monitor cell- and tissue-based (and, more re-

cently, behaving mice) (Saini et al. 2013) cir-
cadian oscillations with exquisite spatial and

temporal resolution. This allowed for the char-

acterization of circadian clock gene expression
in any tissue- and cell-type, and led to the

paradigm-shifting discovery that most, if not

all, major organ systems have local tissue-based
clocks that use the same core genetic timing

mechanism as the SCN (Nagoshi et al. 2004;

Yoo et al. 2004). The SCN is not, therefore, a
driver of peripheral rhythms; rather, it is a co-

ordinator and synchroniser at the head of a

distributed network of cellular clocks.
Its defining properties are, first, that it is the

point of entrainment of the entire system

by the retinally sensed light–dark cycle, con-
veyed directly by the RHT and indirectly via

afferents from other retinorecipient, areas

such as the ventral thalamus (Delogu et al.
2012; LeGates et al. 2014). The second defining

property of the SCN is that, in contrast to the

oscillations of peripheral clocks, ex vivo, it will
continue to show high amplitude molecular

and electrical circadian oscillations effectively

indefinitely.
This resilience and robustness of the SCN

arises from its circuitry (Liu et al. 2007). Al-

though individual SCN neurons have intrinsic
cell-autonomous clocks, as do fibroblasts, what

makes the SCN an effective oscillator is the cir-

cuit-based mechanisms whereby the individual
cellular clocks are mutually sustained and syn-

chronized. Put another way, SCN cellular clocks

operate more effectively when functioning as
a circuit. This review seeks to explore what is

known of the roles and mechanisms of inter-

cellular communication in coordinated daily
rhythms. In doing so, it will emphasize how

new approaches based on real-time imaging,

intersectional genetics, and opto- and chemo-
genetic manipulations have started to provide

new opportunities to unravel the underlying

genetic and neuronal mechanisms of SCN cir-

cadian timekeeping.

SETTING THE SPEED OF THE SCN
MOLECULAR CLOCK

Implicit in the TTFL model of the clockwork is

the expectation that events that alter transcrip-
tion rates and protein trafficking and stability of

clock elements like PER and CRY will influence

the period of the molecular oscillation (Fig. 2).
Indeed, computer simulations have been devel-

oped to test the assumptions of the TTFL mod-

el. Avariety of models have predicted, for exam-
ple, that rhythms occurwithin a narrow range of

rates of transcription and translation (Forger

and Peskin 2003; Mirsky et al. 2009; Meeker
et al. 2011; Korencic et al. 2014). They have in-

spired experiments revealing that different

phosphorylation patterns of PER2 can either
stabilize or degrade PER2 and, thereby, acceler-

ate or slow down circadian cycling (Virshup

et al. 2007; Zhou et al. 2015). Often, however,
we lack the necessary details (e.g., rate con-

stants) or data (e.g., temporal resolution) to

validate or revise the existing dogma. For exam-
ple, models based on existing observations have

not resolved whether isolated SCN cells should

be described as noisy, sustained, or slowly
damping circadian oscillators (Westermark et

al. 2009).

From an experimental perspective, the pe-
riod-defining role within the TTFL of the rate

of transcription was provided initially by the

ClockD19 mutant mouse, in which the compro-
mised transcriptional activation of E-boxes by

CLOCK was associated with its characteristic

longer circadian period (Partch et al. 2014).
More recently, the rate of RNA processing

as determined by RNA-methylation has also

been shown to control the speed of the circadian
clock (Fustin et al. 2013). The bulk of experi-

mental evidence for setting SCN clock speed has

come, however, from studies of PER and CRY
protein stability.

Accumulation, degradation, and localiza-

tion of PER proteins play a role in setting the
period of circadian rhythms. For example, the

rate of PER2 accumulation in a cell on one day
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predicts, with 83% accuracy, whether that cell

will show a circadian rhythm on the next day
(Webb et al. 2009). Proteasomal degradation of

PER proteins is triggered by casein kinase 1

(CK1)-mediated phosphorylation of various
serine residues (including S477–S479 in

mPER2) that, in turn, directs ubiquitinylation

by the ubiquitin ligase b-TRCP (Zhou et al.
2015), and mutations or pharmacological in-

hibition of b-TRCP compromise the clock

(Reischl et al. 2007). In addition, PER2 is also
phosphorylated by an unknown priming kinase

at a more carboxy-terminal serine (FASP site),

and this triggers serial phosphorylations by oth-
er kinases, including CK1. Phosphorylation of

this FASP site is thought to negatively regulate

phosphorylation at theb-TRCP site, possibly by
inducing a conformational change of the PER

protein, and thereby stabilizing it. Importantly,

phosphorylation at the b-TRCP and FASP sites
is differentially sensitive to temperature, with

the result that the rate of degradation of PER2

is constant over a range of temperatures. Tem-
perature compensation of the circadian period

is a canonical property of circadian pacemakers,

including the SCN (Herzog and Huckfeldt
2003; Buhr et al. 2010), and these recent find-

ings suggest that the opposing phosphorylation

events on PER2 (and possibly PER1) are at least
one molecular contribution to this (Zhou et al.

2015). Importantly, mutations in human PER2

or CK1d that affect the phosphorylation at the
carboxy-terminal site are associated with fami-

lial sleep disorders consistent with an accelerat-

ed SCN clockwork and associated with faster
PER2 degradation (Jones et al. 2013). A similar

phenotype of an accelerated circadian period in

behavior and the SCN clock is also observed
in the Tau mutation of CK11 first identified in

hamsters (Ralph et al. 1990) and reengineered

in mouse (Meng et al. 2008). It has been argued
that this mutation is a gain-of-function at the

b-TRCP site arising from reduced phosphory-

lation at the competing FASP site (Zhou et al.
2015). The accelerated degradation of PER2 can

be attenuated by selective inhibition of CK11

(Meng et al. 2010) and this reverses the short-
ened period of the Tau mutant SCN clock. Se-

lective inhibition of CK11 does not, however,

affect the period of wild-type (WT) SCN,

whereas selective inhibition of CK1d potently
lengthens the period in WT, CK11Tau mutant

and CK11null SCN. Equally, inhibition of

CK1d, but not CK11, stabilizes PER2 levels in
the SCN and lengthens the period of activity/
rest behavioral rhythms in WT, CK11Tau mu-

tant, and CK11null mice. Taken together with
evidence of period lengthening in the neonatal

SCN lacking CK1d but not CK11 (Etchegaray

et al. 2010), it appears that, under natural con-
ditions, CK1d is the predominant regulator of

PER stability, but gain or loss of CK11 function

can nevertheless alter PER dynamics and there-
by the intrinsic period of the SCN and/or its
response to resetting cues (Pilorz et al. 2014).

Given the importance of phosphorylation in
setting the circadian period, it is not surprising

that in cell cultures the balance between protein

phosphatase 1 and CK1 kinase activity directs
circadian period (Lee et al. 2011). The impor-

tance of PER2 stability in setting the circadian

period has recently been reinforced by analysis
of the ENU-induced Early doorsmutant of Per2

(Militi et al. 2016), in which a conserved iso-

leucine is replaced by asparagine (I324N). This
destabilizes the PAS A/PAS B dimerization do-

main of PER2, accelerating CK1-mediated deg-

radation of PER2Edo. As a result, double ho-
mozygous mutant Edo and Tau mice have

unprecedentedly short periods (,18 h) of be-

havior and SCN molecular pacemaking. The
precision and stability of the clockwork are nev-

ertheless unaffected, highlighting again its re-

markable robustness (Militi et al. 2016).
The stability of CRY proteins is also a factor

in setting the pace of the SCN clock and behav-

ioral rhythms. Most obviously, loss of CRY1
accelerates the clock, whereas loss of CRY2

lengthens period. Under normal circumstances,

therefore, the WT period of ca. 24 h arises from
functional interactions between the two CRY

isoforms. Proteasomal degradation of CRY pro-

teins is directed by the combined, antagonistic
actions of two Skp1-Cul1-Fbox (SCF) ubiquitin

ligases. FBXL3 (Godinho et al. 2007; Siepka

et al. 2007) promotes degradation of nuclear-
localized CRY, and loss-of-function mutations

prolong the period of behavioral and SCN mo-
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lecular rhythms. Conversely, FBXL21 promotes

degradation of cytoplasmic-localized CRY but
opposes the action of FBXL3 in the nucleus

(Hirano et al. 2013; Yoo et al. 2013) and loss-

of-function mutations of FBXL21 present as a
shortened circadian period. Under normal cir-

cumstances, circadian period is therefore set by

the balance and cellular localization of CRY
proteins and these competing ligases. The cir-

cadian period is also sensitive to the relative

abundance of CRY isoforms, CRY1 and CRY2.
Analysis of the compound Cry and Fbxl3 mu-

tants has revealed that, although CRY2 is a neg-

ative regulator within the SCN clockwork, it is
less potent than CRY1 and indeed antagonizes

CRY1 inhibition (Anand et al. 2013). Under

normal circumstances, circadian period is
therefore set by the abundance and cellular lo-

calization of CRY1 and CRY2 and these com-

peting ligases.
Upstream of E3 ligases, AMP-dependent ki-

nase (AMPK) plays a role in phosphorylating

CRY1 and thereby targeting it for ubiquitinyla-
tion (Lamia et al. 2009). Although AMPK1 or

AMPK2 single-nullmice showmodest effects on

circadian behavior, the double mutant has not
been tested (Um et al. 2011). Importantly,

AMPKactivity is regulated by cellular ATP levels

(Oakhill et al. 2011) and so may provide a con-
duit for the action of metabolic cues on the

clock, especially in peripheral tissues for which

metabolic stimuli may be critical entraining fac-
tors (Dibner et al. 2010). An additional avenue

for metabolic signaling to the clock is provided

by SIRT1, the NADþ-dependent deacetylase,
which can stimulateClock andBmal1 expression

(Chang andGuarente 2013). Theseobservations

have led to the speculation that the progressive
fragmentation of circadian behavior with age

may reflect compromised CLOCK/BMAL1

function because of declining SIRT1 levels.
Thus, a general model has been proposed

that CKI primarily regulates the accumulating

phase of the PER–CRY repressive complex by
controlling the nuclear import rate, whereas

FBXL3/FBXL21 separately regulate the dura-

tion of transcriptional repression in the nucleus
(St John et al. 2014). Given the dramatic indi-

vidual effects of PER and CRY stability on SCN

and behavioral periodicity, the question arises

of how do they interact? Intercrosses between
the short period CK11Tau and the long period

Fbxl3Afh mice revealed that these mutations act

independently and additively: there was no ev-
idence for epistasis (Maywood et al. 2011a).

This suggests that, contrary to the accepted

view that PER and CRY function as heteromeric
complexes, they more likely act separately in

time and/or cellular space. Evidence for the for-
mer is provided by chromatin immunoprecipi-
tation studies of E-box occupancy in mouse liv-

er across circadian time (Koike et al. 2012).

Whereas E-box-mediated transcriptional acti-
vation during the circadian day (CT6-10) is

associated with peak occupancy of CLOCK

and BMAL1 on the E-boxes, during the early
repressive phase (CT15–18) PER1, PER2, and

CRY2 proteins are in position, consistent with

their negative feedback role. In contrast, CRY1
peak occupancy on E-boxes occurs later in the

repressive phase, as PER1/2 and CRY2 decrease.
Assuming that a similar pattern occurs in the
SCN, this would explain why reduced PER

stability and enhanced CRY stability have addi-

tive effects on overall SCN period-truncation of
one element of the molecular sequence (PER-

dependent feedback) would be compensated

for by prolongation of a later phase (CRY1-de-
pendent feedback). Moreover, the temporal

segregation of E-box occupation by CRY2 and

CRY1 suggests that CRY2may antagonize CRY1
function by excluding it from E-boxes early in

circadian night.

Circadian period is, therefore, an emergent
property of a constellation of molecular func-

tions involving posttranslational modifications,

suggesting that a number of control points may
be subject to pharmacological manipulation.

This raises the possibility of developing thera-

peutic interventions in clock-relevant diseases,
such asmetabolic syndrome (Green et al. 2008).

To identify suitable compounds, targeted drug

development, for example, CK1d/1 inhibitors
(Walton et al. 2009), has been complemented

by unbiased screening assays, taking advantage

of circadian function in convenient cell lines.
Several CK1 inhibitors were identified by their

prolongation of circadian period (Chen et al.
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2012). In addition, a broad-acting CK1 in-

hibitor, Longdaysin, highlighted unanticipated
CK1a participation in PER degradation and de-

termination of SCN period (Hirota et al. 2010).

Similarly, a small molecule that activated CRY
function by preventing ubiquitinylation by

FBXL3prolonged circadian period inperipheral

cells (Hirota et al. 2012). In another example,
inhibitors of GSK-3b, which phosphorylates

REV-ERB andBMAL1,were shown to accelerate

the clock in cells (Hirota et al. 2008) and SCN
neurons (Besing et al. 2015). Although in its

infancy, the intimate relationship between the

clock and basic physiology associated with sys-
temic diseases means that a chemical biological

approach offers considerable promise for ther-

apeutic development. This potential is high-
lighted by the observation that “the majority

of best-selling drugs and World Health Organi-

zation essential medicines directly target the
products of rhythmic genes” (Zhang et al. 2014).

DAILY REGULATION OF SCN NEURONAL
EXCITABILITY

Although the molecular clockwork defines cir-
cadian time, if the SCN is to direct behavior, the

molecular clockwork needs to regulate the elec-

trophysiological activity of SCN neurons and
thus its downstream signaling to targets in the

local hypothalamus and brainstem. The re-

markable vitality of the SCN clock when main-
tained in an organotypic slice culture has facil-

itated the real-time monitoring of molecular

and electrophysiological events of SCN neurons
over many days (Fig. 3A,B). For example, fluo-

rescent and bioluminescent reporters have been

used to map circadian activation of PER1
(Kuhlman et al. 2000; Yamaguchi et al. 2003),

PER2 (Yoo et al. 2004), Cry1 (Maywood et al.

2013), and Bmal1 (Noguchi et al. 2010) in the
SCN taken from genetically modifiedmice. Fur-

thermore, combined electrophysiological and

bioluminescent recordings in SCN slices have
shown that spontaneous firing rate peaks at

about 4–10 Hz in the middle of the circadian

day, as Per expression is rising, and falls to a
nadir in the middle of circadian night, coinci-

dent with transcriptional repression of PER2

(Atkinson et al. 2011). Importantly, even

though the molecular clocks of SCN cells are
synchronized, one to another, across the circuit

their activity is not simultaneous. Different sub-

populations express stereotypical phases of gene
expression that generate a circadian wave of Per

and Cry1 activation that tracks across the SCN.

This trajectory can be expressed as a center-of-
luminescence plot, in which the center of grav-

ity of the bioluminescent signal on CCD record-

ings is plotted in x-y coordinates through time
(Fig. 3C). In CRY-deficient SCN, the trajectory

is absent but can be activated within two or

three circadian cycles by virally mediated
(AAV) expression of CRY1 or CRY2, driven by

aminimalCry1 promoter (Edwards et al. 2016).

The spatial configuration that directs thewave is
therefore a latent property of the SCN circuit

(Pauls et al. 2014) that requires CRY-dependent

temporal function for its expression. This net-
work-dependent and CRY-dependent wave of

daily gene expression is also age-dependent,

maturing over the first 2 weeks after birth
(Ono et al. 2013).

The assumption is that the wave of molecu-

lar activity reads out to a coordinated wave of
electrical activity, although this is currently dif-

ficult to monitor with the spatial and temporal

precision of bioluminescence imaging. What is
clear is that perturbations in the TTFL that dis-

turb circadian rhythms in gene expression have

similar effects on firing rate rhythms (Herzog
et al. 1998; Albus et al. 2002; Nakamura et al.

2002). If the gene expression wave is indeed ac-

companied by a corresponding electrical wave,
it means, first, that different subpopulations of

SCN neurons hold contrasting activity phases.

This differential phasing may be evidence of
reciprocally inhibitory interactions between

clock cells, as recently shown for the Drosophila

clock circuit (Liang et al. 2016). Second, the
various outputs of the SCN that are innervated

by particular subpopulations will be regulated

differentially by temporally specific SCN pro-
grams. These programs may cut across the con-

ventional divisions of the SCN defined by neu-

ropeptide expression, such that, for example,
different subpopulations of SCN neurons will

activate and suppress their particular targets

E.D. Herzog et al.
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with unique temporal patterns. The relation-

ship between the temporal structure of overt

behavior and SCN cell populations is consid-
ered further below.

In addition to the day–night differences in

firing rate observed in SCN neurons, passive
membrane properties also change across circa-

dian time. For example, the mean resting mem-

brane potential of SCN neurons is significantly
more depolarized during the day and more hy-

perpolarized at night. Furthermore, the mean

input resistance is higher during the day than
at night (Colwell 2011). These observations

have led to the hypothesis that daily oscillations

in electrical activity in SCN neurons are driven

by specific ionic conductances. Indeed, there are

day–night differences in the current magnitude
required to hold SCN neurons at –60 mV in

which the mean holding current peaks during

the subjective day and decreases during the sub-
jective night. Additionally, Kþ channel blockers

have larger effects during the subjective night on

resting membrane potential and input resis-
tance in PER1-expressing SCN neurons (Kuhl-

man and McMahon 2004). These observations

suggest that the day–night changes in the func-
tional expression of Kþ channels are primarily

driving the dailyoscillations in electrical activity
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Figure 3. Temporal and spatial circadian programs in the suprachiasmatic nucleus (SCN): calcium and gene
expression. (A) Representative images from combined bioluminescent and fluorescent recordings of circadian
PER2 (cyan) and [Ca2þ]i (green) in organotypic SCN slice culture. (B) Schematic plot of “A day in the life of the
SCN” assembled from a series of combined recordings as in A, registered via PER2 and [Ca2þ]i rhythms. This
reveals phase-specific circadian cycles of electrical activity, calcium-dependent gene expression (CRE), and
transcriptional and posttranslational feedback loop (TTFL) functions, clustered around circadian day, and
electrical inactivity, and peroxiredoxin overoxidation in circadian night. The electrical activity peak and mo-
lecular cycle are intimately interdependent. (C) Circuit-level SCN timekeeping is embodied in a spatiotemporal
wave of circadian gene expression, plotted as the center of mass of PER2 bioluminescent signal over three
sequential circadian cycles of wild-type (WT) SCN (left) (overlaid with a standardized SCN schematic). This
structure is lost in CRY-deficient SCN (right). (Redrawn from data in Edgar et al. 2012, Brancaccio et al. 2013,
and Edwards et al. 2016.)
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observed in SCN neurons. For example, circadi-

an changes in the activation of BK channels reg-
ulate excitability of SCN neurons (Whitt et al.

2016). In addition, there is a diurnal variation in

a leak Naþ current encoded by the NALCN
channels in mouse SCN neurons (as well as

in Drosophila clock neurons) (Flourakis et al.

2015). This subthreshold, voltage-independent
channel plays a critical role in regulating repet-

itive firing rates, resting membrane potential,

and input resistance, particularly during the
day. Pharmacological and genetic manipula-

tions of NALCN channels disrupted daily oscil-

lations in clock neuronal activity and locomotor
behavior in the fly, and altered firing and mem-

brane properties in SCN neurons. These obser-

vations suggest a conserved “bicycle model” in
which antiphasic cycling of Naþ and Kþ con-

ductances regulates the daily oscillations of elec-

trical activity in neurons (Fig. 4). Although
NALCN channels are critical in regulating day-

time firing properties, the hyperpolarized rest-

ing membrane potential and decreased input
resistance observed at night in mouse SCN neu-

rons suggests that the overall change in Kþ con-

ductance is primarily driving the daily oscilla-

tions of electrical activity. Studies focused on

identifying specific ionic conductances that are
regulated by the molecular clock to dictate day-

time and/or nighttime firing properties in clock

neurons are considered further in Allen et al.
(2016). Thus, daily oscillations in Kþ and Naþ

conductances enable clock neurons to convert

their TTFL into circadian rhythms in output.
The changes in firing and membrane prop-

erties observed in SCN neurons, however, are

not merely the output of the molecular clock-
work, they can also affect the clockwork. Treat-

ment with TTX, which blocks action potential

firing, causes circadian gene expression cycles to
lose amplitude and precision (Yamaguchi et al.

2003), confirming that the molecular clock is

sensitive to electrical activity. Furthermore, tox-
in-induced blockade of synaptic vesicle recy-

cling, an alternative method to curtail interneu-

ronal signaling, also compromises themolecular
clock (Deeryet al. 2009). These results have been

interpreted as evidence that cell–cell communi-

cation amplifies the intracellular circadian oscil-
lator. Going one step further, there is some

evidence that cell-autonomous membrane po-

tential oscillations are important for daily cycles

Increased RIN
Depolarized Vm
Increased gNALCN
Decreased gK

Decreased RIN
Hyperpolarized Vm
Decreased gNALCN
Increased gK

Figure 4. Circadian regulation of suprachiasmatic nucleus (SCN) neuronal excitability. A schematic that sum-
marizes the daily changes in excitability of SCN neurons as a “bicycle model.” Each neuron has the intrinsic
capacity to generate daily oscillations in electrical activity. During the day or “up-state,” a Naþ leak conductance
(gNALCN) increases while the overall K

þ conductance (gK) decreases, thereby resulting in an increase in input
resistance (RIN) and amore depolarizedmembrane potential (Vm) and higher firing rates. At night, the neurons
enter a “down-state,” with lower RIN, hyperpolarized Vm, elevated gK, and lower gNALCN and firing rates. In this
way, the excitatory drive of Na-currents during the day is opposed by elevated K-currents at night. (Redrawn
from data in Flourakis et al. 2015.)
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in the molecular clock. For example, chronic

hyperpolarization of SCN neurons can blunt
circadian rhythms inPer1 expression (Lundkvist

et al. 2005). In addition, some ionic conduc-

tances, when altered, affect circadian clock
gene expression. For example, loss of a sub-

units Kv1.4 and Kv4.2, which encode for the

A-type Kþ current, increases firing rate in SCN
neurons during the day and night and signifi-

cantly shortens the circadian period of PER2

expression (Granados-Fuentes et al. 2012,
2015). Finally, direct depolarizationor hyperpo-

larization of SCN neurons with light-activated

channelrhodopsin or halorhodopsin, respec-
tively, phase-shifted the rhythms of PER2 ex-

pression in vitro and locomotor activity in vivo

(Jones et al. 2015). More specifically, activation
in early circadian night, when firing rate was

declining, resulted in a phase delay, whereas di-

rect activation in late circadian night, before the
daily increase in firing, caused a phase advance

of the PER2 rhythm. Phase shifts were blocked

by simultaneous treatment with TTX, showing
that action potential firing was necessary to

reset the molecular clockwork. Taken together,

this is strong evidence that changes in repetitive
firing rates, an output of the clock, can in turn

reset the molecular clockwork of circadian neu-

rons. Future work should test whether daily
rhythms in gene expression depend on specific

ionic conductances in the SCN, andwhich ionic

conductances are critical to initiate firing during
the day and reduce firing at night.

CONTROLLING THE MOLECULAR
CLOCKWORK

How might the electrical firing of neurons en-
gage with the molecular clockwork? One likely

avenue is via increases in intracellular calcium

levels ([Ca2þ]i) because of the opening of volt-
age-gated calcium channels and release from

intracellular stores (see Allen et al. 2016). Con-

sistent with this, fluorescent imaging using a
genetically encoded calcium reporter has re-

vealed a pronounced circadian cycle of [Ca2þ]i
in SCN neurons that peaks at CT06, coincident
with high firing rates and increasing Per ex-

pression, as revealed by simultaneous biolumi-

nescent imaging (Brancaccio et al. 2013).

Moreover, although this rhythm was initially
thought to be independent of action potential

firing and reach its maximum about 4 h in ad-

vance of peak electrical activity (Ikeda et al.
2003), more recent analysis using genetically

encoded reporters indicates simultaneous peaks

of cytosolic [Ca2þ]i and electrical activity. Fur-
thermore, the cytosolic [Ca2þ]i rhythm is ab-

rogated when action potentials are blocked

by TTX (Enoki et al. 2012; Brancaccio et al.
2013), as observed in Per gene expression. The

regulatory elements of Per1 and Per2 contain

calcium-response elements (CREs) that may
mediate the effect of the [Ca2þ]i rhythm on

Per transcription (Travnickova-Bendova et al.

2002), and indeed CRE-dependent gene expres-
sion (as reported by a CRE-luciferase viral con-

struct) shows a pronounced circadian cycle that

peaks after the daily surge in [Ca2þ]i and before
peak Per1 expression (Brancaccio et al. 2013).

Furthermore, direct pharmacogenetic activa-

tion of [Ca2þ]i in SCN neurons, using
DREADD technology to stimulateGq signaling,

not only increases CRE-dependent transcrip-

tion, but also acutely induces Per expression
and chronically disorganizes the ongoing

rhythm (Brancaccio et al. 2013). These observa-

tions show that [Ca2þ]i signaling plays a critical
role in maintaining the molecular clockwork.

The axis of [Ca2þ]i and CRE-dependent

gene expression is also the means by which ac-
tivity in the RHT is able to entrain the SCN

clock to solar time. The RHT terminals are glu-

tamatergic, and a series of in vivo and ex vivo
studies have shown that the RHT acts via

NMDA- and AMPA-type ionotropic glutamate

receptors and [Ca2þ]i-dependent signaling cas-
cades (MAPK/ERK) to shift rhythms of electri-

cal activity, gene expression, and behavior. Im-

portantly, resetting is accompanied by increased
firing rate of SCN neurons and transcriptional

activation, especially of immediate-early genes

such as c-fos that contain CRE sequences. In this
respect, Per1 and Per2 can also be thought of as

immediate-early genes being acutely and di-

rectly activated in the SCN by retinally derived
glutamatergic signaling (Kuhlman et al. 2003).

Glutamate-induced phosphorylation of the
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CRE-binding protein (CREB) by calcium-de-

pendent kinases is a critical stage in this trans-
duction process. By delivering an additional bo-

lus of PER protein, a nocturnal light pulse will

either delay or advance the TTFL, as a function
of whether the bolus is delivered, respectively,

on the falling or the rising phase of the on-

going oscillation of PER levels. Conversely, light
pulses delivered during the circadian day

when spontaneous firing rate (SFR), [Ca2þ]i
levels and PER expression are already high will
have little effect on the clock and behavior.

Thus, a common transduction mechanism me-

diates the impact of spontaneous electrical ac-
tivity on the molecular clockwork and the glu-

tamatergic induction of phase shifts of the

TTFL in retinorecipient SCN neurons.
The precise molecular details of the signal-

ing cascade activated in retinorecipient neurons

have recently been further elaborated. DNAmi-
croarray studies have shown that several hun-

dred genes are down-regulated and ≏100 genes

are acutely up-regulated by a delaying light
pulse (Jagannath et al. 2013). The latter group

included the coactivator of CREB, CRTC1 (Sa-

kamoto et al. 2013), and salt inducible kinase 1
(Sik1). The significance of this dual-activation

is that, whereas CRTC1 facilitates the tran-

scriptional actions of pCREB, Sik1 deactivates
CRTC1 by phosphorylating it and thereby cur-

tails pCREB activity. The transcriptional actions

of a light-pulse in the SCN are therefore tightly
defined, and circumscribed in time. Transcrip-

tion is not, however, the only control point, and

it is interesting, therefore, that nocturnal light
pulses increase the abundance of inducible

PER proteins by phosphorylating eIF4E to con-

trol their translation (Cao et al. 2015). This is
triggered by theMAPK pathway, a known target

of glutamatergic cues in the retinorecipient

SCN, and the upstream regulator of the kinases
(MNK) that phosphorylate eIF4E. Importantly,

this regulatory step is also under direct circadian

control, such that the spontaneous surge of
PER expression in circadian daytime is also

enhanced at the translational level. This obser-

vation further reinforces the view that the
molecular mechanisms of resetting are also

components of the spontaneous cycle within

the TTFL: inputs to the clock can functionwith-

in the oscillatory mechanism itself.
Beyond these qualitative models on the in-

tracellular responses, a quantitative understand-

ing of how the SCN clock is entrained by light
pulses is not yet available. Moreover, even

though events in the retinorecipient VIP and

GRPneurons of the SCNcore likely initiate pho-
tic phase shifts in the SCN, resetting ultimately

requires circuit-wide readjustments of the core

and shell in combination, which is dependent
on interneuronal signaling and shows complex

spatiotemporal patterns (Nagano et al. 2003).

In this regard, neuropeptidergic signaling via
G-coupled receptors may be an important

mechanism for engagement of [Ca2þ]i and

CRE-dependent control of the TTFL in non-
retinorecipient SCN neurons. To address this

issue, it is necessary to move from cell-autono-

mous mechanisms and to consider the circuit-
level properties of the SCN.

INTRINSIC MECHANISMS
OF SYNCHRONIZATION

How do SCN cells synchronize to each other to
produce a coherent daily rhythm in the neuro-

nal ensemble and its associated spatiotemporal

wave? This mechanistic question has inspired
many computational modelers because of its

profound implications for understanding how

emergent properties arise from a network of
coupled oscillators (Gonze et al. 2005; Bernard

et al. 2007; Locke et al. 2008; Vasalou et al. 2011;

Hafner et al. 2012; DeWoskin et al. 2015). For
example, Webb and colleagues (2012) predicted

that SCN cells would likely synchronize to each

other faster if the most highly connected cells
are intrinsically weaker (e.g., damped) circadian

oscillators. Additional studies have also predict-

ed that increasing connectivity from the SCN
core to the shell during winter, for example,

could explain the seasonally tighter distribution

of phases among SCN cells, whereas the loss of
connections from the core to the shell could

explain the fragmentation of daily rhythms

with aging (Vasalou et al. 2011; Bodenstein
et al. 2012). Others have predicted that the to-

pology of connections within the SCN opposes

E.D. Herzog et al.
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large shifts and thus underlies the robust nature

of SCN rhythmicity and its modern conse-
quence, jet lag (Hafner et al. 2012).

To address directly the mechanisms and

consequences of circadian synchrony, research-
ers have exploited the ability to record rhythms

from many cells in the isolated SCN simultane-

ously. The most obvious manifestation of cir-
cuit-level organization of the SCN is the spatio-

temporal wave of Per and Cry gene expression

that starts from the dorsomedial lip and sweeps
ventrally across the nucleus. First observed in ex

vivo brain sections (Hastings et al. 1999; Koi-

numa et al. 2013), thewave can also be observed
with exquisite precision in organotypic slices

(Yamaguchi et al. 2003; Maywood et al. 2013).

The transcriptional rhythm is also associated
with, and likely synchronized by, a circadian

wave of [Ca2þ]i (Enoki et al. 2012; Brancaccio

et al. 2013). As with CRE-dependent transcrip-
tional rhythms, the [Ca2þ]i wave is suppressed

by TTX and coherence between dorsal and ven-

tral compartments is progressively lost. The
waves of [Ca2þ]i and gene expression rely, there-

fore, on neuronal firing for their definition. As

for the orientation, it has been suggested that
neurons in the dorsomedial lip of the SCN,

characterized by enriched expression of RGS16

(an inhibitor of Gi signaling), provide the point
for initiation of the wave perhaps because they

have an early disinhibition of cAMP signaling

(Doi et al. 2011). Certainly, in mice lacking
RGS16, the phase spread of the wave is curtailed

and the periods of SCNand behavioral rhythms

are lengthened. The expression of RGS16 may
create a shorter cell-autonomous period in

these neurons, causing them to phase-lead the

circuit, but when seeking to identify the “phase
leaders” there is a caveat. The waves of [Ca2þ]i
and gene expression may reflect a release from

inhibition, rather than activation, and so the
source of the wave may arise in inhibitory in-

puts to the dorsomedial lip projecting from

elsewhere in the SCN circuit. The second caveat
is that recent studies with temporally chimeric

mice, in which the SCN contains a spatially het-

erogeneous mixture of neurons with either 24 h
or 20 h genetically specified cell-autonomous

periods, nevertheless show spatiotemporal

waves of PER2::LUC expression no different

from WT and CK11Tau mutants (Smyllie et al.
2016). This suggests that the generation of the

daily wave remains intact despite a bimodal dis-

tribution of intracellular periods. This observa-
tion does not question the relevance of the

RGS16-positive cells as potential “phase lead-

ers,” but it does suggest other mechanisms that
specify the spatiotemporal wave of gene expres-

sion. Given its prolonged time-base, acute sig-

naling events such as action potential firing per
se may not be relevant, although the demon-

strated paracrine properties of VIP and other

peptidergic signals (see below) provide one
possible means of sculpting and coordinating

the wave.

Role of VIP: A Master Synchronizer
with the Power to Desynchronize

As recipients of RHT input, VIP cells are of

primary importance in entraining the SCN,

but they exercise a far more pervasive role in
synchronizing the entire circuit. The loss of

the genes encoding the VIP precursor peptide

or the VIP receptor, VPAC2, compromises cir-
cadian control of behavioral and endocrine

rhythms (Harmar et al. 2002; Colwell et al.

2003). At a neuronal level, individual cellular
oscillations of electrical firing or gene expres-

sion are desynchronized (Fig. 5A–C) (Aton et

al. 2005; Maywood et al. 2006). Moreover, the
molecular oscillations lose amplitude, showing

that VIP-mediated signaling is necessary both

to sustain and to synchronize the cell-autono-
mous clockwork. Underlying the disorganized

molecular and electrophysiological rhythms is a

comparable desynchrony of individual neuro-
nal rhythms of [Ca2þ]i and CRE-dependent

transcription (Brancaccio et al. 2013). VIP,

therefore, is responsible for linking the SCN
circuit together, likely through its parallel ac-

tions on adenylyl cyclase/cAMP and phospho-

lipase C/[Ca2þ]i signaling in cells expressing
the VPAC2 receptor (An et al. 2011). In the

absence of VPAC2 expression, ERK/MAPK

and pCREB signaling in the SCN is responsive
to retinal activation at all circadian phases. This

loss of a “circadian gate” is likely the result of a

Regulating the SCN Circadian Clockwork

Cite this article as Cold Spring Harb Perspect Biol 2017;9:a027706 13

 on August 5, 2022 - Published by Cold Spring Harbor Laboratory Press http://cshperspectives.cshlp.org/Downloaded from 

http://cshperspectives.cshlp.org/


S
lic

e
 1

 (
P

M
T

)

1
2
0
0

S
C

N
 g

ra
ft

1
6

,0
0

0

8
0

0
0

1
.6

0
.0

0
2

4
6

8
1
0

1
2

T
im

e
 (

d
a
y
s
)

T
im

e
 (

d
a
y
s
)

1
2
0

4
0

1
.6

0
.0

0
0

2
4

6
2

4
6

8

T
im

e
 (

d
a
y
s
)

1
5
0
 n

M
 V

IP
V

e
h

ic
le

S
lic

e
 2

 (
c
a
m

e
ra

)

Cells

D
a
y
s

R
 =

 0
.9

0
0

.5
9

0
.9

8
0

.9
1

R
 =

 0
.8

7
0

.8
4

0
.9

2
0
.5

1

D
a
y
s

2
4

6
8

1
2

S
C

N

g
ra

ft

o
n

1
4

1
6

1
8

1
4

1
6

1
8

2
0

6
0
0

Bioluminescence (cps)

Bioluminescence

0

D

E F

BA C

Fi
g
u
re

5
.
V
as
o
ac
ti
ve

in
te
st
in
al
p
ep
ti
d
e
(V

IP
)
as

a
ci
rc
ad
ia
n
sy
n
ch
ro
n
iz
er

an
d
d
e-
sy
n
ch
ro
n
iz
er

o
f
su
p
ra
ch
ia
sm

at
ic
n
u
cl
eu
s

(S
C
N
)
ci
rc
u
it
s.
(A

)
A
gg
re
ga
te

P
E
R
2
b
io
lu
m
in
es
ce
n
ce

fr
o
m

V
IP
-n
u
ll
SC

N
re
co
rd
ed

b
ef
o
re

an
d
af
te
r
gr
af
t
w
it
h
w
il
d
-t
yp
e

SC
N
(a
rr
o
w
).
In

th
e
ab
se
n
ce
o
fV

IP
,S
C
N
o
rg
an
o
ty
p
ic
sl
ic
es
lo
se
ci
rc
ad
ia
n
am

p
li
tu
d
e
an
d
th
e
co
h
er
en
ce
o
fc
el
l-
au
to
n
o
m
o
u
s

m
o
le
cu
la
r
o
sc
il
la
ti
o
n
s,
an
d
th
es
e
ca
n
b
e
re
st
o
re
d
b
y
co
cu
lt
u
re

w
it
h
a
w
il
d
-t
yp
e,
V
IP
-c
o
m
p
et
en
t
SC

N
.
(B
)
R
as
te
r
p
lo
ts
o
f

ce
ll
u
la
r
P
E
R
2
b
io
lu
m
in
es
ce
n
ce

re
co
rd
ed

b
y
C
C
D
,
b
ef
o
re

an
d
af
te
r
gr
af
ti
n
g
(d
if
fe
re
n
t
sl
ic
e
fr
o
m

A
).
(C

)
R
ay
le
ig
h
p
lo
ts
o
f

ce
ll
u
la
r
p
h
as
e
d
et
er
m
in
ed

in
re
la
ti
o
n
to

gr
af
ti
n
g.
(D

)
In

w
il
d
-t
yp
e
SC

N
,t
re
at
m
en
t
w
it
h
ex
o
ge
n
o
u
s
V
IP

ca
n
d
es
yn
ch
ro
n
iz
e

th
e
p
re
vi
o
u
sl
y
ti
gh
tl
y
co
u
p
le
d
ci
rc
u
it
.(
E
,F

)
R
as
te
r
an
d
R
ay
le
ig
h
p
lo
ts
as
in

B
an
d
C
.(
R
ed
ra
w
n
fr
o
m

d
at
a
in

M
ay
w
o
o
d
et
al
.

20
1
1
b
an
d
A
n
et
al
.
20
1
3.
)

E.D. Herzog et al.

14 Cite this article as Cold Spring Harb Perspect Biol 2017;9:a027706

 on August 5, 2022 - Published by Cold Spring Harbor Laboratory Press http://cshperspectives.cshlp.org/Downloaded from 

http://cshperspectives.cshlp.org/


proportion of desynchronized SCNneurons be-

ing in the responsive phase at any time point
(Maywood et al. 2007). Under a light–dark cy-

cle, this acute responsiveness is sufficient to syn-

chronize the SCN and sustain a daily rhythm of
behavior, but free-running rhythms break down

on release to continuous darkness as the cellular

rhythms dissociate in the absence of VIP sig-
naling. Intriguingly, coherence can be restored

in vivo by scheduled wheel-running activity

(Power et al. 2010). This is likely mediated by
arousal-relevant neurochemical inputs to the

SCN, such as NPY and 5-HT from the ventral

thalamus and brainstem, respectively, and high-
lights significant plasticity in the VIP-deficient

circuit. In organotypic cultures, circuit level co-

ordination can be restored in a VIP-deficient
SCN slice by coculturing with a VIP-proficient

SCN (Fig. 5A–C) (Maywood et al. 2011b). Im-

portantly, the period of the restored molecular
oscillation of theVIP-null SCN is determined by

the genotype of the graft, confirming that VIP

signaling transmits temporal information be-
tween SCN neurons and across circuits, and is

not simply a permissive signal for themolecular

clockof the VIP-null SCN to run at its own pace.
Moreover, VIP-mediated restoration can occur

via aparacrinemechanism,providing adifferent

spatio-temporal perspective on the role of neu-
ropeptides in SCN circuitry. In the absence of

effectiveVIPsignaling,notonly isthe spatiotem-

poral wave of circadian gene expression lost, but
also there is no accompanying spatial structure

to circadian gene expression, even where some

temporal coherence could be identified in the
SCN slice (Pauls et al. 2014). Spatiotemporal

gradients in VIP-mediated signaling may there-

fore be a core feature of circuit-level function in
the SCN. The development of real-time report-

ers of neuropeptidergic function would enable

significant advances to be made in this area.
It is thus easy to refer to VIP as the master

synchronizer of circadian rhythms. Recent re-

sults, however, provide evidence that VIP can
also reduce synchrony (An et al. 2013). When

applied in vitro or in vivo to the SCN, VIP phase

shifts some cells more than others. This is espe-
cially apparent at higher concentrations of VIP

(e.g., 150 nM) in which the transient desynch-

ronization has been termed “phase tumbling”

(Fig. 5D–F). This observation led to the hy-
pothesis that low concentrations of VIP entrain

circadian cells to each other, whereas higher lev-

els of release, which may result from light-in-
duced activation of VIP neurons by RHT input,

weaken the synchrony. It is possible that this is a

design feature of the SCN to allow it to entrain
to environmental lighting cues, loosening up

the clock circuit when it needs to be reset. Con-

sistent with this, administration of VIP before a
shift in the light cycle can accelerate reentrain-

ment in vivo. Future experiments are required

to resolve how VIP release is regulated by envi-
ronmental and circadian signals to allow the

SCN to be a robust coordinated circadian clock

that nevertheless remains sufficiently sensitive
to adjust to changes in the environment.

Role of GABA: Modulating Synchrony with
the Seasons

Is it as simple as “VIP sets synchrony in the
SCN”? The only neurotransmitter produced

and received by all SCN neurons is g-aminobu-

tyric acid (GABA) (Moore and Speh 1993; Mol-
davan et al. 2015), which also modulates the

phase relationships among SCN cells from day

to day and across the seasons. Until recently, the
role of GABAwithin the SCN was unclear. Al-

though daily addition of GABA can synchronize

SCN rhythms (Liu and Reppert 2000), GABA is
not required for SCN cells to maintain their

daily synchrony (Aton et al. 2006; Evans et al.

2013; Freeman et al. 2013). Yet, blocking GABA
signaling impairs phase shifts in response to

light (Ralph and Menaker 1989; Gillespie et al.

1997) and synchronization of the dorsal and
ventral SCN following a shift in the light cycle

(Albus et al. 2005). Finally, GABA receptor an-

tagonists enhance synchrony and precision in
the SCN (Aton et al. 2006), rescue coordinated

circadian rhythms in VIP-deficient SCN (Free-

man et al. 2013), and abolish stochastic circadi-
an oscillations in BMAL1-deficient SCN (Ko

et al. 2010). These results led to the hypothesis

that GABA actively opposes synchrony in the
SCN by injecting “jitter” into rhythms. Mecha-

nistically, it could be proposed that VIP and
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GABA exert opposing effects on SCN neurons:

loss of VIP causes hyperpolarization, whereas
loss of GABAergic tone leads to depolarization.

Under normal circumstances, the coordinated

actions of VIP and GABA leave the membrane
potential of SCN cells in an operating range that

supports the molecular clockwork and inter-

neuronal communication, and this is perturbed
when either the VIP or GABAergic input is at-

tenuated. Thus, loss of GABA can restore syn-

chronized rhythms in a VIP-defective SCN by
reversing the associated hyperpolarization. This

proposed relationship between the effectiveness

of the TTFL and the “permissive operating
range” of membrane potential is an unexplored

feature of cell-autonomous and circuit-level

timekeeping in the SCN and warrants greater
attention.

Three recent studies have placed the role of

SCN GABA into an intriguing ecological con-
text—photoperiodism. Many organisms adjust

their behavior and physiology (e.g., reproduc-

tion) to longer days of summer. In all organ-
isms, this seasonal (photoperiodic) induction

depends on a circadian clock and in mammals

the SCN is necessary to respond to seasonal
cues. Part of this response includes changes

within the SCN. After several weeks of exposure

to short days (long nights), cells within the SCN
compress their times of daily peak firing and Per

gene expression to peak around midday. This

coincides with a dramatic decrease in GABA-
dependent postsynaptic potentials during the

day (Farajnia et al. 2014). During long days,

however, SCN cells distribute their phase rela-
tionships more widely, so that they are less syn-

chronized in their time of daily peak activity.

This coincides with a depolarization in the
equilibrium potential for GABA (i.e., chloride)

(Myung et al. 2012; Farajnia et al. 2014). Con-

sequently, GABA signaling has the potential to
switch from low-frequency, inhibitory commu-

nication to higher-frequency, often excitatory,

communication. These results complement
the observation that GABA becomes important

on long days for the dorsal and ventral SCN to

resynchronize, raising the possibility that GABA
might oppose synchrony at some times of

year—and promote synchrony at others (Evans

et al. 2013; DeWoskin et al. 2015). In support of

this hypothesis, experiments and computation-
al modeling argue that, during the long days of

summer, GABA acts as an excitatory neuro-

transmitter and phase-repulsive (desynchroniz-
ing) coupling factor (Myung et al. 2015).

Observations from these previous studies

have raised some additional questions that will
help in elucidating the relative roles of VIP and

GABA as synchronizing and desynchronizing

agents, respectively. For example, does VIP sig-
naling modulate resting membrane potential

(e.g., with the changing day length) to deter-

mine GABA’s actions? Second, does GABA
modulate the actions of VIP? Finally, what are

the epigenetic steps that normally mediate the

photoperiodic changes in GABA and VIP sig-
naling? Of the many possible, proximal targets

for day-length-dependent changes in the SCN,

synaptic plasticity has perhaps attracted the
most attention. Recent advances in our ability

tomap connections and synaptic strength in the

nervous system have revealed that VIP neurons,
for example, make sparse, GABAergic synapses

with some preference for neurons that do not

express VIP (Fan et al. 2015). Simultaneous re-
cordings from .100 SCN neurons in dispersed

cultures revealed that GABAergic connections

are sparse, stable for days, change in strength
with time of day, and are important for reducing

the cycle-to-cycle precision of the SCN (Free-

man et al. 2013). It will be informative to
map other connections in the SCN (e.g., VIP,

AVP) and monitor their changes in response to

seasonal cues. More speculatively, it is intrigu-
ing to consider that disruption of photoperiod-

ically induced changes in the balance between

VIP and GABA might underlie mood and met-
abolic disorders, including seasonal affective

disorder.

Role of AVP-Rs: Weaker Synchronizers

In contrast to the dramatic effects of loss of VIP
signaling on the SCN clock, impairments of

AVP and GRP signaling have until recently not

been viewed as significant. For example, AVP
has been considered an E-box-regulated target

of the TTFL, acting principally as an output
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factor but with little influence within the SCN

(Jin et al. 1999). Nevertheless, AVP and GRP
receptors are broadly expressed in the SCN

and appear able to mediate weak coordination

between circadian cells, especially in the absence
of VIP (Maywood et al. 2011b). Loss of the AVP

receptors in vivo accelerates the reentrainment

of mice exposed to shifts in their lighting cycle
(Yamaguchi et al. 2013). One interpretation of

these results is that loss of this coupling signal

loosens up the circuit and thereby allows the
population of SCN cells to adjust more readily

to environmental cues. This observation echoes

the biphasic effects of VIPand the phenomenon
of “phase-tumbling,” because in both cases

“loosening” of the network is associated with

more rapid resetting. Given that VIP and AVP
cells are anatomically segregated to the core and

shell regions of the SCN, this suggests that they

exert reciprocal effects on synchrony, both as
subpopulations and also across the entire cir-

cuit. VIP release by the core maintains syn-

chrony in the shell, but equally the shell in
turn regulates the response of the core to retinal

input. Together, these results lead to a model in

which there is a hierarchy of partially redundant
peptidergic signals mediating synchrony in the

SCN with VIP most potent and AVP (and pos-

sibly GRP) providing weaker effects, but their
overall reciprocity generates a very stable and

precise oscillatory network.

Role of ZFHX3: Bridging Cells and Circuits

The emerging model, therefore, is that neuro-
peptides engage the TTFL of SCN neurons and

thereby maintain synchrony and amplitude of

cellular oscillations across the circuit. Recently, a
mutagenesis screen has identified an additional

transcriptional axis in the SCN. The Short-cir-

cuit (Sci) mutation of the transcription factor
ZFHX3 causes a short period of behavioral and

SCN molecular rhythms in the heterozygote

mouse (the homozygous mutation is embryon-
ic lethal) (Parsons et al. 2015). It is associated

with reduced expression of various SCN neuro-

peptides and neuropeptide receptors, including
VIP and VPAC2. ZFHX3 controls gene expres-

sion via enhancer sequences rich in A and T

called AT-boxes (its alternative name is AT-

binding factor, ATBF1), and several of the pep-
tidergic genes dysregulated in the SCN of

Zfhx3Sci mice carry AT-boxes. Furthermore,

their transcriptional activation in vitro is com-
promised by the mutation. The additional fea-

ture, however, is that by using a lentiviral bio-

luminescent reporter carrying concatenated
AT-boxes, it was possible to show that AT-de-

pendent transcription in the SCN is circadian

and directed by the TTFL. Moreover, the period
of the AT-box rhythm was lengthened by inhi-

bition of CK1d/1, confirming that the core

TTFL drives transcriptional activity at AT-box-
es. This may, however, be dependent on circa-

dian changes in the expression of cofactors

because Zfhx3 expression is not rhythmic. Im-
portantly, the coherence of the rhythm of

AT-box expression is compromised in SCN

from Zfhx3Sci mice and the period shortened.
Conversely, hemizygous deletion of Zfhx3

lengthened SCNperiod, indicating thatZfhx3Sci

is a gain-of-function, rather than a null, muta-
tion. Thus, the ZFHX3/AT axis is a circadian

transcriptional output of the TTFL, and, be-

cause it regulates neuropeptidergic signaling,
it also provides an input to the TTFL. The

ZFHX3/ATaxis therefore bridges across cell-au-
tonomous and circuit-level circadian functions
(Parsons et al. 2015). Other developmentally

relevant transcription factors are also known

to regulate specific neuropeptidergic expres-
sion in the SCN, suggesting that the motif of

combined cell-autonomous and circuit-level

activity seen in ZFHX3 may be more prevalent
(Bedont et al. 2014). In the particular case of

ZFHX3, the effects on period of heterozygotes

deletion and in vivo knockdown occur after
maturation of the SCN and therefore are inde-

pendent of any developmental role regulated by

this transcription factor.

Are There “Pacemaker Cells” in the SCN?

In addition to its cellular synchrony and spatio-

temporal wave of gene expression, another

emergent property of the SCN circuit is ensem-
ble period. When synaptic communication is

blocked with TTX, the molecular clocks of in-
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dividual SCN neurons express their intrinsic

cell-autonomous periods, which can deviate
considerably from the ensemble period in the

absence of TTX. This raises the question of

whether ensemble period is determined by a
subset of “pacemaker” cells, or by a circuit-level

computation towhich all of the individual SCN

neurons contribute equally? Oneway to address
this is to create temporally chimeric SCN, con-

sisting of neurons with a range of distinct,

genetically specified intrinsic periods and
then examine how the circuit behaves. In em-

bryonic chimeras carrying WTand long-period

ClockD19 mutant cells in an untargeted mix,
strong evidence was provided for a simple aver-

aging model for the determination of period

(Low-Zeddies and Takahashi 2001): the period
of circadian behavior of individual mice was in

direct proportion to the relative abundance of

mutant and WT cells in their SCN. This led to
the conclusion that the “complex integration of

cellular phenotypes determines the generation

and expression of coherent circadian rhythms at
the organismal level” (Low-Zeddies and Taka-

hashi 2001).

More recently, intersectional genetics has
been used to address the same question, but

now with the advantage that specific subpopu-

lations can be addressed, creating targeted chi-
meras (Fig. 6A) (Lee et al. 2015; Mieda et al.

2015; Smyllie et al. 2016). Two types of strategies

have been used to generate temporally chimeric
animals. First, either reversible (“TET-off”)

overexpression of CLOCKD19 or deletion of

BMAL1 was used to disrupt TTFL clock func-
tion in targeted cell populations. Overexpres-

sion of CLOCKD19 in the bulk of VIP and AVP

cells (characterized by their coexpression of the
peptide neuromedin S [NMS]) led to reversible

lengthening of the period of behavioral and

SCNmolecular rhythms (Lee et al. 2015). Given
that the targeted neurons represent only 40% of

the total SCN, the extension of period by ca. 1 h

in vivo and 2 h in vitro suggests that the NMS
neurons can exert a disproportionate effect on

ensemble period. This argues against the simple

averaging model of period determination. In
addition, constitutive deletion of BMAL1

from the NMS neurons rendered the mice ar-

rhythmic, as did conditional and reversible

overexpression of PER2. For the SCN to func-
tion as a clock at the circuit level, therefore, the

NMS neurons have to have functional cell-au-

tonomous clocks. Moreover, the period of the
SCN is determined by the period of the NMS

cells, identifying them as a “pacemaker” popu-

lation. Finally, conditional expression of tetanus
toxin in NMS cells was used to compromise

synaptic vesicle release, blocking their commu-

nication with the rest of the SCN circuit. Con-
sequently, circadian behavior was dramatically

and reversibly disrupted and, at the SCN level,

ensemble oscillation of bioluminescence was
damped and a subset of cells became arrhyth-

mic, showing the necessity of synaptic signaling

from these cells to maintain function across the
SCN. The NMS subpopulation therefore fulfills

the criteria to be defined as a “pacemaker.” En-

semble circadian timing requires a functional
cell-autonomous clock in these cells; the en-

semble period is determined by the period of

these cells, and to sustain circadian timekeeping
these cells need to be able to communicate with

the rest of the SCN. This elegant, groundbreak-

ing work carries, nevertheless, a caveat—given
that NMS cells constitute almost all of the VIP

and AVP cells, and that loss of NMS itself has no

effect on SCN timekeeping, it is not possible to
assign specific roles for these two, well-studied

cell types of the SCN that constitute elements of

both core and shell. It is likely that a “pacemak-
er” population constitutes a subset of NMS

neurons, and thus further subdivision is re-

quired.
This issue has been addressed by using an

AVP-Cre mouse to achieve selective deletion of

BMAL1 in AVP cells (Mieda et al. 2015). This
did not lead to arrhythmia, as might have been

anticipated if the AVP neurons were dominant

drivers to the circuit. Rather, the mice showed
long periods of circadian behavior and SCN

bioluminescence rhythms. At an operational

level, therefore, AVP neurons can be considered
pacemakers because manipulation of their cell-

autonomous clock affects ensemble period.

Furthermore, CCD imaging revealed that cells
in the dorsal SCN, a principal location of AVP

neurons, had low amplitude and unstable mo-
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lecular oscillations of variable periods, whereas
at a behavioral level the mice showed more rap-

id reentrainment to altered lighting cycles. This

is reminiscent of the rapid resetting of mice de-
ficient in AVP receptors, again emphasizing that

a “loosened” clock network is more responsive

to altered lighting cycles (Yamaguchi et al.
2013). Importantly, the effects of genomic dele-

tion of BMAL1 were rescued by targeted AAV-

mediated expression of recombinant BMAL1 in
the SCN (Mieda et al. 2015), but again there are

caveats. The most significant is that deletion of

BMAL1 disrupted the expression of a large
number of neuropeptides in the SCN. There-

fore, the observed phenotype, as with the

comparable manipulations of NMS neurons,
is likely a result of both cell-autonomous and

circuit-level effects. For example, expression of
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Figure 6. Dissection of suprachiasmatic nucleus (SCN) circuit-level pacemaking by intersectional genetic
approaches. (A) By manipulating components of the transcriptional and posttranslational feedback loop
(TTFL) (BMAL, CLOCK) or the TTFL regulator, CK11, in defined subpopulations of SCN neurons (AVP,
NMS, D1aR), it is possible to alter the period and/or the coherence of mouse activity/rest behavioral rhythms.
(Redrawn from data in Lee et al. 2015, Mieda et al. 2015, and Smyllie et al. 2016.) (B) Schematic representation
(left) of the partially overlapping subpopulations of SCN neurons, and a meta-analysis (right) of putative pace-
setting regions. (Redrawn from data in Smyllie et al. 2016.)
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AVP and other neuropeptides (but not VIP)

was dramatically reduced, and the retinal induc-
tion of Per1 expression in the core SCN was

attenuated, even though resetting was accelerat-

ed. Assignment of particular circadian func-
tions to AVP and non-AVP cells is therefore

difficult.

A complement to these transcription factor-
based approaches therefore requires an alterna-

tive strategy that preserves neuropeptide-de-

pendent, circuit-level communication within
the SCN. This has been achieved using Cre-me-

diated deletion of theCK11Taumutation in SCN

subpopulations. The SCN from such mice con-
tain cells that are either Tau-competent or Tau-

deleted, and so express periods of either ca. 20 h

or 24 h, respectively (Smyllie et al. 2016). Tau
deletion was targeted by the gene encoding the

dopamine 1a receptor (Drd1a), a population

that covers 60% of SCN neurons, spanning
both core and shell, and likely overlapping

with the NMS cell population. Importantly,

these chimeric SCN circuits can sustain stable,
high-amplitude circadian oscillations of behav-

ior and gene expression, despite incorporating

cells with very divergent cell-autonomous peri-
ods. This highlights the power of neuropepti-

dergic signaling pathways that are not compro-

mised in these SCN. In the majority (ca. 60%)
ofmice and SCN slices, the emergent periodwas

24 h, identifying the Drd1a cells as circuit pace-

makers. There was, however, some variability
and a significant minority (ca. 35%) of mice

and SCN had periods closer to 20 h, suggesting

that non-Drd1a cells can also act as pacesetters
on occasion. Indeed, a few mice and SCN (ca.

10%) had unstable periods that flipped between

ca. 20 h and ca. 24 h, suggesting some sort of
ongoing competition between cell populations

in specifying the emergent period. CCD imag-

ing of SCN with stable 24 h or 20 h periods
treated with TTX revealed the range of cell-au-

tonomous periods in the slice. Importantly, the

ensemble period observed in the absence of
TTX was not the arithmetic mean of the indi-

vidual cell-autonomous periods. In 24 h SCN,

the ensemble period was longer than the mean,
whereas in 20 h SCN it was shorter. The com-

putation of ensemble period, therefore, is not

linear: in both cases, one subpopulation of cells

exerted greater influence.
Surprisingly, chimeric 24-h animals were

nevertheless able to entrain to both 20 h and

24 h lighting schedules, and maintained the en-
trained period in subsequent free-running con-

ditions: the computation of SCN period was

therefore reprogrammed in vivo. When SCN
rhythmicity was subsequently assessed in vitro,

the initial period also reflected the period seen

in vivo. Interestingly, there appeared to be a
“relaxation” effect inwhich the period gradually

changed back to 24 h. This suggests that period

setting is complex, in which additional inputs
(e.g., from other brain areas) may be able to

alter the computation of circadian period.

This remarkable flexibility thus begs the ques-
tion of whether “absolute” pacemaker cells ex-

ist, or whether in fact pace setting reflects both

the environmental and circuit context. Never-
theless, under normal 24 h environmental con-

ditions, given that theNMS cells constitute both

AVP and VIP neurons, and deletion of BMAL1
in VIP cells had very little effect on circadian

behavior and cellular rhythms, the combination

of these investigations (Lee et al. 2015; Mieda
et al. 2015; Smyllie et al. 2016) points toward an

important role for both AVP neurons and non-

VIP NMS and Drd1a neurons as the dominant
pacemaking elements in a nonlinear, hierarchi-

cal SCN circuit (Fig. 6B).

Taken together, these studies lead to the in-
triguing conclusion that circadian rhythms are

generated within cells and sustained and syn-

chronized by diverse cell–cell interactions.
Efforts to map the connections that mediate

circadian synchrony require the development

of new methods. One recent investigation took
advantage of the resynchronization of circadian

cells within the SCN following removal of TTX

to infer the underlying functional connections
(Abel et al. 2016). Based on fluctuations in

PER2 expression recorded during resynchroni-

zation, they applied the maximal information
coefficient statistic to identify pairs of neurons

that share a high degree of mutual information.

They found that individual cells tend to have
few connections, but those in the SCN core

have more connections than those in the shell.
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Strikingly, they found strong connections be-

tween the left and right SCN core regions. Fu-
ture studies should focus on further tests to

validate these inferred functional connections

and to understand how this architecture sup-
ports the self-sustained, entrainable rhythms

in the SCN.

Thus, the interplay between cell-autono-
mous and circuit-level functions confers on

the SCN the emergent properties that enable it

to operate as the principal clock in the brain.
Nevertheless, even though the composition of

the TTFL seems to be well understood, its rela-

tionship with neuronal electrical activity, the
computations performed by the SCN circuit

and the cellular mechanisms that serve those

computations are poorly understood. Likely
they involve changes at all levels. For example,

changes in ensemble period following entrain-

ment of mice to non-24-h lighting cycles are
mediated by epigenetic modification, specifi-

cally DNA methylation (Azzi et al. 2014).

Thus, what might be viewed as an effect on a
neural network may also have consequences at

the level of genomic networks.

CONCLUDING REMARKS: BRAIN CLOCKS
BEYOND THE SCN

Beyond the SCN, most brain regions have lo-

cal TTFL-based circadian clocks that direct

rhythms of gene expression appropriate to the
functions of that region, and how those func-

tions are integrated into the daily rhythm of

sleep and wakefulness (Chaudhury et al. 2005;
Wardlaw et al. 2014). Ordinarily, the SCN coor-

dinates these local clocks to ensure optimum

mental function, but in the absence of effective
SCN outflow, brain function can be compro-

mised. For example, environmentally induced

arrhythmia in hamsters compromises hippo-
campal-dependent memory, but lesioning the

SCN rescues this effect (Fernandez et al.

2014), indicating that an aberrant SCN signal
is worse than no signal at all. Equally, compro-

mise of local clock functions can also disrupt

brain function. For example, selective deletion
of BMAL1 in histaminergic (HA) neurons in

the posterior hypothalamus of mice does not

affect their behavioral activity rhythms, but it

does deregulate circadian histamine rhythms
across the brain and this is associated with frag-

mented sleep and compromised hippocampus-

dependent memory (Yu et al. 2014). The prin-
cipal effect appears to be a failure in the tubero-

mamillary nucleus-BMAL (TMN-BMAL)-de-

ficient mice to enforce the normal circadian
down-regulation of HA activity during the cir-

cadian day, leading to an inability to sustain

consolidated sleep. Thus, the role of the local
clock in TMN neurons is to generate a daytime

decline on HA activity appropriate to the great-

er overall SCN-defined sleep–wake cycle. Ama-
jor challenge, therefore, will be to tease apart the

interdependent nexus of SCN timing, local

clock functions, and sleep/wakefulness. Indeed,
the field has arrived at a model in which the

entire nervous system can be viewed as a tem-

porally resonant system, pretuned to oscillate
on a circadian basis, each brain region locked

into a pattern that complements and supports

those of other regions. Therefore, events that
have an impact on this circadian structure

would be expected to disturb normal brain

functions. This might be seen at the level of
compromised sleep-dependent clearance of

neurotoxic aggregates (Roh et al. 2012; Xie

et al. 2013) or at the level of psychiatric illness
(Frank et al. 2013). In both cases, future inves-

tigation of the close associations between “the

clock” and disease, and their mechanistic basis
will yield dramatic and unanticipated transla-

tional opportunities (Hastings and Goedert

2013; Frank et al. 2014).
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