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ABSTRACT

Transcriptional regulators such as transcription fac-

tors and chromatin modifiers play a central role in

most biological processes. Alterations in their ac-

tivities have been observed in many diseases, e.g.

cancer. Hence, it is of utmost importance to evalu-

ate and assess the effects of transcriptional regula-

tors on natural and pathogenic processes. Here, we

present RegulatorTrail, a web service that provides

rich functionality for the identification and prioriti-

zation of key transcriptional regulators that have a

strong impact on, e.g. pathological processes. Reg-

ulatorTrail offers eight methods that use regulator

binding information in combination with transcrip-

tomic or epigenomic data to infer the most influen-

tial regulators. Our web service not only provides an

intuitive web interface, but also a well-documented

RESTful API that allows for a straightforward in-

tegration into third-party workflows. The presented

case studies highlight the capabilities of our web

service and demonstrate its potential for the iden-

tification of influential regulators: we successfully

identified regulators that might explain the increased

malignancy in metastatic melanoma compared to

primary tumors, as well as important regulators in

macrophages. RegulatorTrail is freely accessible at:

https://regulatortrail.bioinf.uni-sb.de/.

INTRODUCTION

Transcriptional regulators like transcription factors (TFs),
coregulators and chromatinmodi�ers are proteins that con-
trol the expression of genes by promoting or inhibiting their
transcription and that are involved in the regulation of most

biological processes and signaling pathways (1). Mutations
in transcriptional regulators or regulatory regions can lead
to alterations of transcriptional programs (2). Hence, such
mutations can cause diseases (2,3). For instance, mutations
in several hepatocyte nuclear factors (HNFs) (4) and in the
insulin promoting factor PDX1 (5) are associated with di-
abetes. Many transcriptional regulators have also been de-
scribed in the context of tumor progression and metastasis
(6), e.g. several members of the NF-�B family (7–9). Many
regulators are even described as (proto-)oncogenes or tu-
mor suppressor genes (10). The most prominent example is
the tumor suppressor gene TP53, for which alterations in a
variety of cancer types have been described (11). Their capa-
bility to control the transcription of a large number of genes
makes transcriptional regulators interesting candidates as
putative drug targets in cancer therapy (12–14).
Due to their inherent importance, it is crucial to iden-

tify transcriptional regulators that might explain expression
changes between two groups of samples, e.g. disease versus
control. In the following, we present a non-exhaustive list
of algorithms that have been proposed for this purpose. We
start our discussion with methods that use a prede�ned col-
lection of regulator–target interactions (RTIs). Here, a pair
(regulator, target gene) is de�ned as an RTI, if a binding of
the regulator to a regulatory region (promotor, enhancer,
etc.) of the target gene has been experimentally determined.
A �rst group of approaches was designed to �nd individ-

ual regulators whose target genes have a signi�cant overlap
with a list of differentially expressed genes (15,16).
A second group of approaches, discussed in this section,

identi�es important regulators based on gene expression
data. For example, the ‘regulatory impact factors’RIF1 and
RIF2 (17) measure the degree of differential co-expression
between a regulator and all its target genes. A further ap-
proach that requires gene expression data is the so-called
Correlation Set Analysis (18), a method that unveils es-
sential regulators in disease populations by calculating the
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mean correlation of all target pairs. We recently developed
an enrichment-based method called REGGAE that priori-
tizes regulators based on correlation coef�cients from gene
expression data (Kehl et al., in submission). A graph-based
method for the identi�cation of key regulators in a regula-
tory network has been developed byGonçalves et al. (19). A
t-test-based approach, calledwPGSA, that utilizes the prob-
ability of regulation in replicatedChIP-Seq experimentswas
presented by Kawakami et al. (20). Poos et al. published a
machine learning approach, calledMIPRIP (21), that pre-
dicts the most in�uential regulators for a single target gene.
Gonçalves et al. presented Regulatory Snapshots, a web
server for the identi�cation of important regulatory mod-
ules (22) using time series gene expression data.
Another group of methods is based on genome-wide

TF binding predictions. Exclusively sequence-based pre-
diction methods, which screen the genome using position
weightmatrices, usually generatemany false positive predic-
tions. Recent studies veri�ed that the number of false pos-
itive predictions can be substantially reduced by combin-
ing epigenetics data with sequence-based TF binding pre-
dictions (23,24). Several methods incorporating epigenet-
ics data have been proposed, e.g. CENTIPEDE (23), PIQ
(25),MILLIPEDE (26), BinDNase (27), HINT-BC (28) or
TEPIC (29). These predictions can be used in downstream
applications, e.g. the PASTAA web service calculates TF
binding af�nities based on sequence speci�city and applies
the hypergeometric test to infer co-regulated target genes
(30). TF binding predictions can also be used as features
to build interpretable, predictive models of gene expression
(29,31–34). An overview of the essential features of allmeth-
ods discussed above is provided in Supplementary Table S1.
Here, we present RegulatorTrail, a new web service that

provides rich functionality for the identi�cation of key tran-
scriptional regulators. In contrast to existing web servers
that are speci�cally tailored to a single application scenario,
we designed RegulatorTrail as a general framework offer-
ing eight distinct methods to identify key transcriptional
regulators. Moreover, we ensured that RegulatorTrail of-
fers at least one method from the different methodolog-
ical classes sketched above and hence provides solutions
for four speci�c application scenarios. Besides the wide
range of algorithms, RegulatorTrail also provides compre-
hensive collections of RTIs and position-speci�c energyma-
trices (PSEMs) extracted from several databases (cf. ‘Re-
sources and supported �le formats’ section). In order to
�nd commonly regulated biological processes or signaling
pathways, the respective results can be further processed
in a downstream enrichment analysis using the GeneTrail2
enrichment pipeline (35). This versatility combined with
its intuitive web interface and the well-documented REST-
ful API set RegulatorTrail apart from other approaches.
We demonstrate the capabilities of our web server based
on two case studies. First, we analyze mRNA microarrays
from melanoma patients (NCBI GEO (36): GSE7553 (37))
to �nd transcriptional regulators that might be responsi-
ble for expression differences between metastatic and non-
metastatic tumors. Second, we perform an integrative anal-
ysis of open-chromatin regions and corresponding gene ex-
pression estimates of macrophage data (BLUEPRINT (38)

sample ID: S001S7) to infer potentially important tran-
scriptional regulators.

WORKFLOW

RegulatorTrail provides a variety of methods for the identi-
�cation of important transcriptional regulators that can be
applied to four distinct application scenarios. An overview
of the different work�ows is presented in Figure 1A. In each
scenario, different input data is required for the computa-
tion of the most in�uential regulators (cf. ‘Resources and
supported �le formats’ section). The different approaches
utilize our comprehensive collections of RTIs and PSEMs.
In all scenarios, the output is a prioritized (sorted) list of
transcriptional regulators or regulated target genes respec-
tively that can be visualized in the web browser or down-
loaded in a variety of standard �le formats, including CSV,
JSON, Excel and PDF. Additionally, the resulting lists can
be further analyzed with the enrichment or network anal-
ysis functionality of GeneTrail2 (35) (cf. Figure 1B). Ex-
pected runtimes for all algorithms and different inputs can
be found in Supplementary Table S2.
Scenario 1: in the �rst scenario, a user can upload a list

of differentially expressed genes, e.g. genes that are differ-
entially expressed between two groups of samples. Then the
user can choose a collection of RTIs from our web server.
Based on the gene list and the selected RTIs, Regulator-
Trail identi�es transcriptional regulators, whose set of tar-
get genes have a signi�cant overlap with the uploaded gene
list. For this purpose, three statistical tests are offered: a
binomial test as described by Yang et al. (16), a hyperge-
ometric test as presented by Essaghir et al. (15) and the
Fisher’s exact test. For P-value adjustment, RegulatorTail
offers eight methods (cf. Supplementary Table S3), e.g. the
false discovery rate (FDR)-adjustment method presented
by Benjamini and Yekutieli (39). Finally, RegulatorTrail
outputs a list of regulators sorted with respect to the ad-
justed P-values. For gene lists of size 250, the average run-
time for the hypergeometric test and the Fisher’s exact test is
25 s and for the binomial test 4 min. Essaghir et al. consid-
ered such a scenario to �nd potential biomarkers common
to multiple cancer types (40).
Scenario 2: in the second scenario, the user can upload

a matrix that contains normalized gene expression values,
where the samples belong to two groups of interest, e.g. dis-
ease and control. In a �rst step, expression differences be-
tween the two groups can be calculated. To this end, we pro-
vide a variety of methods. Among them standard measures
like fold change, z-score and signal-to-noise ratio, as well as
dependent and independent versions of widely used statis-
tical tests like t-test andWilcoxon rank-sum test. For count
data, we additionally integrated the DESeq2 (41), edgeR
(42) and RUVSeq (43) R-packages. In a second step, the
user selects lists of up- or downregulated genes. The respec-
tive lists can then be used to identify regulators with over-
represented target gene sets as described in the �rst scenario.
For the second scenario, RegulatorTrail provides three fur-
ther approaches that utilize expression correlations between
regulators and targets to prioritize the considered regula-
tors: RIF1, RIF2 (17) and REGGAE. Besides the sorted
regulator lists, these methods additionally provide informa-



W148 Nucleic Acids Research, 2017, Vol. 45, Web Server issue

Figure 1. General overview of the RegulatorTrail work�ow. S1–S4 represent four different application scenarios. In each scenario, different types of
input �les are required to identify in�uential regulators. The resulting regulator list can then be further investigated using the functionality of GeneTrail2
(downstream analysis). *Network analysis can only be applied in Scenarios 1 and 2.

tion on whether the regulator has an activating or repress-
ing effect. For a gene expression matrix with around 13 000
protein coding genes, 38 samples per group and a �ltered
gene list of size 250, the average runtime of this scenario is
around 10 s for the regulatory impact factors and ∼3 min
for a REGGAE analysis. Yao et al. considered such a sce-
nario to identify genes associated with renal cell carcinoma
(44).
Scenario 3: in the third scenario, the user can upload

a BED �le containing candidate regions for TF bind-
ing, which can be derived from open-chromatin data,
e.g. DNase-hypersensitive sites (DHS) and TF-footprints,
as well as from histone modi�cation ChIP-seq data, e.g.
H3K4me3 peaks. From the provided set of candidate re-
gions, RegulatorTrail extracts those that overlap with win-
dows of user-de�ned size that are centered at the most 5′

transcriptional start site of all genes. Using the TEPIC
framework (29), gene-TF binding scores are computed for
all genes and a species-speci�c set of distinct TFs using an
exponential decay formulation (45). The resulting gene-TF
scores are provided as a tab-separated matrix that can ei-
ther be used in a downstream enrichment analysis or to
build a predictive model of gene expression (cf. Scenario 4).
For genome-wide analysis of TF binding af�nities, the av-
erage runtime is around 8 min using the entire collection of
PSEMs. A similar scenario has already been considered in
(46).
Scenario 4: in addition to the BED �le required in Sce-

nario 3, also gene expression data must be uploaded to be

able to perform an INVOKE (identi�cation of key regula-
tors) analysis. INVOKE follows a two-step approach. First,
gene-TF binding scores are computed as described in the
third scenario. Second, these scores are used as features in
a linear regression model with either lasso, ridge or elastic
net penalty to predict gene expression. Training and eval-
uating the model leads to three different outputs: model
performance is assessed by calculating Pearson correlation,
Spearman correlation and the mean-squared error (MSE)
between predicted and measured gene expression on test
data. Furthermore, we report a list of features with non-zero
regression coef�cients. These features were selected during
model training, thus the corresponding TFs are likely to
play an essential role in transcriptional regulation of the
analyzed sample. In addition, a bar plot showing the top
features, ranked according to their regression coef�cients,
is provided. Using lasso regularization, the expected run-
time of this scenario is around 4 min. If additionally, the
performance of the model should be calculated, the average
runtime increases to∼7min. This scenario has already been
applied in (29). Similar approaches have also been pursued
in (31–34).

RESOURCES AND SUPPORTED FILE FORMATS

Currently, RegulatorTrail enables users to analyze regula-
tory interactions for �ve different organisms:Homo sapiens,
Mus musculus, Rattus norvegicus, Drosophila melanogaster
andCaenorhabditis elegans. Ourweb service accepts various
input �le formats through which the user can provide gene
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lists, gene expression data or genomic regions. Gene lists or
gene expression data must be provided as tab-separated text
�les, where each line contains a single gene followed by asso-
ciated gene expression measurements. Additionally, the in-
tegrated GSE �le parser can be used to download microar-
ray experiments from the NCBI Gene Expression Omnibus
(GEO) (36). In both cases, RegulatorTrail automatically de-
tects and normalizes the used identi�ers based on mapping
information fromUniProt (47) andNCBI (48). Genomic re-
gions must be provided in standard BED format.
The different algorithms offered by RegulatorTrail rely

on third-party resources that contain information on TF
binding motifs or interactions between regulators and as-
sociated target genes.
All approaches offered for Scenario 1 and 2 require infor-

mation on RTIs. To this end, we have built a comprehensive
collection of RTIs based on seven databases: ChEA (49),
ChIP-Atlas (chip-atlas.org), ChipBase (50), ENCODE (51),
JASPAR (52), SignaLink (53) and TRANSFAC (54). How-
ever, the included databases provide different levels of infor-
mation on regulators and their putative target genes: (i) pre-
de�ned RTIs extracted from e.g. literature, (ii) binding sites
of regulators extracted from e.g. ChIP-Seq experiments and
(iii) RTIs determined by assigning regulator binding sites to
neighbored target genes based on their distances to the tran-
scription start site (TSS) of the genes. More precisely, a reg-
ulator is assigned to a gene if the binding site is in an interval
around the TSS. The different databases provide different
RT assignments based on symmetric or asymmetric inter-
vals around the TSS: [−1 kb, +1 kb], [−5 kb, +5 kb], [−10
kb, +10 kb], [−10 kb, +1 kb]. For consistency reasons, we
processed the available information on binding sites for all
databases such that all four proposed interval assignments
can be selected by the user. Users can also select which RTI
databases should be used for their analysis and they can
even upload their own set of RTIs.
In Scenarios 3 and 4, PSEMs that are derived from posi-

tion count matrices (PCMs) are used. We downloaded the
PCMs from several databases: TRANSFAC (54), HOCO-
MOCO (55), JASPAR (52) and the Kellis lab ENCODE
Motif database (56). To exclude PCMs of low quality, we
calculate the information content (IC) of each PCM and re-
move all matrices from our collection that have an IC value
above a threshold. If the databases contain multiple PCMs
for the same TF, only the most informative PCM is con-
sidered. In case that a TF has a known secondary binding
motif, we also keep the alternative PCM in our collection.
Finally, we have converted all PCMs to PSEMs according
to a mismatch energy formulation introduced by Berg and
von Hippel (57).

For all scenarios, a reference genome and gene annota-
tions are required, which were downloaded from Ensembl
(58), GENCODE (59) and UCSC (60).
For all databases, we have implemented update routines

that will regularly be used to create new database versions.
Provenance data including retrieval dates of all databases
as well as detailed descriptions of all processing steps are
provided on the RegulatorTrail website.

Figure 2. The different layers of the RegulatorTrail architecture. Core al-
gorithms are provided by the TEPIC framework and the GeneTrail2 C++
library. On top of this, we have built a RESTful API that manages the cor-
responding algorithms and provides an interface for our web frontend, as
well as the Python and Julia bindings.

SOFTWARE ARCHITECTURE AND IMPLEMENTA-
TION

RegulatorTrail is based on the modular architecture of the
GeneTrail2 web service (35). This architecture can be repre-
sented by a layered hierarchy with distinct functional com-
ponents as shown in Figure 2. The �rst component of the
top layer is the web interface of RegulatorTrail that was
implemented using the Thymeleaf template engine and the
Bootstrap 3 web framework. This web interface interacts
with the underlying web server via a JAX-RS based REST-
ful API, which provides interfaces to start an analysis or
to query respective results. This API also allows users to in-
corporate RegulatorTrail into existing third-party pipelines.
Additionally, we provide Python 2.7, Python 3 and Julia
bindings that can directly be used to script our web service.
The actual processing tasks are performed using theTEPIC
framework (29) and theGeneTrail2 (35) C++ library, which
we extended with algorithms for regulator effect analysis.

CASE STUDIES

Due to space constraints, we focused on two case studies il-
lustrating the more elaborate application scenarios 2, 3 and
4 (cf. ‘Work�ow’ section). In the �rst case study, we ana-
lyzed gene expression data of melanoma patients to identify
regulators that might be responsible for the increased ma-
lignancy of cases with metastatic melanoma. In the second
case study, we performed an integrative analysis of open-
chromatin regions and gene expression data to �nd key reg-
ulators of macrophages.

Comparison of metastatic and non-metastatic melanoma

Melanoma is one of themost severe types of skin cancer. Es-
pecially cases with metastatic melanoma have a poor prog-
nosis with an average survival time of around 1 year (61).

We analyzed a microarray dataset provided by Riker et
al. (37) (GSE7553) to �nd transcriptional regulators that
have a signi�cant impact on genes that are upregulated in
metastatic compared to non-metastatic melanoma samples.
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First, we used RegulatorTrail’s integrated GEO �le parser
to download and process the corresponding GSE �le. In a
second step, we selected metastatic and primary melanoma
samples as case group and control group respectively. A
shrinkage t-test (62) was used to compute expression dif-
ferences between the two groups and to select upregulated
genes. Finally, we performed a REGGAE analysis to iden-
tify important regulators. The parameters of the REGGAE
analysis and corresponding results are provided in Supple-
mentary Tables S4 and S5. The top 15 transcriptional reg-
ulators provided by REAGGE can be found in Table 1.
Of these 15 regulators, 13 have already been described in
the context of melanoma (e.g. ZBTB7A (63), MITF (64)
and ATF2 (65,66)) and twelve are known to be involved in
metastasis or tumor progression in melanoma (e.g. GATA3
(67)) or other cancer types (e.g. CEBPA (68)). Moreover,
our analysis revealed a set of eleven regulators that show
decreased activity inmetastatic melanoma compared to pri-
mary tumors and among them four known tumor suppres-
sor genes. In particular, downregulation of ZBTB7A or
TP63 has already been associated with poor prognosis of
melanoma patients. ZBTB7A is known to promote metas-
tasis in melanoma (63) and TP63 is associated with resis-
tance to therapeutic agents (69). Additionally, we identi�ed
six regulators that have an increased activity in patients with
metastatic tumors and among them two that have already
been described as oncogenes: MITF and ATF2. The for-
mer is known to be ampli�ed in malignant melanoma (64)
and the latter is associated with the progression of the dis-
ease and even investigated as potential drug target for the
therapy of melanoma (65,66).

Inferring key transcriptional regulators of macrophages

Macrophages are cells with diverse functions. They have
phagocytic activity, play an essential role in the innate im-
mune system, as well as in the adaptive immune system
(70). Thus, understanding the regulatory mechanisms in
macrophages is of general interest.
We analyzed DHS (S001S745.ERX616976) and gene ex-

pression data (S001S712) of macrophages extracted from
venous blood (S001S7) in the scope of the BLUEPRINT
epigenomics project (38). We uploaded the BED �le con-
taining the DHS regions as well as corresponding gene ex-
pression values to RegulatorTrail and selected GRCh38 as
the reference genome. Next, we selected a window of 50 000
bp around the 5′-TSS of genes to compute gene-TF bind-
ing scores. Using the INVOKE component of Regulator-
Trail, we have trained a linear regression model with elastic
net penalty and the following default parameters: a 6-fold
outer cross-validation, a 6-fold inner cross-validation and
an alpha step size of 0.1. In order to judge the quality of the
learnedmodel, RegulatorTrail computes three different per-
formance measures on test data, comparing predicted and
measured gene expression across the outer folds. The model
achieved a Pearson correlation of 0.616, a Spearman corre-
lation of 0.666 and an MSE of 0.623.
In total, 13 TFs were selected with an absolute regres-

sion coef�cient ≥0.025 and are shown in the bar plot in
Figure 3. We found evidence that these 13 TFs are related
to gene regulation in macrophages. Al Sadoun et al. have

Table 1. Top 15 regulators provided by the REGGAE analysis of up-

regulated genes for the comparison of metastatic and non-metastatic

melanoma patients

The colors of the names in the �rst column indicate whether the aver-
age correlation coef�cient between a regulator and its targets is positive
or negative (correlated or anti-correlated). The second column shows cor-
responding P-values and the remaining columns indicate if associations to
the corresponding property can be found in literature (cf. Supplementary
Table S6).

recently shown that the top ranked regulator, HOXA3, pro-
motes macrophage maturation (71). Another factor, HLTF,
is known to be targeted by the HIV-1 protein Vpr in T-cells
and macrophages. As a consequence, HLTF is degraded,
which negatively affects DNA repair mechanisms in in-
fected cells (72). ETS2 is known to regulate macrophages
during in�ammation and to be involved in the regulation
of tumor associated macrophages (73). The Kruppel Like
Factor 4 (KLF4) is a zinc �nger protein that can induce
macrophage differentiation (74). Additionally, KLF4 was
identi�ed to regulate macrophage polarization (75). A list
of all 13 TFs and references to literature describing the role
of those TFs in macrophages are provided in Supplemen-
tary Table S7.

DISCUSSION AND CONCLUSION

Transcriptional regulators like TFs, coregulators and chro-
matin modi�ers have a strong in�uence on biological pro-
cesses and signaling pathways. Alterations in their activi-
ties can cause diseases like diabetes or cancer (2). Hence,
understanding the role of regulators in natural and patho-
logical processes may be the key for the detection of novel
biomarkers and may even lead to the discovery of new drug
targets. Therefore, the identi�cation of transcriptional regu-
lators that heavily in�uence biological processes is of utmost
importance. Over the last few years, a variety of methods
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Figure 3. Bar plot showing the non-zero regression coef�cients derived by an INVOKEanalysis onmacrophage data fromBLUEPRINT. For visualization,
we used an absolute value cut-off of 0.025.

have been proposed that try to tackle this problem. Most of
them are provided as standalone applications, but someweb
servers are also available: (i) TFactS (14) uses the hypergeo-
metric test to detect regulators whose targets have a signif-
icant overlap with an uploaded gene list. (ii) PASTAA (28)
computes binding af�nities of TFs based on PEMs and uses
the hypergeometric test to identify coregulated target genes.
(iii) Regulatory Snapshots (22) unveils regulatory modules
in expression time series data.
Here, we presented RegulatorTrail, the �rst web service

that provides a comprehensive selection of methods for the
identi�cation of important regulators. In contrast to other
approaches that have been tailored to a speci�c application
scenario, we designedRegulatorTrail as a framework for the
identi�cation of key transcriptional regulators. It already
offers eight methods for this task, and due to its modular
design, it can be easily extended with further functional-
ity. The web service can be used in four distinct application
scenarios to either analyze gene lists, gene expression data
or epigenetic data. Additionally, our web server is tightly
connected to its sister project GeneTrail2 that can be used
for downstream analysis to perform enrichment or network
analysis in order to �nd shared mechanisms or mutually
regulated signaling pathways.
In the near future, wewill extendRegulatorTrail by incor-

porating additional methods for assessing the relevance of
transcriptional regulators.Moreover, we will integrate more
sophisticated methods for the assignment of regulators to
their target genes. Although recent studies, see e.g. (76), con-
�rmed that the TF binding to regulatory regions strongly
in�uences the expression of the ‘nearest’ genes, the assign-
ment of regulators to their target genes based only on dis-
tance information is, of course, a simpli�ed approach that
can lead to many false positive and negative RTIs. In the fu-
ture, chromosome conformation capturing techniques like
Hi-C may enable a cell state speci�c (dynamic) assignment
of RTIs, see e.g. (77).
The presented case studies demonstrate the capabilities

of RegulatorTrail. We were able to detect meaningful reg-
ulators that might explain the increased malignancy of

metastatic melanoma compared to primary tumors as well
as important regulators in macrophages. The rich function-
ality of our web server combined with the intuitive web in-
terface and the well-documented RESTful APImake Regu-
latorTrail a valuable tool for the elucidation of complex reg-
ulatory mechanisms and set it apart from other approaches.

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online.

FUNDING

Saarland University; Deutsche Forschungsgemeinschaft
Scalable Visual Analytics project [SPP 1335, LE952/5–1].
Funding for open access charge: Saarland University.
Con�ict of interest statement.None declared.

REFERENCES

1. Vaquerizas,J.M., Kummerfeld,S.K., Teichmann,S.A. and
Luscombe,N.M. (2009) A census of human transcription factors:
function, expression and evolution. Nat. Rev. Genet., 10, 252–263.

2. Lee,T.I. and Young,R.A. (2013) Transcriptional regulation and its
misregulation in disease. Cell, 152, 1237–1251.

3. Latchman,D.S. (1997) Transcription factors: an overview. Int. J.
Biochem. Cell Biol., 29, 1305–1312

4. Maestro,M.A., Cardalda,C., Boj,S.F., Luco,R.F., Servitja,J.M. and
Ferrer,J. (2007) Distinct roles of HNF1beta, HNF1alpha, and
HNF4alpha in regulating pancreas development, beta-cell function
and growth. Endocr. Dev., 12, 33–45.

5. Al-Quobaili,F. and Montenarh,M. (2008) Pancreatic duodenal
homeobox factor-1and diabetes mellitus type 2 (Review). Int. J. Mol.
Med., 21, 399–404.

6. Ell,B. and Kang,Y. (2013) Transcriptional control of cancer
metastasis. Trends Cell Biol., 23, 603–611.

7. Lerebours,F., Vacher,S., Andrieu,C., Espie,M., Marty,M.,
Lidereau,R. and Bieche,I. (2008) NF-kappa B genes have a major
role in In�ammatory Breast Cancer. BMC Cancer, 8, 41.

8. Maier,H.J., Schmidt-Straßburger,U., Huber,M.A.,
Wiedemann,E.M., Beug,H. and Wirth,T. (2010) NF-�B promotes
epithelial–mesenchymal transition, migration and invasion of
pancreatic carcinoma cells. Cancer Lett., 295, 214–228.

9. Chen,W. (2011) NF-kappaB in lung cancer, a carcinogenesis mediator
and a prevention and therapy target. Front. Biosci., 16, 1172–1185.



W152 Nucleic Acids Research, 2017, Vol. 45, Web Server issue

10. Nebert,D.W. (2002) Transcription factors and cancer: an overview.
Toxicology, 181-182, 131–141.

11. Muller,P.A. and Vousden,K.H. (2014) Mutant p53 in cancer: new
functions and therapeutic opportunities. Cancer Cell, 25, 304–317.

12. Darnell,J.E. (2002) Transcription factors as targets for cancer
therapy. Nat. Rev. Cancer, 2, 740–749.

13. Bhagwat,A.S. and Vakoc,C.R. (2015) Targeting transcription factors
in cancer. Trends Cancer, 1, 53–65.

14. Yeh,J.E., Toniolo,P.A. and Frank,D.A. (2013) Targeting transcription
factors: promising new strategies for cancer therapy. Curr. Opin.
Oncol., 25, 652–658.

15. Essaghir,A., Toffalini,F., Knoops,L., Kallin,A., van Helden,J. and
Demoulin,J.B. (2010) Transcription factor regulation can be
accurately predicted from the presence of target gene signatures in
microarray gene expression data. Nucleic Acids Res., 38, e120.

16. Yang,J., Yu,H., Liu,B.-H., Zhao,Z., Liu,L., Ma,L.-X., Li,Y.-X. and
Li,Y.-Y. (2013) DCGL v2.0: an R package for unveiling differential
regulation from differential co-expression. PLoS One, 8, e79729.

17. Reverter,A., Hudson,N.J., Nagaraj,S.H., Perez-Enciso,M. and
Dalrymple,B.P. (2010) Regulatory impact factors: unraveling the
transcriptional regulation of complex traits from expression data.
Bioinformatics, 26, 896–904.

18. Huang,C.-L., Lamb,J., Chindelevitch,L., Kostrowicki,J., Guinney,J.,
DeLisi,C. and Ziemek,D. (2012) Correlation set analysis: detecting
active regulators in disease populations using prior causal knowledge.
BMC Bioinformatics, 13,46.

19. Goncalves,J.P., Francisco,A.P., Mira,N.P., Teixeira,M.C.,
Sa-Correia,I., Oliveira,A.L. and Madeira,S.C. (2011) TFRank:
network-based prioritization of regulatory associations underlying
transcriptional responses. Bioinformatics, 27, 3149–3157.

20. Kawakami,E., Nakaoka,S., Ohta,T. and Kitano,H. (2016) Weighted
enrichment method for prediction of transcription regulators from
transcriptome and global chromatin immunoprecipitation data.
Nucleic Acids Res., 44, 5010–5021.

21. Poos,A.M., Maicher,A., Dieckmann,A.K., Oswald,M., Eils,R.,
Kupiec,M., Luke,B. and König,R. (2016) Mixed Integer Linear
Programming based machine learning approach identi�es regulators
of telomerase in yeast. Nucleic Acids Res., 44, e93.
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