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Reinforcement Hybrid Evolutionary Learning for
Recurrent Wavelet-Based Neurofuzzy Systems

Cheng-Jian Lin, Member, IEEE, and Yung-Chi Hsu

Abstract—This paper proposes a recurrent wavelet-based
neurofuzzy system (RWNFS) with the reinforcement hybrid
evolutionary learning algorithm (R-HELA) for solving various
control problems. The proposed R-HELA combines the compact
genetic algorithm (CGA), and the modified variable-length genetic
algorithm (MVGA) performs the structure/parameter learning for
dynamically constructing the RWNFS. That is, both the number
of rules and the adjustment of parameters in the RWNFS are
designed concurrently by the R-HELA. In the R-HELA, indi-
viduals of the same length constitute the same group. There are
multiple groups in a population. The evolution of a population
consists of three major operations: group reproduction using the
compact genetic algorithm, variable two-part crossover, and vari-
able two-part mutation. Illustrative examples were conducted to
show the performance and applicability of the proposed R-HELA
method.

Index Terms—Control, genetic algorithms, neurofuzzy system,
recurrent network, reinforcement learning.

I. INTRODUCTION

I N recent years, a fuzzy system used for control problems has
become a popular research topic [1]–[10]. The reason is that

classical control theory usually requires a mathematical model
for designing controllers. Inaccurate mathematical modeling of
plants usually degrades the performance of the controllers, espe-
cially for nonlinear and complex problems [11]–[14]. A fuzzy
system consists of a set of fuzzy if-then rules. By convention,
the selection of fuzzy if-then rules often relies on a substan-
tial amount of heuristic observations to express knowledge of
proper strategies. Obviously, it is difficult for human experts
to examine all the input–output data from a complex system
to find the proper rules for a fuzzy system. To cope with this
difficulty, several approaches to generating if-then rules from
numerical data have been proposed [6], [8], [11], [54].These
methods were developed for supervised learning; that is, the
correct “target” output values are given for each input pattern
to guide the network’s learning. Lin and Chin [11] used mech-
anisms of rules/neurons update based on errors, while evolving
fuzzy rule-based (eR) models [54] used the informative poten-
tial of the new data sample as a trigger to update the rule-base.
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Fig. 1. Wavelet bases are overcompleted and compactly supported.

The most well-known supervised learning algorithm is back-
propagation (BP) [3], [6]–[8]. It is a powerful training technique
that can be applied to networks. Since the steepest descent tech-
nique is used in BP training to minimize the error function, the
algorithm may reach the local minima very fast and never find
the global solution. In addition, the performance of BP training
depends on the initial values of the system parameter. For dif-
ferent network topologies, one has to derive new mathematical
expressions for each network layer. If precise training data can
be easily obtained, the supervised learning algorithm may be ef-
ficient in many applications. For some real-world applications,
precise training data are usually difficult and expensive to ob-
tain. For this reason, there has been a growing interest in rein-
forcement learning problems [15]–[17]. For the reinforcement
learning problems, training data are very rough and coarse, and
they are only “evaluative” when compared with the “instructive”
feedback in the supervised learning problem.

Recently, many evolutionary algorithms, programming types,
and strategies, such as the genetic algorithm (GA) [18], genetic
programming [19], evolutionary programming [20], and evolu-
tion strategies [21], have been proposed. Since they are heuristic
and stochastic, they are less likely to get stuck at the local min-
imum. They are based on populations made up of individuals
with specific behaviors similar to certain biological phenomena.
These common characteristics have led to the development of
evolutionary computation as an increasingly important field.

The evolutionary fuzzy model generates a fuzzy system au-
tomatically by incorporating evolutionary learning procedures
[22]–[32], such as the GA, which is a well-known procedure.
Several genetic fuzzy models, that is, fuzzy models augmented
by a learning process based on GAs, have been proposed
[22]–[29]. In [22], Karr applied GAs to the design of the
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Fig. 2. Schematic diagram of the WNN.

membership functions of a fuzzy controller, with the fuzzy rule
set assigned in advance. Since the membership functions and
rule sets are codependent, simultaneous design of these two
approaches would be a more appropriate methodology.

Based on this concept, many researchers have applied GAs
to optimize both the parameters of the membership functions
and the rule sets [23]–[25], [53]. Ishibuchi et al. [53] proposed
a genetic-algorithm-based method for selecting a small number
of significant fuzzy if-then rules to construct a compact fuzzy
classification system with high classification power. The rule se-
lection problem is formulated as a combinatorial optimization
problem with two objectives: to maximize the number of cor-
rectly classified patterns and to minimize the number of fuzzy
if-then rules. Lin and Jou [27] proposed GA-based fuzzy rein-
forcement learning to control magnetic bearing systems. In [28],
Juang et al. proposed using genetic reinforcement learning in the
design of fuzzy controllers. The GA adopted in [28] was based
upon traditional symbiotic evolution, which, when applied to
fuzzy controller design, complements the local mapping prop-
erty of a fuzzy rule. However, the aforementioned approaches
may require one or both of the following: 1) the numbers of
fuzzy rules have to be assigned in advance and 2) the lengths of
the chromosomes in the population must be the same.

Recently, several researchers proposed new genetic algo-
rithms for solving the above-mentioned problems. In [29],
Bandyopadhyay et al. used the variable-length genetic algo-
rithm (VGA) that allows for different lengths of chromosomes
in the population. Carse et al. [30] used the genetic algorithm
[29] to evolve fuzzy rule based controllers. In [31], Tang
proposed a hierarchical genetic algorithm, which enables the
optimization of a fuzzy system design for a particular appli-
cation. Juang [32] proposed the CQGAF to simultaneously
design the number of fuzzy rules and free parameters in a fuzzy
system.

In this paper, we proposed a new hybrid evolutionary learning
algorithm to enhance the VGA [29]. The performance of the
number of fuzzy rules in the VGA has not been evaluated, so
that the best group that has the same length of chromosomes
cannot be reproduced many times for each generation. In this
paper, we use the elite-based reproduction strategy to keep the
best group that has chromosomes of the same length. Therefore,
the best group can be reproduced many times for each genera-
tion. The elite-based reproduction strategy is similar to the ma-

turing phenomenon in society, where individuals become more
suited to the environment as they acquire more knowledge of
their surroundings.

In this paper, we present a recurrent wavelet-based neuro-
fuzzy system (RWNFS) with the reinforcement hybrid evolu-
tionary learning algorithm (R-HELA). The proposed R-HELA
automatically determines the number of fuzzy rules and pro-
cesses the variable-length chromosomes. The length of each in-
dividual denotes the total number of genes in that individual.
The initial length of one individual may be different from an-
other individual, depending on the total number of rules encoded
in it. Individuals with an equal number of rules constitute the
same group. Thus, initially there are several groups in a popu-
lation. We use the elite-based reproduction strategy to keep the
best group. Therefore, the best group can be reproduced many
times for each generation. The reinforcement signal from the
environment is used as a fitness function for the R-HELA. That
is, we formulate the number of time steps before failure occurs
as the fitness function. In this way, the R-HELA can evaluate the
candidate solutions for the parameters of the RWNFS model.

The advantages of the proposed R-HELA method are sum-
marized as follows.

1) It determines the number of fuzzy rules and tunes the free
parameters of the RWNFS model in a highly autonomous
way. Thus, users need not give it any a priori knowledge or
even any initial information on these parameters.

2) It is applicable to chromosomes of different lengths.
3) It does not require precise training data for setting the pa-

rameters of the RWNFS model.
4) It performs better and converges more quickly than some

traditional genetic methods.
This paper is organized as follows. Section II introduces

the RWNFS. The proposed HELA is described in Section III.
Section IV introduces the reinforcement hybrid evolution
learning algorithms used for constructing the RWNFS model.
Section V presents the simulation results. The conclusions are
given in the last section.

II. STRUCTURE OF A RECURRENT WAVELET-BASED

NEUROFUZZY SYSTEM

This section introduces the structure of an RWNFS model.
For traditional TSK-type fuzzy systems [5]–[7], the conse-
quence of each rule is a function of the input linguistic variable.
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Fig. 3. Schematic diagram of RWNFS model.

Fig. 4. Coding the adjustable parameters of a RWNFS into a chromosome in the MVGA.

Fig. 5. Coding the probability vector into the building blocks in the CGA.

A widely adopted function is a linear combination of input
variables plus a constant term. This paper adopts a nonlinear
combination of input variables [i.e., wavelet neural network
(WNN)]. Each fuzzy rule corresponds to a sub-WNN consisting

of single-scaling wavelets [33]. We adopt the nonorthogonal
and compact wavelet functions as the node function (wavelet
bases).

A. Description of Wavelet Bases and Wavelet Neural Networks

A set of wavelet bases is a suitable tool for representing
nonlinearity effectively. These orthogonal wavelets are infinite,
continuous, and differentiable. The support of these wavelets
is . Daubechies [34] presented wavelet bases,
which are compactly supported but not infinitely supported.
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Fig. 6. The flowchart of the parameter learning in the HELA.

Daubechies proposed using a simple wavelet neural network,
which exhibits a much higher ability to generalize and a much
shorter learning time, rather than a three-layered feedforward
neural network. This study adopts the nonorthogonal and com-
pactly supported functions in the finite range as wavelet bases.
Fig. 1 shows the shape and position of the wavelet bases. All
the wavelet bases are allocated over the normalized range [0, 1]
in the variable space.

Neural networks employing wavelet neurons are referred
to as wavelet neural networks. Fig. 2 shows a novel type
of wavelet neural network model [35]. Consider input
vectors and output vectors

. This model is obtained by re-
placing a sigmoidal activation function with single-scaling
wavelets [35]. The wavelet neural networks are characterized
by weights and wavelet bases. Each linear synaptic weight
of the wavelet bases is adjustable by learning. Notably, the
ordinary wavelet neural network model applications are often
useful for normalizing the input vectors into the interval [0,
1]. The functions that are used to input vectors to fire
up the wavelet interval are then calculated. The value is
obtained as shown in the equation at the bottom of the page,

where

(1)

The above equation formulates the nonorthogonal wavelets in a
finite range, where denotes a shifting parameter, the maximum
value of which equals the corresponding scaling parameter ;
and denotes the number of wavelet bases, which equals the
number of existing fuzzy rules in the RWNFS model. In the
RWNFS model, wavelet bases do not exist in the initial state.
The amount of wavelet bases generated by the online learning
algorithm is consistent between wavelet bases and fuzzy rules.
The online learning algorithm is detailed in Section III. A crisp
value can be obtained as follows:

(2)

where is the number of input dimensions. The final output of
the wavelet neural networks is

(3)

otherwise

Authorized licensed use limited to: IEEE Xplore. Downloaded on May 3, 2009 at 23:42 from IEEE Xplore.  Restrictions apply.



LIN AND HSU: REINFORCEMENT HYBRID EVOLUTIONARY LEARNING 733

Fig. 7. The learning diagram of the proposed ERS method.

where denotes the local output of the WNN for output and
the th rule; and the link weight is the output action strength
associated with the th output, th rule, and th .

B. Structure of the RWNFS Model

This section introduces the structure of the RWNFS model
shown in Fig. 3. For TSK-type fuzzy networks [5]–[7], the con-
sequence of each rule is a linear function of input linguistic vari-
ables. A widely adopted function is a linear combination of input
variables plus a constant term. This study adopts a nonlinear
combination of input variables (i.e., WNN). Each fuzzy rule cor-
responds to a sub-WNN consisting of single-scaling wavelets

[33]. A novel RWNFS model is composed of fuzzy rules that
can be presented in the following general form:

is and is and and is

Then

and

... (4)
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Fig. 8. The pseudocode of the ERS.

where denotes the th rule; is the
network input pattern plus the tem-
poral term for the linguistic term of the precondition part

; and the local WNN model
outputs and are calculated for outputs and and rule

.
Next, the signal propagation is indicated, along with the op-

eration functions of the nodes in each layer. In the following
description, denotes the th input of a node in the th layer
and denotes the th node output in layer .

Layer 1 nodes just transmit input signals to the next layer
directly, that is

(5)

where . Each premise part of the
th rule (a set of fuzzy sets) is

described here by a Gaussian-type membership function; that
is, the membership value specifying the degree to which an
input value belongs to a fuzzy set is determined in layer 2. The
Gaussian function is defined by

(6)

where and are the mean and standard deviation, respec-
tively. Additionally, the input of this layer for the discrete time

can be denoted by

(7)

where is the feedback weight. Clearly, the input of this layer
contains the memory terms , which store the past
information of the network. This is the apparent difference be-
tween the WFNN [11] and RWNFS models.

In the proposed RWNFS model, the recurrent property is
achieved by feeding the output of each membership function
back to itself so that each membership value is influenced
by its previous value. Although some recurrent neural fuzzy
networks have been proposed and applied to dynamic system
identification and control, there are still disadvantages to these
network structures. In [36], we need to know the order of both
the control input and the network output to participate in the
autoregressive with exogenous model. We solve this problem
by feeding back the output of each membership function. Only
the current control input and system state are fed to the network
input. The past values can be memorized by using feedback
structure. In [37], a global feedback structure is adopted, and
the outputs of all rule nodes, the firing strengths, are fed back
and summed. In this case, the TRFN model [37] needs more
adjustable parameters. However, we will show by simulation
that the proposed RWNFS model achieves better performance
and requires a smaller number of tuning parameters than the
model in [37].

In layer 3, defining the number and the locations of the mem-
bership functions leads to the partition of the premise space

. The collection of fuzzy sets
pertaining to the premise part of

formulates a fuzzy region in that can be regarded as a multidi-
mensional fuzzy set whose membership function is determined
by

(8)

where is the number of external dimensions.
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Fig. 9. The variable two-part crossover operation in the HELA.

Fig. 10. The variable two-part mutation operation in the HELA.

Layer 4 only receives the signal from the output of the
wavelet neural network model for an output and the th rule.
The mathematical function of each node is

(9)

The final output of the model is calcu-
lated in layer 5. The output node together with related links acts
as a defuzzifier. The mathematical function is shown in

(10)

where denotes the output of the local model of the

WNN model for an output and the th rule, is
the output of layer 3, and is the th output of the RWNFS
model.

III. A HYBRID EVOLUTIONARY LEARNING ALGORITHM

(HELA)

This section introduces the proposed HELA. Recently, many
efforts to enhance the traditional GAs have been made [38].
Among them, one category focuses on modifying the structure
of a population or the role an individual plays in it [39]–[41],
such as the distributed GA [39], the cellular GA [40], and the
symbiotic GA [41].

In a traditional evolution algorithm, the number of rules in
a model must be predefined. Our proposed HELA combines

the compact genetic algorithm (CGA) and the modified vari-
able-length genetic algorithm (MVGA). In the MVGA, the ini-
tial length of each individual may be different from each other,
depending on the total number of rules encoded in it. Thus, we
do not need to predefine the number of rules. In this paper, indi-
viduals with an equal number of rules constitute the same group.
Initially, there are several groups in a population. Not following
the traditional VGA notation, Bandyopadhyay et al. [29] used
“#” to mean “does not care.” In this paper, we adopt the variable
two-part crossover (VTC) and the variable two-part mutation
(VTM) to make the traditional crossover and mutation opera-
tors applicable to different lengths of chromosomes. Therefore,
we do not use “#” to mean “does not care” in the VTC and the
VTM.

In this paper, we divide a chromosome into two parts. The first
part of the chromosome gives the antecedent parameters of a
RWNFS model, while the second part of the chromosome gives
the consequent parameters of a RWNFS model. Each part of a
chromosome can be performed using the VTC on the overlap-
ping genes of two chromosomes. In the traditional VGA, Bandy-
opadhyay et al. [29] only evaluated the performance of each
chromosome in a population. The performance of the number
of rules was not evaluated in [29].

In this paper, we use the elite-based reproduction strategy to
keep the best group that has chromosomes of the same length.
Therefore, the best group can be reproduced many times for
each generation. The elite-based reproduction strategy is similar
to the maturing phenomenon in society, in which individuals
become more suited to the environment as they acquire more
knowledge of their surroundings.

In the proposed HELA method, we adopt the CGA [42]
to carry out the elite-based reproduction strategy. The CGA
represents a population as a probability distribution over the
set of solutions and is operationally equivalent to the order-one
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Fig. 11. Schematic diagram of the R-HELA for the RWNFS model.

Fig. 12. Flowchart of the R-HELA method.

behavior of the simple GA [43]. The advantage of the CGA
is that it processes each gene independently and requires less
memory than the normal GA. The building blocks (BBs) in
the CGA represent the suitable lengths of the chromosomes,
and the CGA reproduces the chromosomes according to the
BBs.

The coding scheme consists of the coding done by the MVGA
and the CGA. The MVGA codes the adjustable parameters of a
RWNFS model into a chromosome, as shown in Fig. 4, where

represents the parameters of the antecedent of the th rule
in the RENFN and represents the parameters of the conse-
quent of the th rule. In Fig. 5, the CGA codes the probability
vector into the BBs, where each probability vector represents the
suitability of the rules of a RWNFS model. In the CGA, we must
predefine the maximum number of rules and the min-
imum number of rules to prevent generating the number
of fuzzy rules beyond a certain bound (i.e., ).

The learning process of the HELA involves six major oper-
ators: initializing, evaluating, sorting, elite-based reproduction
strategy, variable two-part crossover, and variable two-part mu-
tation. Fig. 6 shows the flowchart of the learning process. The
whole learning process is described step-by-step as follows.

a) Initializing: The initializing step sets the initial values in
the MVGA and the CGA. In the MVGA, individuals are
initially randomly generated to construct a population. In
order to keep the same number of rules in an RWNFS
model, the number of rules for each chromosome needs
to be generated chromosomes. That is, we predefine the
number of chromosomes generated for each group .

TABLE I
THE INITIAL PARAMETERS BEFORE TRAINING

Fig. 13. The cart-pole balancing system.

Therefore, the population size is set to
1 . In the CGA, the probability vectors of the BBs are set
to 0.5 initially.

b) Evaluating: The evaluating step evaluates each chromo-
some in a population. The goal of the R-HELA method is
to maximize the fitness value. The higher a fitness value,
the better the fitness. The fitness function is used by a re-
inforcement signal in (16) that we will introduce in next
section.

c) Sorting: After the evaluating step, we sort the chromo-
somes in the population. After the whole population is
sorted, we sort the chromosomes in each group in the top
half of population. The sorting step can help us to perform
the reproduction step because we can keep the best chro-
mosome in each group. After sorting the chromosomes in
the population, the algorithm goes to next step.

d) Elite-Based Reproduction Strategy (ERS): Reproduction
is a process in which individual strings are copied ac-
cording to their fitness value. A fitness value is assigned
to each individual using (16). The goal of the R-HELA
method is to maximize the fitness value. The higher a fit-
ness value, the better the fitness. In this paper, we use an
ERS to mimic the maturation phenomenon in society, in
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Fig. 14. The performance of (a) the R-HELA method, (b) the R-SE method
[28], and (c) the R-GA method [22] on the cart-pole balancing system.

which individuals become more suited to the environment
as they acquire more knowledge of their surroundings.
The CGA is used here to carry out the ERS. The CGA
represents the population as a probability distribution over
the set of solutions and is operationally equivalent to the
order-one behavior of the simple GA. The CGA uses the
BBs to represent the suitable lengths of the chromosomes
and reproduces the chromosomes according to the prob-
ability vector in the BBs. The best performing individ-
uals in the top half of each population are used to perform

Fig. 15. The probability vectors of the ERS step in the proposed R-HELA.

the ERS. According to the results of the ERS, using the
crossover and the mutation operations generates the other
half of the individuals. The learning diagram of the pro-
posed ERS method is shown in Fig. 7. After the ERS, the
suitable length of chromosomes will be preserved and the
unsuitable length of chromosomes will be removed. De-
tails of the ERS are shown below.

Step 1) Update the probability vectors of the BBs ac-
cording to the following equations:

if
otherwise

(10)

where

(11)

Total (12)

Total (13)

where is the probability vector in the BBs and
represents the suitable chromosome in the group
with rules in a population; is a threshold
value we predefine; Avg represents the average
fitness value in the whole population; Nc is the
population size; is the th group size; fit is
the fitness value of the th chromosome in all Nc
populations; fit is the fitness value of the th
chromosome in the th group; and is
the best fitness value [maximum value of (16)] in
the th group. As shown in (10), if

, then the suitable chromosomes in the th
group should be increased. On the other hand,
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Fig. 16. Angular deviation of the pole by a trained (a) R-HELA method, (b)
R-SE method [28], and (c) R-GA method [22].

if , then the suitable chromo-
somes in the th group should be decreased.
Equation (13) represents the sum of the fitness
values of the chromosomes in the th group.

Step 2) Determine the reproduction number according to
the probability vectors of the BBs as follows:

Total

where (14)

Total (15)

where represents the population size,
is the recorder, and a chromosome has rules for
constructing an RWNFS.

Step 3) After Step 2), the reproduction number of each
group in the top half of a population is obtained.
Then we generate chromosomes in each
group using the roulette-wheel selection method
[44].

Step 4) If any probability vector in BBs reaches 1, then
stop the ERS and set the probability vector to
1 for all groups with the same number of rules,
according to Step 2). The lacks of the chromo-
somes are generated randomly. To replace the
ERS step, we use the roulette-wheel selection
method [44]—a simulated roulette is spun—for
this reproduction process. The pseudocode for
the ERS is shown in Fig. 8.

e) Variable Two-Part Crossover: Although the ERS opera-
tion can search for the best existing individuals, it does
not create any new individuals. In nature, an offspring has
two parents and inherits genes from both. The main op-
erator working on the parents is the crossover operator,
the operation of which occurs for a selected pair with a
crossover rate.
In this paper, we propose using the VTC to perform the
crossover operation. In the VTC, the parents are selected
from the enhanced elites using the roulette-wheel selec-
tion method [44]. The two parents may be selected from
the same or different groups. Performing crossover on
the selected parents creates the offspring. Since the par-
ents may be of different lengths, we must avoid misalign-
ment of individuals in the crossover operation. There-
fore, a variable two-part crossover is proposed to solve
this problem. The first part of the chromosome gives the
antecedent parameters of an RWNFS model while the
second part of the chromosome gives the consequent pa-
rameters of an RWNFS model. The two-point crossover
is adopted in each part of the chromosome. Thus, new
individuals are created by exchanging the site’s values
between the selected sites of the parents’ individuals. To
avoid the misalignment of individuals in the crossover op-
eration, in the VTC, the selection of the crossover points
in each part will not exceed the shortest length chromo-
some of two parents. Two individuals of different lengths
resulting from the use of the variable two-part crossover
operation are shown in Fig. 9. represents the param-
eters of the antecedent part of the th rule in the RENFN;

represents the parameters of the consequent of the th
rule in the RENFN; and M k is the number of fuzzy rules
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in the th chromosome. After the VTC operation, the in-
dividuals with poor performances are replaced by the new
offspring.

f) Variable Two-Part Mutation: Although the ERS and the
VTC produce many new strings, these strings do not pro-
vide any new information to every population at the site of
an individual. Mutation can randomly alter the allele of a
gene. In this paper, we propose using the VTM to perform
the mutation operation. The proposed VTM is different
from the traditional mutation and is applicable to chro-
mosomes of different lengths. The first and second parts
of the chromosome are the same as the crossover opera-
tion. In each part of a chromosome, uniform mutation is
adopted, and the mutated gene is drawn randomly from
the domain of the corresponding variable. The VTM op-
eration for each individual is shown in Fig. 10.

After the above-mentioned operations are carried out, the
problem of how groups are to be constituted by the most
suitable number of rules will be solved. The number of elites
in other groups will decrease, and most of them will become
zero (in most cases, there will be no elites). That is, our method
indeed can eliminate unsuitable groups and rules.

IV. REINFORCEMENT LEARNING FOR AN RWNFS MODEL

Unlike the supervised learning problem, in which the cor-
rect “target” output values are given for each input pattern, the
reinforcement learning problem has only very simple “evalua-
tive” or “critical” information, rather than “instructive” infor-
mation, available for learning. In the extreme case, there is only
a single bit of information to indicate whether the output is right
or wrong. Fig. 11 shows the R-HELA. Its training environment
interacts with reinforcement learning problems. In this paper,
the reinforcement signal indicates whether a success or a failure
occurs.

As shown in Fig. 11, the proposed R-HELA consists of a
RWNFS model, which acts as the control network that de-
termines the proper action to take according to the current
input vector (environment state). The structure of the proposed
R-HELA is different from the actor-critic architecture of Barto
et al. [15], which consists of a control network and a critic
network. The input to the RWNFS model is the state of a plant,
and the output is a control action of the state, denoted by . The
only available feedback is a reinforcement signal that notifies
the RWNFS model only when a failure occurs.

An accumulator plays a role which is a relative performance
measure, as shown in Fig. 11. It accumulates the number of time
steps before a failure occurs. In this paper, the feedback takes
the form of an accumulator that determines how long the exper-
iment is still a “success”; this is used as a relative measure of the
fitness of the proposed R-HELA method. That is, the accumu-
lator will indicate the “fitness” of the current RWNFS model.
The key to the R-HELA is formulating a number of time steps
before failure occurs and using this formulation as the fitness
function for the R-HELA method. It will be observed that the
advantage of the proposed R-HELA method is that it can meet
global optimization capability.

TABLE II
PERFORMANCE COMPARISON OF VARIOUS EXISTING MODELS IN EXAMPLE 1

Fig. 12 shows the flowchart of the R-HELA method. The pro-
posed R-HELA method runs in a feed-forward fashion to con-
trol the environment (plant) until a failure occurs. Our relative
measure of the fitness function takes the form of an accumulator
that determines how long the experiment is a “success.” In this
way, according to a defined fitness function, a fitness value is as-
signed to each string in the population where a high fitness value
means a good fit. In this paper, we use a number of time steps
before failure occurs to define the fitness function. The goal of
the R-HELA method is to maximize the fitness value. The fit-
ness function is defined by

Fitness Value TIME-STEP (16)

where TIME-STEP represents how long the experiment is
a “success” with the th population. Equation (16) reflects the
fact that long-time steps before failure occurs (to keep the de-
sired control goal longer) means a higher fitness of the R-HELA
method.

V. ILLUSTRATIVE EXAMPLES

In this section, we compare the performance of the RWNFS
model using the R-HELA method with some existing models
for two applications. The first simulation was performed to bal-
ance the cart-pole system that was described in [45]. The second
simulation was performed to balance the ball and beam system
that was described in [47]. The initial parameters for the two
simulations are given in Table I. The initial parameters were de-
termined by practical experimentation or trial-and-error tests.

Example 1: Control of a Cart-Pole Balancing System: In
this example, we apply the R-HELA method to the classic con-
trol problem of a cart-pole balancing. This problem is often
used as an example of inherently unstable and dynamic sys-
tems to demonstrate both modern and the classic control tech-
niques [45]–[47], or the reinforcement learning schemes [27],
[28], [48], and is now used as a control benchmark. As shown
in Fig. 13, the cart-pole balancing problem is the problem of
learning how to balance an upright pole. The bottom of the pole
is hinged to a cart that travels along a finite-length track to its
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TABLE III
THE COMPARISON OF CPU TIME FOR VARIOUS EXISTING MODELS IN EXAMPLE 1

right or left. Both the cart and the pole can move only in the ver-
tical plane; that is, each has only one degree of freedom.

There are four state variables in the system: , the angle of
the pole from an upright position (in degrees); , the angular
velocity of the pole (in degrees/seconds); , the horizontal po-
sition of the cart’s center (in meters); and , the velocity of the
cart (in meters/seconds). The only control action is , which is
the amount of force (in newtons) applied to the cart to move it
toward left or right. The system fails when the pole falls past a
certain angle ( 12 is used here) or the cart runs into the bounds
of its track (the distance is 2.4 m from the center to each bound
of the track). The goal of this control problem is to determine a
sequence of forces that is applied to the cart to balance the pole
upright. The equations of motion that we used are

(17)

(18)

(19)

(20)

where
the length of the pole

kg combined mass of the pole and the cart

kg mass of the pole

m/s acceleration due to the gravity (21)

TABLE IV
PERFORMANCE COMPARISON OF THREE DIFFERENT METHODS

Fig. 17. The ball and beam system.

where is the coefficient of friction of the cart on
the track,

is the coefficient of friction of the pole on the
cart, and (s) is the sampling interval.

The constraints on the variables are
m and N. A control

strategy is deemed successful if it can balance a pole for 100 000
time steps.

The four input variables and the output are
normalized between zero and one over the following ranges:

. The four normalized state variables are used as
inputs to the proposed RWNFS model. The coding of a rule in a
chromosome is the form in Fig. 4. The values are floating-point
numbers assigned using the R-HELA initially. The fitness
function in this example is defined in (16) to train the RWNFS
model, where (16) represents how long the cart-pole balancing
system fails and receives a penalty signal of 1 when the beam
deviates beyond a certain angle ( C) and the cart runs
into the bounds of its track ( m). In this experiment,
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Fig. 18. The performance of (a) the R-HELA method, (b) the R-SE method
[28], and (c) the R-GA method [22] on the ball and beam balancing system.

Fig. 19. The probability vectors of the ERS step in the proposed HELA.

the initial values were set to (0, 0, 0, 0). A total of 30 runs were
performed. Each run started in the same initial state. Fig. 14(a)
shows that the RWNFS model learned on average to balance
the pole at the fifty-fourth generation. In this figure, each run
represents that largest fitness value in the current generation
being selected before the cart-pole balancing system fails.
When the R-HELA method was stopped, we chose the best
strings in the population in the final generation and tested them
on the cart-pole balancing system. Fig. 15 shows the results of
the probability vectors in CGA. In this figure, the final average
optima number of rules is four. The obtained fuzzy rules of the
RWNFS using the R-HELA method are shown as follows:

is and

and is and is

is and is

and is and is

Then

is and is

and is and is

Then

is and is

and is and is

Then

Fig. 16(a) shows the angular deviation of the pole
when the cart-pole balancing system was controlled by
a well-trained RWNFS model starting in the initial state:

. The average angular
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Fig. 20. Position deviation of the ball by a trained (a) R-HELA method, (b)
R-SE method [28], and (c) R-GA method [22].

deviation was 0.01 . The results show that the trained RWNFS
model had good control in the cart-pole balancing system.

We also compared the performance of our system with the re-
inforcement symbiotic evolution (R-SE) [28] and the reinforce-
ment genetic algorithm (R-GA) [22] when they were applied to
the same problem. In the R-GA and the R-SE, the population
size was set to 200 and the crossover and mutation probabilities
were set to 0.5 and 0.3, respectively. Fig. 14(b) and (c) shows
that the R-SE and the R-GA methods learned to balance the pole
on average at the eightieth and one hundred forty-ninth genera-
tions. Fig. 16(b) and (c) shows the angular deviation of the pole
when the cart-pole balancing system was controlled by [28] and
[22]. The average angular deviation of [28] and [22] models was
0.06 and 0.1 . As shown in Figs. 13 and 15, the control capabil-
ities of the trained RWNFS model using the R-HELA are better
than [22] and [28] in the cart-pole balancing system.

GENITOR [46], SANE [41], TDGAR [27], and CQGAF
[32] have been applied to the same control problem; the simu-
lation results are listed in Table II. Table II shows the number
of pole-balancing trials (which reflects the number of training
episodes required). In GENITOR [46], the normal evolution
algorithm was used to evolve the weights in a fully connected
two-layer neural network, with additional connections from
each input unit to the output layer. The network consists of five
input units, five hidden units, and one output unit. In SANE
[41], the symbiotic evolution algorithm is used to evolve a
two-layer neural network with five input units, eight hidden
units, and two output units. An individual in the SANE repre-
sents a hidden unit with five specified connections to input and
output units. The TDGAR [27] learning scheme is a new hybrid
GA, which integrates the TD prediction method and the GA to
fulfill the reinforcement learning task. The CQGAF [32] fulfills
the GA-based fuzzy system design in a reinforcement learning
environment where only weak reinforcement signals such as
“success” and “failure” are available. As shown in Table II, the
proposed R-HELA is feasible and effective. We also compared
the CPU times with those of other existing methods [20],
[22], [27], [28], [32], [41], and [46]. The results are shown in
Table III. In this experiment, we used a Pentium 4 chip with
a 1.5 GHz CPU, a 512 MB memory, and the visual C++ 6.0
simulation software. The comparison in Table III shows that
our proposed HELA method obtains smaller CPU times than
those of other existing models [20], [22], [27], [28], [32], [41],
and [46].

To demonstrate the efficiency of the proposed ERS method,
three different methods were used in this example: the pro-
posed R-HELA method (Type I), the proposed R-HELA method
without ERS (Type II), and the fixed-length genetic algorithm
(Type III). In Type I, the proposed R-HELA method combines
the MVGA and the ERS methods. In Type II, the probability
vectors are not used to determine the number of fuzzy rules.
That is, only the MVGA method is used. In Type III, the number
of fuzzy rules is determined by executing a genetic algorithm
with a fixed string length for each specification of the number
of fuzzy rules, and then the average of the generations is com-
puted. Table IV shows the performance comparison of the three
methods. As shown in Table IV, our proposed HELA with the
ERS method performs better than the other methods.

Example 2: Control of a Ball and Beam System: A ball and
beam system [47] is shown in Fig. 17. The beam is made to
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TABLE V
PERFORMANCE COMPARISON OF VARIOUS EXISTING MODELS IN EXAMPLE 2

TABLE VI
THE COMPARISON OF CPU TIME FOR VARIOUS EXISTING MODELS IN EXAMPLE

2

rotate in a vertical plane when a torque is applied at the center
of rotation. The ball is free to roll along the beam. We require
that the ball remain in contact with the beam.

The ball and beam system can be written in state space form
as

(22)

where is the state of
the system and is the output of the system. The
control is the angular acceleration , and the parameters

and are chosen in this system. The pur-
pose of control is to determine such that the closed-loop
system output will converge to zero from different initial con-
ditions.

According to the input/output-linearization algorithm [47],
the control law is determined as follows: for state , com-
pute , where

, and the are chosen so that
is Hurwitz polynomial. Compute

and ; then .

The four input variables and the output are
normalized between zero and one over the following ranges:

. The
values are floating-point numbers initially assigned using the
R-HELA. In the proposed R-HELA method, the fitness func-
tion in this example is also defined in (16) to train the RWNFS
model, where (16) states how long the ball and beam system
fails and receives a penalty signal of 1 when the beam devi-
ates beyond a certain angle ( C) and the ball reaches
the end of the beam ( m). A total of 30 runs were per-
formed. Each run started in the same initial state. Fig. 18(a)
shows that the RWNFS model learned on average to balance the
ball in the sixty–sixth generation. In this figure, each run results
in the largest fitness value in the current generation being se-
lected before the ball and beam system fails. After the learning
process was stopped, we chose the best string in the popula-
tion in the final generation and tested it on the ball and beam
system. Fig. 19 shows the results of the probability vectors in
the ERS. As shown in Fig. 19, the final average optimal number
of rules is four. The obtained fuzzy rules of the RWNFS using
the R-HELA method are shown as follows:

is and is

and is and is

Then

is and is

and is and is

Then

is and is

and is and is

Then

is and is

and is and is

Then

Fig. 20(a) shows the position deviation of the ball when the ball
and beam system was controlled by the well-trained RWNFS
model starting at the initial state:

. In this figure, the position
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of the ball decays to zero gradually. The results show that the
trained RWNFS model has good control in the ball and beam
balancing system.

In this example, as with example 1, we also compared
the performance of our method with the R-SE method
[28] and the R-GA method [22]. The R-GA and the
R-SE methods used the same as those used in example 1.
Figs. 18(b) and (c) shows that the R-SE method and the R-GA
method learned, on average, to balance the ball in the one
hundred ninety-fourth generation and two hundred sixty-eighth
generation. Fig. 20(b) and (c) shows the position deviation
of the ball when the ball and beam system was controlled by
the R-SE and the R-GA methods starting in the initial state

. As
shown in Figs. 17 and 19, the control capabilities of the trained
RWNFS model using the R-HELA are also better than those in
[22] and [28] in the ball and beam balancing system. Table V
shows a performance comparison of various existing models
[20], [22], [27], [28], [32], [41], [46] in Example 2. As shown
in Table V, the performance indexes (i.e., mean, best, and worst
generations) of the proposed learning method are better than
for the methods in [20], [22], [27], [28], [32], [41], and [46].
In addition to comparing the performance of the seven models,
as shown in Table VI, we also compared the CPU times of
the existing models [22], [27], [28], [32], [41], [46]. From
Table VI, we can see that the proposed HELA method obtains
smaller CPU times than the existing models.

VI. CONCLUSION

In this paper, an RWNFS with an R-HELA was proposed for
dynamic control problems. The proposed R-HELA has struc-
ture-and-parameter learning ability. That is, it can determine
the average optimal number of fuzzy rules and tune the free pa-
rameters in the RWNFS model. The proposed learning method
also processes variable lengths of chromosomes in a population.
Computer simulations have shown that the proposed R-HELA
performs better than the other methods. In addition to being used
to solve the problems given in this paper, the proposed R-HELA
method was also used in our laboratory to solve practical con-
trol problems in magnetic levitation systems.

Although the R-HELA method can perform better than other
methods, there are limitations to the proposed R-HELA method.
In this paper, a systematic method was not used to determine
the initial parameters. The initial parameters are determined by
practical experimentation or by trial and error. In future works,
we will find a well-defined method to determine the initial pa-
rameters.

In addition, multiobjective algorithm has become an im-
portant topic in the field of genetic fuzzy systems [49]–[52].
The algorithm uses evolutionary multiobjective optimization
algorithms to search for a number of Pareto-optimal fuzzy
rule-based systems with respect to their accuracy and their
complexity. The multiobjective algorithm can overcome prob-
lems like overfitting/overlearning faced by single objective
algorithms. This is also an interesting future research topic
that we will consider when we extend the proposed R-HELA
method to evolutionary multiobjective optimization problems.
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