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#### Abstract

This paper studies the adaptive optimal stationary control of continuous-time linear stochastic systems with both additive and multiplicative noises, using reinforcement learning techniques. Based on policy iteration, a novel off-policy reinforcement learning algorithm, named optimistic least-squares-based policy iteration, is proposed which is able to find iteratively near-optimal policies of the adaptive optimal stationary control problem directly from input/state data without explicitly identifying any system matrices, starting from an initial admissible control policy. The solutions given by the proposed optimistic least-squares-based policy iteration are proved to converge to a small neighborhood of the optimal solution with probability one, under mild conditions. The application of the proposed algorithm to a triple inverted pendulum example validates its feasibility and effectiveness.


## I. Introduction

Recently reinforcement learning (RL) and approximate/adaptive dynamic programming (ADP) have attracted the attention of both researchers from academia and practitioners from industry, due to their successful applications in the Chinese game of Go and video games [1], multi-robot repair [2], voltage regulation [3], human sensorimotor control [4], [5] and so on. Adaptive control [6] is a field that deals with dynamical control systems with unknown parameters, but usually ignores the optimality of the control systems (with a few exceptions [7]). Optimal control [8] is a branch of control theory that discusses the synthesis of feedback controllers to achieve optimality properties for dynamical control systems, but often requires the knowledge of the model parameters. Synthesizing the advantages of these two control methods [9], RL/ADP searches for optimal controllers with respect to some performance index through interactions between the controller and the dynamical system, without the full knowledge of system dynamics [1], [10]. Over the past decades, numerous RL and ADP methods have been proposed for different optimal control problems with various kinds of dynamical systems, see books [1], [10]-[12] and recent surveys [13]-[17] for details. However, most of existing RL and ADP methods are designed for stochastic discrete-time systems described by Markov decision processes [1], [10] or deterministic continuous-time systems described by ordinary differential equations [11], [12]. Relatively fewer results are known for stochastic continuous-time systems described by stochastic differential equations [18], which are important in the modeling of stochastic uncertainties in physical systems, problems in finance and phenomenons in neuroscience, to new a few [18].
In this paper, a novel off-policy RL method named optimistic least-squares-based policy iteration (OLSbPI) is proposed, to find directly from input/state data near-optimal controllers solving the adaptive optimal stationary control problem, for continuous-time linear stochastic systems with additive and multiplicative noises. The optimal stationary control has been a classic problem in stochastic optimal control [19]-[23], whose objective is to find an optimal

[^0]controller minimizing the expectation of a performance index with respect to the invariant probability measure of the closed-loop system. Dynamic programming, as a powerful tool for solving optimal control problems, has two main classes of algorithms: value iteration (VI) and policy iteration (PI) [10]. Policy iteration involves two steps, policy evaluation and policy improvement. In the step of policy evaluation, a given controller is evaluated based on a scalar performance index. Then this performance index is utilized to generate a new controller in policy improvement. If all the system matrices are known and the two steps are iterated in turn, then the optimal solutions of the optimal stationary control problem are provably guaranteed to be found [23]. In comparison, the proposed OLSbPI algorithm removes the restrictive requirement that the system matrices are known in policy iteration, which is achieved by directly implementing the policy evaluation and policy improvement steps from the input/state data, starting from an initial admissible control policy. Since the data is contaminated by unmeasurable stochastic noises, policy evaluation cannot be exactly implemented anymore because of the estimation errors occurring in each step of OLSbPI. Given that policy iteration is a nonlinear process, it is a non-trivial problem whether the policy iteration still converges to the optimal solution or its neighborhood in the presence of the estimation errors [24]. To this end, we firstly show that the policy iteration is robust to small estimation errors in the learning process (Theorem 2 and Corollary 1 ), in the sense that as long as the estimation error is small, the solutions generated by policy iteration is still able to converge to a neighborhood of the optimal solution. Furthermore, under mild conditions, the solutions found by OLSbPI are proved to converge asymptotically to the optimal solutions (Theorem 3).
As compared with the past literature on similar topics, the proposed OLSbPI algorithm has several advantages. Firstly, the general case in which both additive and multiplicative stochastic noises are present in the systems are considered in the OLSbPI algorithm. Stochastic multiplicative noises are important in modeling the random perturbation in system parameters and coefficients, and are widely found in modern control systems such as networked control systems with noisy communication channels [25], modern power networks [26], neuronal brain networks [27] and human sensorimotor control [4], [5]. Previous studies consider either only additive noises [28][30] or deterministic cases [31], [32]. Secondly, starting from an initial admissible control policy, the proposed OLSbPI algorithm is able to find near-optimal solutions of the optimal stationary control problem directly from the input/state data, without the usage of noisedependent information and the exact knowledge of all the system matrices. The optimal stationary control of linear stochastic systems with multiplicative noises are also investigated in [4], [5], [17], [19][23], [33], [34]. However to find the optimal policy, either the full knowledge of all the system matrices need to be known [19]-[23], or the knowledge of input matrix and gain matrices of the noises need to be known [33], or the stochastic noises are assumed measurable and explicitly used [4], [5], [17], [34]. Thirdly, the convergence of the OLSbPI algorithm is mathematically analyzed and rigorously proved. As a by-product of the convergence analysis, the policy iteration for optimal stationary control of linear stochastic systems
is shown to be robust to the estimation errors in the learning process. It is well-known [24] that policy iteration may exhibit complex behavior when implemented inexactly, thus the derived robustness results of the policy iteration (Theorem 2 and Corollary 1 ) are nontrivial and may be of independent interest. Finally, different from the RL/ADP methods designed for discrete-time control problems (with discrete state and action spaces), e.g. [1], [31], [32], [35] and so on, our proposed OLSbPI algorithm deals with continuous-time control problems with continuous state and action spaces, and directly utilizes the continuous-time data flow.

This technical note is organized as follows. The optimal stationary control problem and related preliminaries are introduced in Section $\square$ The OLSbPI algorithm is derived in Section $I I$ and its convergence analysis is given in Section IV] A numerical example is employed to show the effectiveness of the proposed algorithm in Section V Finally, the conclusion is drawn in Section VI
Notations. $\mathbb{R}$ is the set of all real numbers; $\mathbb{Z}_{+}$denotes the set of nonnegative integers; $\mathbb{S}^{n}$ is the set of all real symmetric matrices of order $n ; \otimes$ denotes the Kronecker product; $I_{n}$ denotes the identity matrix of order $n$ while $0_{m \times n}$ denotes the $m \times n$ zero matrix; $\|\cdot\|_{F}$ is the Frobenius norm; $\|\cdot\|_{2}$ is the Euclidean norm for vectors and the spectral norm for matrices; for function $u: \mathbb{F} \rightarrow \mathbb{R}^{n \times m},\|u\|_{\infty}$ denotes its $l^{\infty}$-norm when $\mathbb{F}=\mathbb{Z}_{+}$, and $L^{\infty}$-norm when $\mathbb{F}=\mathbb{R}$. For matrices $X \in \mathbb{R}^{m \times n}, Y \in \mathbb{S}^{m}$, and vector $v \in \mathbb{R}^{n}$, define $\operatorname{vec}(X)=\left[X_{1}^{T}, X_{2}^{T}, \cdots, X_{n}^{T}\right]^{T}, \operatorname{svec}(Y)=$ $\left[y_{11}, \sqrt{2} y_{12}, \cdots, \sqrt{2} y_{1 m}, y_{22}, \sqrt{2} y_{23}, \cdots, \sqrt{2} y_{m-1, m}, y_{m, m}\right]^{T} \in$ $\mathbb{R}^{\frac{1}{2} m(m+1)}$, where $X_{i}$ is the $i$ th column of $X . \operatorname{vec}^{-1}(\cdot)$ and $\operatorname{svec}^{-1}(\cdot)$ are operations such that $X=\operatorname{vec}^{-1}(\operatorname{vec}(X))$, and $Y=\operatorname{svec}^{-1}(\operatorname{svec}(Y))$. For $Z \in \mathbb{R}^{m \times n}$, define $\mathcal{B}_{r}(Z)=\{X \in$ $\left.\mathbb{R}^{m \times n} \mid\|X-Z\|_{F}<r\right\}$ and $\overline{\mathcal{B}}_{r}(Z)$ as the closure of $\mathcal{B}_{r}(Z) . Z^{\dagger}$ is the Moore-Penrose pseudoinverse of matrix $Z$. The direct sum of matrices $Z_{1}$ and $Z_{2}$ is denoted as $Z_{1} \oplus Z_{2}$.

## II. Problem Formulation and Preliminaries

Let $w_{1} \in \mathbb{R}^{q_{1}}, w_{2} \in \mathbb{R}^{q_{2}}, w_{3} \in \mathbb{R}^{q_{3}}$ be independent standard Brownian motions defined on a probability space $(\Omega, \mathcal{F}, \mathcal{P})$. Consider the system described by the following stochastic differential equation:

$$
\begin{equation*}
\mathrm{d} x=(A x+B u) \mathrm{d} t+\sum_{j=1}^{q_{1}} D_{j} x \mathrm{~d} w_{1, j}+\sum_{k=1}^{q_{2}} F_{k} u \mathrm{~d} w_{2, k}+C \mathrm{~d} w_{3} \tag{1}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}, u \in \mathbb{R}^{m}, A, B,\left\{D_{j}\right\}_{j=1}^{q_{1}},\left\{F_{k}\right\}_{k=1}^{q_{2}}, C$ are real constant matrices of compatible dimensions. $(A, B)$ is controllable. Letting $u=\varphi(x)$, where $\varphi(\cdot): \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a Lipschitz continuous function on $\mathbb{R}^{n}$, and the random variable $x(0)$ be independent of $w_{i}$, $i=1,2,3$, notice that equation (1) is an equation of Ito's type, and determines a diffusion process $X_{\varphi}=\{x(t): t \in \mathbb{R}, t \geq 0\}$. We are interested in the case where $X_{\varphi}$ has an invariant probability measure $\mu_{\varphi}$ defined on the Borel sets of $\mathbb{R}^{n}$; i.e., if $x(0)$ has the probability distribution $\mu_{\varphi}$, then so does $x(t), \forall t>0$.

Definition 1 ( [22]). Let $\Phi$ denote the class of admissible control policies, i.e., the set of functions $\varphi(\cdot)$ such that

1) $\varphi(\cdot)$ is Lipschitz continuous on its domain;
2) an invariant probability measure $\mu_{\varphi}$ exists;
3) for any invariant probability measure $\mu$,

$$
\mathbb{E}_{\mu}\left[\|x\|_{2}^{2}\right]=\int_{\mathbb{R}^{n}}\|x\|_{2}^{2} \mu(d x)<\infty .
$$

Given $A, B,\left\{D_{j}\right\}_{j=1}^{q_{1}},\left\{F_{k}\right\}_{k=1}^{q_{2}}$ and $C$ in (1), it is possible that set $\Phi$ is empty [19]- [22], since $\left\{\left\|D_{j}\right\|_{F}\right\}_{j=1}^{q_{1}}$ and $\left\{\left\|F_{k}\right\|_{F}\right\}_{k=1}^{q_{2}}$ may be so large that $X_{\varphi}$ always diverges to the infinity whatever the
control policy $\varphi(\cdot)$ is, in which case no invariant measure exists. For $X \in \mathbb{R}^{n \times n}, Y \in \mathbb{R}^{m \times n}$, define

$$
\begin{aligned}
\mathcal{L}_{Y}(X) & =(A-B Y)^{T} X+X(A-B Y)+\Pi(X)+Y^{T} \Sigma(X) Y \\
\mathcal{A}(Y) & =I_{n} \otimes(A-B Y)^{T}+(A-B Y)^{T} \otimes I_{n} \\
& +\sum_{j=1}^{q_{1}} D_{j}^{T} \otimes D_{j}^{T}+\sum_{k=1}^{q_{2}}\left(F_{k} Y\right)^{T} \otimes\left(F_{k} Y\right)^{T}
\end{aligned}
$$

where $\Pi(X)=\sum_{j=1}^{q_{1}} D_{j}^{T} X D_{j}, \Sigma(X)=\sum_{k=1}^{q_{2}} F_{k}^{T} X F_{k}$. Then it is easy to check that

$$
\begin{equation*}
\operatorname{vec}\left(\mathcal{L}_{Y}(X)\right)=\mathcal{A}(Y) \operatorname{vec}(X) \tag{2}
\end{equation*}
$$

If $\mathcal{A}(Y)$ is Hurwitz, then $\mathcal{L}_{Y}^{-1}$ exists and for any $Z \in \mathbb{R}^{n \times n}$,

$$
\mathcal{L}_{Y}^{-1}(Z)=\operatorname{vec}^{-1}\left(\mathcal{A}^{-1}(Y) \operatorname{vec}(Z)\right)
$$

In fact, $\mathcal{L}_{Y}^{-1}(Z)$ is the unique solution of the generalized Lyapunov equation

$$
\mathcal{L}_{Y}(X)=Z .
$$

The following assumptions are made throughout this paper.
Assumption 1. $C C^{T}>0$ in system (1).
Assumption 2. There exists a $K \in \mathbb{R}^{m \times n}$, such that $\mathcal{A}(K)$ is Hurwitz.

Fact 1 ( [22 Section 2]). Under Assumption 2 I $\Phi$ is not empty. If in addition Assumption 1 holds, then the invariant probability measure is unique for each admissible control policy.

The following lemma gives a condition under which Assumption 2 is satisfied.

Lemma 1 (23, Lemma], 22 Theorem 3.1]). For $K \in \mathbb{R}^{m \times n}$, $\mathcal{A}(K)$ is Hurwitz if and only if given any positive definite matrix $S$, the (unique) solution $P$ of $\mathcal{L}_{K}(P)=-S$ is positive definite. $A$ control policy $\varphi_{K}(x)=-K x$ is admissible if $\mathcal{A}(K)$ is Hurwitz, in which case $K$ is also said to be admissible.

Since $(A, B)$ is controllable, there exists a $K$ such that $A-B K$ is Hurwitz. Then if $\left\{\left\|D_{j}\right\|_{F}\right\}_{j=1}^{q_{1}}$ and $\left\{\left\|F_{k}\right\|_{F}\right\}_{k=1}^{q_{2}}$ are sufficiently small, by Lemma 9 in Appendix A, $\mathcal{A}(K)$ remains Hurwitz and Assumption 2 holds, see [19] for details. Other conditions under which Assumption 2 is satisfied can be found in [21], [22], [36].
In optimal stationary control [19]-[23], we want to find a $\varphi^{*} \in \Phi$, such that

$$
\mathbb{E}_{\mu_{\varphi^{*}}}\left[r\left(x, \varphi^{*}\right)\right]=\inf _{\varphi \in \Phi}\left\{\mathbb{E}_{\mu_{\varphi}}[r(x, \varphi)]\right\}
$$

where $r(x, \varphi)=x^{T} Q x+\varphi^{T} R \varphi, Q \in \mathbb{S}^{n}$ and $R \in \mathbb{S}^{m}$ are positive definite matrices. For $X \in \mathbb{R}^{n \times n}$, define

$$
\mathcal{R}(X)=Q+A^{T} X+X A+\Pi(X)-X B(R+\Sigma(X))^{-1} B^{T} X
$$

Lemma 2 ( [23, Theorem 2], [22, Theorem 3.2]). The optimal control policy is of the form $\varphi^{*}(x)=-K^{*} x$, and $\mathcal{A}\left(K^{*}\right)$ is Hurwitz, where

$$
K^{*}=\left(R+\Sigma\left(P^{*}\right)\right)^{-1} B^{T} P^{*},
$$

$P^{*} \in \mathbb{S}^{n}$ is the unique positive definite solution of

$$
\begin{equation*}
\mathcal{R}(P)=0 \tag{3}
\end{equation*}
$$

and the minimum cost is $\mathbb{E}_{\mu_{\varphi^{*}}}\left[r\left(x, \varphi^{*}\right)\right]=\operatorname{tr}\left(C^{T} P^{*} C\right)$.
For each linear state feedback control policy $\varphi_{K}(x)=-K x$ with $\mathcal{A}(K)$ Hurwitz, by [22, Theorem 3.1], the cost it induces is

$$
\mathbb{E}_{\mu_{\varphi_{K}}}\left[r\left(x, \varphi_{K}\right)\right]=\operatorname{tr}\left(C^{T} P_{K} C\right),
$$

where $P_{K} \in \mathbb{S}^{n}$ is the unique positive definite solution of

$$
\begin{equation*}
\mathcal{L}_{K}\left(P_{K}\right)+Q+K^{T} R K=0 \tag{4}
\end{equation*}
$$

and the subscript in $P_{K}$ is used to emphasize that $P_{K}$ is the solution of (4) associated with control gain $K$.

Define

$$
\begin{aligned}
G\left(P_{K}\right) & =\left[\begin{array}{c|c}
{\left[G\left(P_{K}\right)\right]_{x x}} & {\left[G\left(P_{K}\right)\right]_{u x}^{T}} \\
\hline\left[G\left(P_{K}\right)\right]_{u x} & {\left[G\left(P_{K}\right)\right]_{u u}}
\end{array}\right] \\
& \triangleq\left[\begin{array}{cc}
Q+A^{T} P_{K}+P_{K} A+\Pi\left(P_{K}\right) & P_{K} B \\
B^{T} P_{K} & R+\Sigma\left(P_{K}\right)
\end{array}\right] .
\end{aligned}
$$

Then (4) is equivalent to

$$
\mathcal{H}\left(G\left(P_{K}\right), K\right)=0
$$

where $\mathcal{H}\left(G\left(P_{K}\right), K\right)=\left[I_{n},-K^{T}\right] G\left(P_{K}\right)\left[I_{n},-K^{T}\right]^{T}$. Since $P_{K}$ is positive definite if $\mathcal{A}(K)$ is Hurwitz, and $R$ is positive definite, $\left[G\left(P_{K}\right)\right]_{u u}$ is positive definite and invertible as long as $\mathcal{A}(K)$ is Hurwitz. The policy iteration to find the $P^{*}$ and $K^{*}$ in Lemma 2 is summarized in the following procedure.

## Procedure 1 (Standard Policy Iteration).

1) Choose a control gain $K_{1}$ with $\mathcal{A}\left(K_{1}\right)$ Hurwitz, and let $i=1$.
2) (Policy evaluation) Evaluate the performance of control gain $K_{i}$, by solving

$$
\begin{equation*}
\mathcal{H}\left(G_{i}, K_{i}\right)=0 \tag{5}
\end{equation*}
$$

for $P_{i} \in \mathbb{S}^{n}$, where $G_{i}=G\left(P_{i}\right)$.
3) (Policy improvement) Get the improved policy by

$$
K_{i+1}=\left[G_{i}\right]_{u u}^{-1}\left[G_{i}\right]_{u x}
$$

4) Set $i \leftarrow i+1$ and go back to Step (2),

When there is only additive noise and one control-dependent noise term, i.e., $q_{1}=0$ and $q_{2}=1$ in system (1), one can check that Procedure 1 is actually a reformulation of the iterative method proposed in [23, Theorem 1]. By [23, Remark 4), Remark 5)], the iterative method and its convergence properties in [23. Theorem 1] also apply to the general case involving multiple state-dependent and input-dependent noise terms as we considered here in system (1). Thus we have the following convergence result for Procedure 1
Theorem 1 (23]). In Procedure 1 we have:
i) $\mathcal{A}\left(K_{i}\right)$ is Hurwitz for all $i=1,2, \cdots$.
ii) $P_{1} \geq P_{2} \geq P_{3} \geq \cdots \geq P^{*}$.
iii) $\lim _{i \rightarrow \infty} P_{i}=P^{*}, \lim _{i \rightarrow \infty} K_{i}=K^{*}$.

Theorem 1 guarantees that we can find the suboptimal approximations of $P^{*}$ and $K^{*}$ by implementing Procedure 1 with sufficiently large number of iterations. However, the precise knowledge of system matrices is needed in Procedure 11 because $G_{i}$ depends on $A, B$, $\left\{D_{j}\right\}_{j=1}^{q_{1}},\left\{F_{k}\right\}_{k=1}^{q_{2}}, Q$ and $R$. In this work, we assume that $A$, $B,\left\{D_{j}\right\}_{j=1}^{q_{1}},\left\{F_{k}\right\}_{k=1}^{q_{2}}, C, Q$ and $R$ are all unknown, and propose a novel OLSbPI algorithm to directly estimate $G_{i}$ from input/state data, such that near-optimal solutions of the optimal stationary control problem can be found without explicitly identifying any system matrices in (1). Due to the stochastic noises, the error arising for the estimation of each $G_{i}$ is unavoidable. Thus, to take into account the estimation errors, we propose the following procedure.
Procedure 2 (Robust Policy Iteration).

1) Choose a control gain $\hat{K}_{1}$ with $\mathcal{A}\left(\hat{K}_{1}\right)$ Hurwitz, and let $i=1$.
2) (Inexact policy evaluation) Obtain $\hat{G}_{i}=\Delta G_{i}+\tilde{G}_{i}$ (e.g., by approximately evaluating the performance of $\hat{K}_{i}$ directly from
the input/state data, see Section III, where $\Delta G_{i} \in \mathbb{S}^{m+n}$ is a disturbance, $\tilde{G}_{i}=G\left(\tilde{P}_{i}\right), \tilde{P}_{i} \in \mathbb{S}^{n}$ satisfies

$$
\begin{equation*}
\mathcal{H}\left(\tilde{G}_{i}, \hat{K}_{i}\right)=0 \tag{6}
\end{equation*}
$$

3) (Policy update) Construct a new control gain

$$
\hat{K}_{i+1}=\left[\hat{G}_{i}\right]_{u u}^{-1}\left[\hat{G}_{i}\right]_{u x}
$$

4) Set $i \leftarrow i+1$ and go back to Step 2),

## III. Optimistic Least-SQUares-based Policy Iteration

In this section, the optimistic least-squares-based policy iteration (OLSbPI) algorithm is proposed, which provides a concrete approach to construct estimation $\hat{G}_{i}$ in Procedure 2 directly from input/state data. We firstly introduce the model-based optimistic policy iteration, then transform it into the model-free OLSbPI, Algrotihm 1 The convergence analysis for Procedure 2 is given in Section IV which yields the convergence of the OLSbPI algorithm.

The optimistic policy iteration is based on the following result.
Lemma 3. For any control gain $K$ with $\mathcal{A}(K)$ Hurwitz, its associated $P_{K}$ satisfying (4) is the unique stable equilibrium of linear dynamical system

$$
\begin{equation*}
\dot{P}=\mathcal{H}(G(P), K), \quad P(0) \in \mathbb{S}^{n} \tag{7}
\end{equation*}
$$

Proof. By definition, 77 can be rewritten as

$$
\dot{P}=\mathcal{L}_{K}(P)+Q+K^{T} R K
$$

Vectorizing this equation and using (2), we have

$$
\begin{equation*}
\operatorname{vec}(\dot{P})=\mathcal{A}(K) \operatorname{vec}(P)+\operatorname{vec}\left(Q+K^{T} R K\right), \quad P(0) \in \mathbb{S}^{n} \tag{8}
\end{equation*}
$$

Since $\mathcal{A}(K)$ is Hurwitz, obviously this linear dynamical system admits a unique stable equilibrium $P_{K}$.

Lemma 3 implies that in policy evaluation, instead of solving (4), one can solve the ODE (7). This is actually the continuoustime version of the optimistic policy iteration in [24], [37] for finite state and action spaces (thus the name "optimistic"). Now, we show how (7) in Lemma 3 is utilized to construct the estimation $\hat{G}_{i}$ in Procedure 2 directly from input/state data, together with the least squares method. Suppose a control policy

$$
\begin{equation*}
u=-\hat{K}_{1} x+\sigma_{u} y \tag{9}
\end{equation*}
$$

is applied to the system (1), where $\mathcal{A}\left(\hat{K}_{1}\right)$ is Hurwitz, $\sigma_{u}>0$ is a constant, $y \in \mathbb{R}^{m}$ is the exploration noise generated by stochastic differential equation

$$
\begin{equation*}
\mathrm{d} y=-y \mathrm{~d} t+\mathrm{d} w_{4} \tag{10}
\end{equation*}
$$

and $w_{4} \in \mathbb{R}^{m}$ is standard Brownian motion independent of $w_{i}, i=$ $1,2,3$. The cascaded system consisting of (1) and 10 is

$$
\begin{equation*}
\mathrm{d} v=\mathscr{A} v \mathrm{~d} t+\sum_{j=1}^{q_{1}} \mathscr{D}_{j} v \mathrm{~d} w_{1, j}+\sum_{k=1}^{q_{2}} \mathscr{F}_{k} v \mathrm{~d} w_{2, k}+\mathscr{C} \mathrm{d} w_{5} \tag{11}
\end{equation*}
$$

where $v=\left[x^{T}, y^{T}\right]^{T}, w_{5}=\left[w_{3}^{T}, w_{4}^{T}\right]^{T}, \mathscr{D}_{j}=D_{j} \oplus 0_{m \times m}, \mathscr{C}=$ $C \oplus I_{m}$ and

$$
\mathscr{A}=\left[\begin{array}{cc}
A-B \hat{K}_{1} & \sigma_{u} B \\
0_{m \times n} & -I_{m}
\end{array}\right], \mathscr{F}_{k}=\left[\begin{array}{cc}
-F_{k} \hat{K}_{1} & \sigma_{u} F_{k} \\
0_{m \times n} & 0_{m \times m}
\end{array}\right] .
$$

Since $\mathcal{A}\left(\hat{K}_{1}\right)$ is Hurwitz, system (1] with control policy $\varphi(x)=$ $-\hat{K}_{1} x$ is mean square stable [36, Definition 1.], in the absence of the noise term $w_{3}$ [38]. Obviously, system 10] is also mean square stable, in the absence of the noise term $w_{4}$. Then by the stochastic small gain theorem [39], [40], the cascaded system (11]
is mean square stable, in the absence of $w_{5}$. Thus control policy (9) is admissible [38, Equation (6)], and induces a unique invariant probability measure $\mu_{v}$ on the Borel sets of $\mathbb{R}^{n} \times \mathbb{R}^{m}$ for the cascaded system (11).

Assumption 3. For some integer $p \geq 4, \mathbb{E}_{\mu_{v}}\left[\|v\|_{2}^{p}\right]<\infty$.
Remark 1. According to [41] Lemma 4.1], Assumption 3 holds if for (11)

$$
\left\|\int_{0}^{\infty} e^{t \mathscr{A}^{T}} \Gamma\left(D_{1}, \cdots, D_{q_{1}}, F_{1}, \cdots, F_{q_{2}}\right) e^{t \mathscr{A}} \mathrm{~d} t\right\|_{2}<\frac{1}{p-1},
$$

where $\Gamma(\cdot)$ is a continuous matrix-valued function of $\left\{D_{j}\right\}_{j=1}^{q_{1}}$ and $\left\{F_{k}\right\}_{k=1}^{q_{2}}$, and vanishes at the origin. Since $\mathscr{A}$ is Hurwitz, the above inequality is satisfied when $\left\{\left\|D_{j}\right\|_{F}\right\}_{j=1}^{q_{1}}$ and $\left\{\left\|F_{k}\right\|_{F}\right\}_{k=1}^{q_{2}}$ are small. When there is only additive noise, i.e., $D_{j}=0$ and $F_{k}=0$ for all $j$ and $k$, the above equation holds automatically and thus Assumption 3 holds for arbitrarily large $p$. See [41] for details.

For any $P \in \mathbb{S}^{n}$, Ito's formula [18, Lemma 3.2] yields

$$
\begin{align*}
\mathrm{d}\left(x^{T} P x\right) & =2 x^{T} P(A x+B u) \mathrm{d} t+x^{T} \Pi(P) x \mathrm{~d} t  \tag{12}\\
& +u^{T} \Sigma(P) u \mathrm{~d} t+\operatorname{tr}\left(C^{T} P C\right) \mathrm{d} t+2 x^{T} P \mathrm{~d} w,
\end{align*}
$$

where $\mathrm{d} w=\sum_{j=1}^{q_{1}} D_{j} x \mathrm{~d} w_{1, j}+\sum_{k=1}^{q_{2}} F_{k} u \mathrm{~d} w_{2, k}+C \mathrm{~d} w_{3}$. By vectorization, from (12) we have

$$
\begin{align*}
\tilde{z} \mathrm{~d}\left(\tilde{x}^{T}\right) \operatorname{svec}(P) & =\tilde{z} \tilde{z}^{T} \operatorname{svec}(\theta(P)) \mathrm{d} t  \tag{13}\\
& -\tilde{z} r(x, u) \mathrm{d} t+2 \tilde{z} x^{T} P \mathrm{~d} w,
\end{align*}
$$

where $z=\left[x^{T}, u^{T}, 1\right]^{T}, \tilde{z}=\operatorname{svec}\left(z z^{T}\right), \tilde{x}=\operatorname{svec}\left(x x^{T}\right)$ and $\theta(P)=G(P) \oplus \operatorname{tr}\left(C^{T} P C\right)$. Integrating 133 from 0 to $t_{f}>0$ yields,

$$
\begin{equation*}
\psi_{t_{f}} \operatorname{svec}(\theta(P))=\zeta_{t_{f}} \operatorname{svec}(P)+\xi_{t_{f}}-\eta_{t_{f}} \tag{14}
\end{equation*}
$$

where

$$
\begin{aligned}
& \psi_{t_{f}}=\frac{1}{t_{f}} \int_{0}^{t_{f}} \tilde{z} \tilde{z}^{T} \mathrm{~d} t, \quad \zeta_{t_{f}}=\frac{1}{t_{f}} \int_{0}^{t_{f}} \tilde{z} \mathrm{~d}\left(\tilde{x}^{T}\right) \\
& \xi_{t_{f}}=\frac{1}{t_{f}} \int_{0}^{t_{f}} \tilde{z} r(x, u) \mathrm{d} t, \quad \eta_{t_{f}}=\frac{1}{t_{f}} \int_{0}^{t_{f}} 2 \tilde{z} x^{T} P \mathrm{~d} w
\end{aligned}
$$

By Assumption 3 Birkhoff ergodic theorem [42, Theorem 16.14], and [43, the lemma on page 530], the following relationships hold almost surely:

$$
\begin{align*}
\lim _{t_{f} \rightarrow \infty} \psi_{t_{f}} & =\Psi \triangleq \mathbb{E}_{\mu_{v}}\left[\tilde{z} \tilde{z}^{T}\right], \quad \lim _{t_{f} \rightarrow \infty} \eta_{t_{f}}=0,  \tag{15}\\
\lim _{t_{f} \rightarrow \infty} \xi_{t_{f}} & =\Xi \triangleq \mathbb{E}_{\mu_{v}}[\tilde{z} r(x, u)] .
\end{align*}
$$

From the fact that 14] holds for any $P \in \mathbb{S}^{n}$, almost surely

$$
\begin{equation*}
\lim _{t_{f} \rightarrow \infty} \zeta_{t_{f}}=\mathcal{Z} \tag{16}
\end{equation*}
$$

where $\mathcal{Z}$ is a constant matrix.

## Assumption 4. $\Psi$ is nonsingular.

Combining Assumption 4 , (14, (15) and (16) gives

$$
\begin{equation*}
\operatorname{svec}(\theta(P))=\Psi^{-1}(\mathcal{Z} \operatorname{svec}(P)+\Xi) \tag{17}
\end{equation*}
$$

Since $G(P)=\mathcal{H}(\theta(P), 0), 7$ is identical to the following dynamical system

$$
\begin{equation*}
\dot{P}=\mathcal{H}\left(\mathcal{H}\left(\operatorname{svec}^{-1}\left(\Psi^{-1}(\mathcal{Z} \operatorname{svec}(P)+\Xi)\right), 0\right), K\right) \tag{18}
\end{equation*}
$$

where $P(0) \in \mathbb{S}^{n}$. The OLSbPI is presented in Algorithm 1 By 15 and (16), Line 6 of Algorithm 1 is an approximation of (18), while Line 7 of Algorithm 1 is an approximation of 17 with $P$ replaced
by $\hat{P}\left(s_{f}\right)$. Thus the solution of the ODE at $s_{f}$ in Line 6 of Algorithm 1 is an estimation of $\tilde{P}_{i}$ satisfying (6), while $\hat{\theta}_{i}$ given by Line 7 of Algorithm 1 is an estimation of $\theta\left(P_{i}\right)$. By definition of $\theta(\cdot)$ in (13), the estimation $\hat{G}_{i}$ of $\tilde{G}_{i}$ satisfying (6) is given by Line 8 of Algorithm 11 Notice that the same data matrices $\psi_{t_{f}}, \zeta_{t_{f}}$ and $\xi_{t_{f}}$ are reused for all iterations, thus OLSbPI is off-policy. In addition, only state $x$ and input $u$ appear in data matrices $\psi_{t_{f}}, \zeta_{t_{f}}$ and $\xi_{t_{f}}$. Therefore OLSbPI does not explicitly use the noise information, which is different from the methods proposed in [4], [5], [17], [34].
Remark 2. Assumption 4 is in the spirit of persistent excitation condition in adaptive control [6]. Similar assumptions are needed in other RL methods, see [4], [5], [11], [12], [14], [29], [34]. Assumption 4 makes the data-based differential equation (18) equivalent to the model-based differential equation (7), which is a key component in the convergence analysis of the next section.

Remark 3. The presence of exploration noise y in (9) is necessary for Assumption 4 to hold. Otherwise $u$ will always be linearly dependent on $x$ and, as a result, $\Psi$ cannot be nonsingular. To see this, consider the case where both $x$ and $u$ are scalars, and $\sigma_{u}=0$ in 9. By definition, $\tilde{z}=\left[x^{2}, \sqrt{2} \hat{K}_{1} x^{2}, \sqrt{2} x, \hat{K}_{1}^{2} x^{2}, \sqrt{2} \hat{K}_{1} x, 1\right]^{T}$. Then it is easy to check that the first two rows of $\Psi=\mathbb{E}_{\mu_{v}}\left[\tilde{z} \tilde{z}^{T}\right]$ are linearly dependent. This is also true for the case where both $x$ and $u$ are vectors.

```
Algorithm 1: OLSbPI
    Input: Initial control gain \(\hat{K}_{1}\) with \(\mathcal{A}\left(\hat{K}_{1}\right)\) Hurwitz, Number
                of policy iterations \(N\), Length of policy evaluation \(s_{f}\),
                Length of rollout \(t_{f}\), Exploration noise magnitude \(\sigma_{u}\).
1 Apply control policy (9) to system (1) to generate a trajectory
    of input/state data of length \(t_{f}\);
    2 Construct data matrices \(\psi_{t_{f}}, \zeta_{t_{f}}\) and \(\xi_{t_{f}}\) defined in 14);
    3 for \(i=1, \cdots, N-1\) do
        \(\hat{P}_{i}(0) \leftarrow 0 ;\)
        Solving the following ODE on \(\left[0, s_{f}\right]\) :
        \(\dot{\hat{P}}_{i}=\mathcal{H}\left(\mathcal{H}\left(\operatorname{svec}^{-1}\left(\psi_{t_{f}}^{\dagger}\left(\zeta_{t_{f}} \operatorname{svec}\left(\hat{P}_{i}\right)+\xi_{t_{f}}\right), 0\right), \hat{K}_{i}\right) ;\right.\)
        \(\hat{\theta}_{i} \leftarrow \operatorname{svec}^{-1}\left(\psi_{t_{f}}^{\dagger}\left(\zeta_{t_{f}} \operatorname{svec}\left(\hat{P}_{i}\left(s_{f}\right)\right)+\xi_{t_{f}}\right) ;\right.\)
        \(\hat{G}_{i} \leftarrow \mathcal{H}\left(\hat{\theta}_{i}, 0\right) ;\)
        \(\hat{K}_{i+1} \leftarrow\left[\hat{G}_{i}\right]_{u u}^{-1}\left[\hat{G}_{i}\right]_{u x} ;\)
    end
    return \(\hat{K}_{N}\).
```


## IV. Convergence Analysis

In this section, we first show in Corollary 1 that whenever $\left\|\Delta G_{i}\right\|_{\infty}$ is small, $\tilde{P}_{i}$ in Procedure 2 (the solution of (6) is bounded, and, moreover, enters and stays in a small neighborhood of $P^{*}$. Then we show that $\left\|\Delta G_{i}\right\|_{\infty}$ in Algorithm 1 can be made small by choosing $s_{f}$ and $t_{f}$ large enough (Lemma 6), which completes the convergence analysis of OLSbPI (Theorem 3.

## A. Convergence Analysis of Procedure 2

For $P \in \mathbb{S}^{n}$ define

$$
\mathscr{K}(P)=\mathscr{R}(P)^{-1} B^{T} P, \quad \mathscr{R}(P)=R+\Sigma(P)
$$

Suppose in Procedure 1. $K_{1}=\mathscr{K}\left(P_{0}\right)$ and $\mathcal{A}\left(K_{1}\right)$ is Hurwitz, where $P_{0} \in \mathbb{S}^{n}$. Such a $K_{1}$ always exists, for example, when $P_{0}$ is close to $P^{*}$ by Lemma 9 in Appendix A From Theorem 1 and 22), sequence $\left\{P_{i}\right\}_{i=0}^{\infty}$ generated by Procedure 1 satisfies

$$
\begin{equation*}
\operatorname{vec}\left(P_{i+1}\right)=\mathcal{A}^{-1}\left(\mathscr{K}\left(P_{i}\right)\right) \operatorname{vec}\left(-Q-\mathscr{K}\left(P_{i}\right)^{T} R \mathscr{K}\left(P_{i}\right)\right) . \tag{19}
\end{equation*}
$$

Lemma 4. There exists a $\delta_{0}>0$, such that $\mathscr{R}(P)$ is positive definite, and $\mathcal{A}(\mathscr{K}(P))$ is Hurwitz for all $P \in \overline{\mathcal{B}}_{\delta_{0}}\left(P^{*}\right)$.

Proof. Since $R>0, P^{*}>0$ and $\mathcal{A}\left(\mathscr{K}\left(P^{*}\right)\right)$ is Hurwitz by Lemma 2 the lemma is proved using Lemma 9 in Appendix A

The next lemma shows that $P^{*}$ is a locally exponentially stable equilibrium [44. Definition 2.5] of nonlinear system (19].

Lemma 5. For any $\sigma<1$, there exists a $\delta_{1}(\sigma) \in\left(0, \delta_{0}\right]$ and $a$ $C_{1}\left(\delta_{1}\right)>0$, where $\delta_{0}$ is defined in Lemma 4. such that for any $P_{i} \in \mathcal{B}_{\delta_{1}}\left(P^{*}\right)$,
i) $\mathcal{A}\left(\mathscr{K}\left(P_{i}\right)\right)$ is Hurwitz, $\left[G_{i}\right]_{\text {uu }}$ is invertible.
ii) Procedure 1 has a local quadratic convergence rate, i.e.,

$$
\left\|P_{i+1}-P^{*}\right\|_{F} \leq C_{1}\left\|P_{i}-P^{*}\right\|_{F}^{2}
$$

iii) (19) is locally exponentially stable at $P^{*}$

$$
\left\|P_{i+1}-P^{*}\right\|_{F} \leq \sigma\left\|P_{i}-P^{*}\right\|_{F}
$$

Proof. Item i) follows directly from Lemma 4 . Subtracting

$$
K_{i+1}^{T} B^{T} P^{*}+P^{*} B K_{i+1}-K_{i+1}^{T}\left(R+\Sigma\left(P^{*}\right)\right) K_{i+1}
$$

from both sides of (3) yields

$$
\begin{align*}
& \mathcal{A}\left(K_{i+1}\right) \operatorname{vec}\left(P^{*}\right)=\operatorname{vec}\left(-Q-K_{i+1}^{T} R K_{i+1}\right) \\
& +\operatorname{vec}\left(\left(K_{i+1}-K^{*}\right)^{T} \mathscr{R}\left(P^{*}\right)\left(K_{i+1}-K^{*}\right)\right), \tag{20}
\end{align*}
$$

Since $K_{i+1}=\mathscr{K}\left(P_{i}\right)$, subtracting (20) from (19) yields

$$
\begin{align*}
\operatorname{vec}\left(P_{i+1}-P^{*}\right) & =-\mathcal{A}^{-1}\left(\mathscr{K}\left(P_{i}\right)\right) \operatorname{vec}\left(\left(\mathscr{K}\left(P_{i}\right)-\mathscr{K}\left(P^{*}\right)\right)^{T}\right. \\
& \left.\times \mathscr{R}\left(P^{*}\right)\left(\mathscr{K}\left(P_{i}\right)-\mathscr{K}\left(P^{*}\right)\right)\right) . \tag{21}
\end{align*}
$$

By 23) in Appendix A we have for all $P_{i} \in \overline{\mathcal{B}}_{\delta_{0}}\left(P^{*}\right)$,

$$
\begin{aligned}
& \left\|\mathscr{K}\left(P_{i}\right)-\mathscr{K}\left(P^{*}\right)\right\|_{F} \leq\left\|\mathscr{R}^{-1}\left(P_{i}\right)\right\|_{F}\left\|B^{T}\right\|_{F}\left\|P_{i}-P^{*}\right\|_{F} \\
& +\left\|\mathscr{R}^{-1}\left(P_{i}\right)\right\|_{F}\left\|\Sigma\left(P_{i}-P^{*}\right)\right\|_{F}\left\|\mathscr{R}^{-1}\left(P^{*}\right)\right\|_{F}\left\|B^{T} P^{*}\right\|_{F} \\
& \leq L_{\mathscr{K}}\left\|P_{i}-P^{*}\right\|_{F},
\end{aligned}
$$

where

$$
L_{\mathscr{K}} \triangleq L_{I}\left(\left\|B^{T}\right\|_{F}+\left\|\mathscr{R}^{-1}\left(P^{*}\right)\right\|_{F}\left\|B^{T} P^{*}\right\|_{F}+\sum_{j=1}^{q_{1}}\left\|D_{j}\right\|_{F}^{2}\right)
$$

and $L_{I}>0$ is an upper bound of continuous function $\left\|\mathscr{R}^{-1}(\cdot)\right\|_{F}$ on compact set $\overline{\mathcal{B}}_{\delta_{0}}\left(P^{*}\right)$ (see Lemma 9 in Appendix A. Thus, 21 implies for all $P_{i} \in \overline{\mathcal{B}}_{\delta_{0}}\left(P^{*}\right)$,

$$
\begin{aligned}
\left\|P_{i+1}-P^{*}\right\|_{F} & \leq\left\|\mathcal{A}^{-1}\left(\mathscr{K}\left(P_{i}\right)\right)\right\|_{F}\left\|\mathscr{R}\left(P^{*}\right)\right\|_{F} L_{\mathscr{K}}^{2}\left\|P_{i}-P^{*}\right\|_{F}^{2} \\
& \leq C_{1}\left\|P_{i}-P^{*}\right\|_{F}^{2}
\end{aligned}
$$

where again the fact that continuous function $\left\|\mathcal{A}^{-1}\left(\mathscr{K}\left(P_{i}\right)\right)\right\|_{F}$ is upper bounded on compact set $\overline{\mathcal{B}}_{\delta_{0}}\left(P^{*}\right)$ is used. This proves Itemiii) Choosing $\delta_{1} \in\left(0, \delta_{0}\right]$ small enough such that $C_{1}\left\|P_{i}-P^{*}\right\|_{F} \leq \sigma$ proves Item iii).

Suppose in Procedure $2 \hat{K}_{1}=\mathscr{K}\left(\tilde{P}_{0}\right)$ and $\Delta G_{0}=0$, where $\tilde{P}_{0} \in \mathbb{S}^{n}$ is chosen such that $\mathcal{A}\left(\hat{K}_{1}\right)$ is Hurwitz. If $\left[\hat{G}_{i}\right]_{u u}$ is invertible and $\mathcal{A}\left(\hat{K}_{i}\right)$ is Hurwitz for all $i$ (which will be proved later), the sequence $\left\{\tilde{P}_{i}\right\}_{i=0}^{\infty}$ generated by Procedure 2 satisfies

$$
\begin{align*}
\operatorname{vec}\left(\tilde{P}_{i+1}\right) & =\mathcal{A}^{-1}\left(\mathscr{K}\left(\tilde{P}_{i}\right)\right) \operatorname{vec}\left(-Q-\mathscr{K}\left(\tilde{P}_{i}\right)^{T} R \mathscr{K}\left(\tilde{P}_{i}\right)\right) \\
& +\mathcal{E}\left(\tilde{G}_{i}, \Delta G_{i}\right), \tag{22}
\end{align*}
$$

where

$$
\begin{aligned}
\mathcal{E}\left(\tilde{G}_{i}, \Delta G_{i}\right) & =\mathcal{A}^{-1}\left(\mathscr{K}\left(\tilde{P}_{i}\right)\right) \operatorname{vec}\left(Q+\mathscr{K}\left(\tilde{P}_{i}\right)^{T} R \mathscr{K}\left(\tilde{P}_{i}\right)\right) \\
& -\mathcal{A}^{-1}\left(\hat{K}_{i+1}\right) \operatorname{vec}\left(Q+\hat{K}_{i+1}^{T} R \hat{K}_{i+1}\right) .
\end{aligned}
$$

Based on Lemma 5] the following theorem is obtained, which states that nonlinear system (22) is locally input-to-state stable 44. Definition 2.1] at $P^{*}$, if $\Delta G_{i}$ is regarded as the input. The proof is given in Appendix B

Theorem 2. For $\sigma$ and its associated $\delta_{1}$ in Lemma 5] there exists $\delta_{3}\left(\delta_{1}\right)>0$, such that if $\|\Delta G\|_{\infty}<\delta_{3}, \tilde{P}_{0} \in \mathcal{B}_{\delta_{1}}\left(P^{*}\right)$,
(i) $\left[\hat{G}_{i}\right]_{\text {uu }}$ is invertible and $\mathcal{A}\left(\hat{K}_{i}\right)$ is Hurwitz, $\forall i \in \mathbb{Z}_{+}, i>0$;
(ii) the following local input-to-state stability holds:

$$
\left\|\tilde{P}_{i}-P^{*}\right\|_{F} \leq \beta\left(\left\|\tilde{P}_{0}-P^{*}\right\|_{F}, i\right)+\gamma\left(\|\Delta G\|_{\infty}\right)
$$

where for any $q \in \mathbb{R}, \beta(q, i)=\sigma^{i} q, \gamma(q)=q C_{2} /(1-\sigma)$ and $C_{2}\left(\delta_{3}\right)>0$.
(iii) $\left\|\hat{K}_{i}\right\|_{F}<\kappa_{1}^{b}$ for some $\kappa_{1}^{b}>0, \forall i \in \mathbb{Z}_{+}, \underset{\tilde{P}_{i}}{i}>0$;
(iv) $\lim _{i \rightarrow \infty}\left\|\Delta G_{i}\right\|_{F}=0$ implies $\lim _{i \rightarrow \infty}\left\|\tilde{P}_{i}-P^{*}\right\|_{F}=0$.

Intuitively, Theorem 2 implies that in Procedure 2 if $\tilde{P}_{0}$ is close to $P^{*}$ (thus $\hat{K}_{1}$ is close to $K^{*}$ ), and the disturbance input $\Delta G$ is bounded and not too large, then the cost of the generated control policy $\hat{K}_{i}$ is also bounded, and will ultimately be no larger than a constant proportional to the $l^{\infty}$-norm of the disturbance. The smaller the disturbance is, the better the ultimately generated policy is. In other words, Procedure 2 is not sensitive to small errors when the initial condition is in a neighbourhood of the optimal solution.

The next corollary removes the restrictive assumption that $\tilde{P}_{0}$ (resp. $\hat{K}_{1}$ ) needs to be in a neighbourhood of $P^{*}$ (resp. $K^{*}$ ). Its proof can be found in Appendix C
Corollary 1. For any $\epsilon>0$ and any given control gain $\hat{K}_{1}$ with $\mathcal{A}\left(\hat{K}_{1}\right)$ Hurwitz, there exist $\delta_{4}\left(\epsilon, \hat{K}_{1}\right)>0, \kappa_{2}^{a}\left(\delta_{4}\right)>0, \kappa_{2}^{b}\left(\delta_{4}\right)>0$, such that as long as $\|\Delta G\|_{\infty}<\delta_{4},\left[\hat{G}_{i}\right]_{\text {uu }}$ is invertible, $\mathcal{A}\left(\hat{K}_{i}\right)$ is Hurwitz, $\left\|\tilde{P}_{i}\right\|_{F}<\kappa_{2}^{a},\left\|\hat{K}_{i}\right\|_{F}<\kappa_{2}^{b}, \forall i \in \mathbb{Z}_{+}, i>0$ and $\lim \sup _{i \rightarrow \infty}\left\|\tilde{P}_{i}-P^{*}\right\|_{F}<\epsilon$. If in addition $\lim _{i \rightarrow \infty}\left\|\Delta G_{i}\right\|_{F}=0$, then $\lim _{i \rightarrow \infty}\left\|\tilde{P}_{i}-P^{*}\right\|_{F}=0$.

In Corollary 1. $\hat{K}_{1}$ can be any control gain whose $\mathcal{A}\left(\hat{K}_{1}\right)$ is Hurwitz, which is different from Theorem [2 When there is no error, i.e. $\Delta G_{i} \equiv 0$ for all $i=1,2, \cdots$, Corollary 1 implies the convergence result of Procedure 1 in Theorem 1

## B. Convergence Analysis of OLSbPI

Now we use Corollary 1 to derive a convergent result of the OLSbPI algorithm. For given $\hat{K}_{1}$, let $\mathcal{K}$ denote the set of control gains (including $\hat{K}_{1}$ ) generated by Procedure 2 with all possible $\left\{\Delta G_{i}\right\}_{i=1}^{\infty}$ satisfying $\|\Delta G\|_{\infty}<\delta_{4}$, where $\delta_{4}$ is the one in Corollary 1 The following result is firstly derived, whose proof can be found in Appendix D

Lemma 6. Under Assumptions 3 and 4, there exist $s_{0}>0$ and $t_{0}>0$, such that for any $s_{f} \geq s_{0}$ and any $t_{f} \geq t_{0}, \hat{K}_{i} \in \mathcal{K}$ implies $\left\|\Delta G_{i}\right\|_{F}<\delta_{4}$, almost surely.
With Lemma 6 at hand, we are ready to prove the convergence of the OLSbPI.

Theorem 3. In Algorithm 1. under Assumptions 3 and 4. for any initial control gain $\hat{K}_{1}$ with $\mathcal{A}\left(\hat{K}_{1}\right)$ Hurwitz and any $\epsilon>0$, there exist $s_{0}>0$ and $t_{0}>0$, such that for any $s_{f} \geq s_{0}$ and $t_{f} \geq t_{0}$, almost surely, $\lim \sup _{N \rightarrow \infty}\left\|\tilde{P}_{N}-P^{*}\right\|_{F}<\epsilon$ and $\mathcal{A}\left(\hat{K}_{i}\right)$ is Hurwitz for all $i=1, \cdots, N$, where $\tilde{P}_{N}$ is the unique solution of (4) for $\hat{K}_{N}$.

Proof. Since $\hat{K}_{1} \in \mathcal{K}$, Lemma 6 implies $\left\|\Delta G_{1}\right\|_{F}<\delta_{4}$ almost surely. By definition, $\hat{K}_{2} \in \mathcal{K}$. Thus $\left\|\Delta G_{i}\right\|_{F}<\delta_{4}, i=1,2, \cdots$ almost surely by mathematical induction. Then Corollary 1 completes the proof.

Remark 4. The optimal solution $P^{*}$ depends on the system matrices $\left\{D_{j}\right\}_{j=1}^{q_{1}},\left\{F_{k}\right\}_{k=1}^{q_{2}}$ in the multiplicative noises. The change in $\left\{D_{j}\right\}_{j=1}^{q_{1}}$ or $\left\{F_{k}\right\}_{k=1}^{q_{2}}$ causes the change in $P^{*}$, then by Theorem 3 the near-optimal solution found by OLSbPI algorithm changes accordingly. Thus the proposed OLSbPI algorithm is robust to the stochastic noises. This is an advantage not possessed by the off-policy RL algorithms in [45], 46].

## V. Numerical Example

We consider a deterministic linear time-invariant system model of the triple inverted pendulum proposed in [47], and assume that it is perturbed by both multiplicative and additive nois ${ }^{1}$ Then the perturbed triple inverted pendulum can be described by system (1) with matrices $A \in \mathbb{R}^{6 \times 6}$ and $B \in \mathbb{R}^{6 \times 2}$ given in [47. Section 3], $C=0.1 I_{6}$ and

$$
\left(D_{1}\right)_{j, k}=\left\{\begin{array}{ll}
0.01, & \text { if } j=k=6, \\
0, & \text { otherwise } .
\end{array},\left(F_{1}\right)_{j, k}= \begin{cases}0.01, & \text { if } j=4, k=1, \\
0, & \text { otherwise } .\end{cases}\right.
$$

It is assumed that the parameters of all the system matrices are unknown, but an initial control gain

$$
\hat{K}_{1}=\left[\begin{array}{cccccc}
-9.44 & -3.11 & -1.2 & -3.11 & -1.31 & -0.58 \\
-32.5 & -11.51 & -3.87 & -10.72 & -4.41 & -2.01
\end{array}\right]
$$

with $\mathcal{A}\left(\hat{K}_{1}\right)$ Hurwitz is available. Then the proposed OLSbPI algorithm is applied to find a near-optimal solution of the optimal stationary control problem with weighting matrices $Q=I_{6}$ and $R=I_{2}$. In the OLSbPI algorithm, we firstly apply the admissible control policy (9) with $\sigma_{u}=100$ to the system to generate a trajectory of input/state data of length $t_{f}=510$. Then data matrices $\psi_{t_{f}}, \zeta_{t_{f}}$ and $\xi_{t_{f}}$ are computed and policy evaluation step Line 6 in Algorithm 1 is implemented with $s_{f}=100$. The algorithm is terminated after $N=10$ iterations. The learning processes are illustrated in Fig. 1 The trajectories of the norms of the differences


Fig. 1. Learning processes of the OLSbPI algorithm on the triple inverted pendulum example.
between the control gain $\hat{K}_{i}$ generated by OLSbPI, its associated $\tilde{P}_{i}$, the true cost $\tilde{J}_{i}=\operatorname{tr}\left(C^{T} \tilde{P}_{i} C\right)$ it induced and the optimal values $K^{*}, P^{*}$ and $J^{*}$ are shown in Fig. 1-(a), Fig. 1.(b) and Fig. 1.(c), respectively. By Theorem 11 we run the model-based Procedure 1 with $K_{1}=\hat{K}_{1}$ for a sufficiently large number of iterations, and use the results in the last iteration as the optimal values $K^{*}, P^{*}$ and $J^{*}$. The trajectories of the norms of the differences between the control gain $K_{i}$ generated by Procedure 1 its associated $P_{i}$,
the true cost $J_{i}=\operatorname{tr}\left(C^{T} P_{i} C\right)$ it induced and the optimal values $K^{*}, P^{*}$ and $J^{*}$ are also drawn in Fig. 1 Fig. 1-(d) shows the trajectory of the estimation error $\Delta G_{i}$ relative to the true value $\tilde{G}_{i}$. One can see that although the estimation error $\tilde{G}_{i}$, caused by the unmeasurable stochastic noise in the system dynamics, distorts the trajectory generated by OLSbPI from the precise trajectory generated by the model-based Procedure 1, the OLSbPI still successfully finds a control policy with near-optimal cost. This is consistent with the convergence results we obtained in Corollary 1 and Theorem 3

The state trajectories of the closed-loop systems during the data collection and after the algorithm terminates has been shown in Fig. 2 and Fig. 33 respectively. It can be observed in Fig. 3 that the state trajectories after the learning (the solid red lines) have smaller overshoot than those before the learning (the dashed blue lines).


Fig. 2. The state trajectories during the data collection phase.


Fig. 3. The state trajectories generated by the control policies before and after the learning. The solid red lines are state trajectories generated by control policy with $K_{10}$, while the dashed blue lines are state trajectories generated by control policy with $\hat{K}_{1}$.

[^1]
## VI. Conclusion

In this paper, we have proposed a novel data-driven optimistic least-squares-based policy iteration algorithm, to approximately solve the optimal stationary control problem for linear stochastic systems with additive and multiplicative noises, without requiring the precise knowledge of system matrices. Rigorous convergence analysis is given and shows that the proposed data-driven algorithm generates near-optimal solutions almost surely under suitable conditions, starting from an initial admissible control policy. The efficacy of the proposed optimal stationary control method has been validated by means of a triple inverted pendulum perturbed by stochastic noises.

## Appendix A

## USEFUL AUXILIARY RESULTS

Lemma 7. Let $\mathcal{O}$ be a compact set of Huriwitz matrices, then there exist an $a_{0}>0$ and a $b_{0}>0$, such that $\|\exp (O t)\| \leq a_{0} \exp \left(-b_{0} t\right)$ for any $O \in \mathcal{O}$.

Proof. For each $O \in \mathcal{O}$, by [48, Theorem 3.20. and Corollary 3.6.] there exist $r>0, a>0$ and $b>0$, such that $\left\|\exp \left(O^{\prime} t\right)\right\| \leq$ $a \exp (-b t)$ for all $\left\|O^{\prime}-O\right\|<r$. Then the compactness of $\mathcal{O}$ completes the proof.

Lemma 8 ([49, Page 57]). For $X \in \mathbb{S}^{n}$, there exists a unique matrix $D_{n} \in \mathbb{R}^{n^{2} \times \frac{1}{2} n(n+1)}$ with full column rank, such that $\operatorname{vec}(X)=$ $D_{n} \operatorname{svec}(X), \operatorname{svec}(X)=D_{n}^{\dagger} \operatorname{vec}(X)$.
Lemma 9. The following results hold.

1) [50] Appendix D] The eigenvalues of a square matrix depends continuously on the elements of the matrix.
2) [51] The matrix inverse of a square matrix is continuous function of the elements of the matrix.
3) [50, Appendix E] If $X$ is a compact set of a metric space and $f: X \rightarrow \mathbb{R}$ is a continuous function, then $f$ is bounded on $X$.

For $X \in \mathbb{R}^{n \times n}, Y \in \mathbb{R}^{n \times m}, X+\Delta X \in \mathbb{R}^{n \times n}, Y+\Delta Y \in$ $\mathbb{R}^{n \times m}$, supposing $X$ and $X+\Delta X$ are invertible, then

$$
\begin{align*}
& \left\|X^{-1} Y-(X+\Delta X)^{-1}(Y+\Delta Y)\right\|_{F} \leq \| X^{-1} Y- \\
& X^{-1}(Y+\Delta Y)+X^{-1}(Y+\Delta Y)-(X+\Delta X)^{-1}(Y+\Delta Y) \|_{F} \\
& \leq\left\|-X^{-1} \Delta Y+X^{-1} \Delta X(X+\Delta X)^{-1}(Y+\Delta Y)\right\|_{F} \\
& \leq\left\|X^{-1}\right\|_{F}\left(\|\Delta Y\|_{F}\right. \\
& \left.+\left\|(X+\Delta X)^{-1}\right\|_{F}\|(Y+\Delta Y)\|_{F}\|\Delta X\|_{F}\right) . \tag{23}
\end{align*}
$$

## Appendix B <br> Proof of Theorem 2

Let $\delta_{0}$ be the one defined in Lemma 4 The following lemma can be proved by continuity in a similar way to that of [52 Lemma 6].
Lemma 10. For any $\tilde{P}_{i} \in \overline{\mathcal{B}}_{\delta_{0}}\left(P^{*}\right)$, there exists a $d\left(\delta_{0}\right)>0$, independent of $\tilde{P}_{i}$, such that $\mathcal{A}\left(\hat{K}_{i+1}\right)$ is Hurwitz and $\left[\hat{G}_{i}\right]_{u u}$ is invertible, if $\left\|\Delta G_{i}\right\|_{F} \leq d$.
Lemma 11. For any $\tilde{P}_{i} \in \overline{\mathcal{B}}_{\delta_{0}}\left(P^{*}\right)$ and any $\epsilon_{3}>0$, there exists a $0<\delta_{2}\left(\delta_{0}, \epsilon_{3}\right) \leq d$, independent of $\tilde{P}_{i}$, such that $\left\|\mathcal{E}\left(\tilde{G}_{i}, \Delta G_{i}\right)\right\|_{2} \leq$ $C_{2}\left\|\Delta G_{i}\right\|_{F}<\epsilon_{3}$, if $\left\|\Delta G_{i}\right\|_{F}<\delta_{2}$, where $C_{2}\left(\delta_{2}\right)>0$.
Proof. For any $\tilde{P}_{i} \in \overline{\mathcal{B}}_{\delta_{0}}\left(P^{*}\right),\left\|\Delta G_{i}\right\|_{F} \leq d$, by 23) and Lemma 9

$$
\begin{align*}
& \left\|\mathscr{K}\left(\tilde{P}_{i}\right)-\hat{K}_{i+1}\right\|_{F} \leq\left\|\left[\hat{G}_{i}\right]_{u u}^{-1}\right\|_{F}\left(\left\|\Delta G_{i}\right\|_{F}\right. \\
& \left.\quad+\left\|\left[\tilde{G}_{i}\right]_{u u}^{-1}\right\|_{F}\left\|\left[\tilde{G}_{i}\right]_{u x}\right\|_{F}\left\|\Delta G_{i}\right\|_{F}\right) \leq C_{3}\left(\delta_{0}, d\right)\left\|\Delta G_{i}\right\|_{F} \tag{24}
\end{align*}
$$

Define $\Delta \mathcal{A}_{i}=\mathcal{A}\left(\mathscr{K}\left(\tilde{P}_{i}\right)\right)-\mathcal{A}\left(\hat{K}_{i+1}\right)$ and

$$
\Delta b_{i}=\operatorname{vec}\left(\mathscr{K}\left(\tilde{P}_{i}\right)^{T} R \mathscr{K}\left(\tilde{P}_{i}\right)-\hat{K}_{i+1}^{T} R \hat{K}_{i+1}\right) .
$$

Using [24], it is easy to check that $\left\|\Delta \mathcal{A}_{i}\right\|_{F} \leq C_{4}\left\|\Delta G_{i}\right\|_{F}$, $\left\|\Delta b_{i}\right\|_{2} \leq C_{5}\left\|\Delta G_{i}\right\|_{F}$, for some $C_{4}\left(\delta_{0}, d\right)>0, C_{5}\left(\delta_{0}, d\right)>0$. Then by [23, Lemma 10 and Lemma 9

$$
\begin{aligned}
& \left\|\mathcal{E}\left(\tilde{G}_{i}, \Delta G_{i}\right)\right\|_{F} \leq\left\|\mathcal{A}^{-1}\left(\hat{K}_{i+1}\right)\right\|_{F}\left(C_{5}+C_{4} \| \mathcal{A}^{-1}\left(\mathscr{K}\left(\tilde{P}_{i}\right) \|_{F}\right.\right. \\
& \left.\times\left\|Q+\mathscr{K}\left(\tilde{P}_{i}\right)^{T} R \mathscr{K}\left(\tilde{P}_{i}\right)\right\|_{F}\right)\left\|\Delta G_{i}\right\|_{F} \leq C_{2}\left(\delta_{0}\right)\left\|\Delta G_{i}\right\|_{F}
\end{aligned}
$$

Choosing $0<\delta_{2} \leq d$ such that $C_{2} \delta_{2}<\epsilon_{3}$ completes the proof.
Proof of Theorem 2. Let $\epsilon_{3}=(1-\sigma) \delta_{1}$ in Lemma 11 and $\delta_{3}$ be equal to the $\delta_{2}$ associated with $\epsilon_{3}$. For any $i \in \mathbb{Z}_{+}$, if $P_{i} \in \mathcal{B}_{\delta_{1}}\left(P^{*}\right)$, then $\left[\hat{G}_{i}\right]_{u u}$ is invertible, $\mathcal{A}\left(\hat{K}_{i+1}\right)$ is Hurwitz and

$$
\begin{align*}
\left\|\tilde{P}_{i+1}-P^{*}\right\|_{F} & \leq\left\|\mathcal{E}\left(\tilde{G}_{i}, \Delta G_{i}\right)\right\|_{2}+\| \mathcal{A}^{-1}\left(\mathscr{K}\left(\tilde{P}_{i}\right)\right) \\
& \times \operatorname{vec}\left(-Q-\mathscr{K}\left(\tilde{P}_{i}\right)^{T} R \mathscr{K}\left(\tilde{P}_{i}\right)\right)-\operatorname{vec}\left(P^{*}\right) \|_{2} \\
& \leq \sigma\left\|\tilde{P}_{i}-P^{*}\right\|_{F}+C_{2}\|\Delta G\|_{\infty}  \tag{25}\\
& <\sigma \delta_{1}+C_{2} \delta_{3}<\sigma \delta_{1}+\epsilon_{3}=\delta_{1}, \tag{26}
\end{align*}
$$

where the last two inequality are due to Lemmas 5 and 11 By induction, (25) and (26) hold for all $i \in \mathbb{Z}_{+}$. Unrolling (25) proves (i) and (ii) in Theorem 2 Then (24) implies (iii) in Theorem 2 (iv) can be proved in a similar way to that of (iii) in [46. Theorem 2].

## Appendix C <br> Proof of Corollary 1

Some auxiliary lemmas are presented before the proof of Corollary 1 For convenience, in the following we assume $Q>I_{n}$ and $R>I_{m}$. All the proofs still work for any $Q>0$ and $R>0$, by suitable rescaling.

Lemma 12. If $\mathcal{A}\left(\hat{K}_{i}\right)$ is Hurwitz, then $\left[\hat{G}_{i}\right]_{u u}$ is invertible and $\mathcal{A}\left(\hat{K}_{i+1}\right)$ is Hurwitz, as long as $\left\|\Delta G_{i}\right\|_{F}<a_{i}$, where

$$
a_{i}=\left(m\left(\sqrt{n}+\left\|\hat{K}_{i}\right\|_{2}\right)^{2}+m\left(\sqrt{n}+\left\|\hat{K}_{i+1}\right\|_{2}\right)^{2}\right)^{-1}
$$

## Furthermore,

$$
\begin{equation*}
\left\|\hat{K}_{i+1}\right\|_{F} \leq 2\left\|R^{-1}\right\|_{F}\left(1+\left\|B^{T} \tilde{P}_{i}\right\|_{F}\right) \tag{27}
\end{equation*}
$$

Proof. By similar derivations to the proof of [46, Lemma 6], the invertibility of $\left[\hat{G}_{i}\right]_{u u}$ and inequality (27) can be proved, and the following inequality is obtained

$$
\begin{equation*}
x^{T}\left(\mathcal{L}_{\hat{K}_{i+1}}\left(\tilde{P}_{i}\right)+Q+\hat{K}_{i+1}^{T} R \hat{K}_{i+1}\right) x-\epsilon_{2, i} \leq 0 \tag{28}
\end{equation*}
$$

where for any $x \in \mathbb{R}^{n}$ on the unit ball

$$
\begin{aligned}
\epsilon_{2, i} & =\left\|\Delta G_{i}\right\|_{F} \mathbf{1}^{T}\left(\left|\mathcal{X}_{\hat{K}_{i}}\right|_{a b s}+\left|\mathcal{X}_{\hat{K}_{i+1}}\right|_{a b s}\right) \mathbf{1}<1, \\
\mathcal{X}_{\hat{K}_{i}} & =\left[\begin{array}{c}
I \\
-\hat{K}_{i}
\end{array}\right] x x^{T}\left[\begin{array}{ll}
I & -\hat{K}_{i}^{T}
\end{array}\right], \\
\mathbf{1}^{T}\left|\mathcal{X}_{\hat{K}_{i}}\right|_{a b s} \mathbf{1} & \leq m\left(\sqrt{n}+\left\|\hat{K}_{i}\right\|_{2}\right)^{2},
\end{aligned}
$$

and $\left|\mathcal{X}_{\hat{K}_{i}}\right|_{\text {abs }}$ denotes the matrix obtained from $\mathcal{X}_{\hat{K}_{i}}$ by taking the absolute value of each entry. Then $Q>I_{n}$ leads to $x^{T} \mathcal{L}_{\hat{K}_{i+1}}\left(\tilde{P}_{i}\right) x<$ 0 for all $x$ on the unit ball. So $\mathcal{A}\left(\hat{K}_{i+1}\right)$ is Hurwitz by Lemma 1

Lemma 13. For any $\bar{i} \in \mathbb{Z}_{+}, \bar{i}>0$, if

$$
\begin{equation*}
\left\|\Delta G_{i}\right\|_{F}<\left(1+i^{2}\right)^{-1} a_{i}, \quad i=1, \cdots, \bar{i}, \tag{29}
\end{equation*}
$$

where $a_{i}$ is defined in Lemma 12, then $\left\|\tilde{P}_{i}\right\|_{F} \leq 6\left\|\tilde{P}_{1}\right\|_{F}$, and $\left\|\hat{K}_{i}\right\|_{F} \leq C_{0}$, for $i=1, \cdots, \bar{i}$, where

$$
C_{0}=\max \left\{\left\|\hat{K}_{1}\right\|_{F}, 2\left\|R^{-1}\right\|_{F}\left(1+6\left\|B^{T}\right\|_{F}\left\|\tilde{P}_{1}\right\|_{F}\right)\right\}
$$

Proof. Inequality 28 yields

$$
\begin{equation*}
\mathcal{L}_{\hat{K}_{i+1}}\left(\tilde{P}_{i}\right)+\left(Q+\hat{K}_{i+1}^{T} R \hat{K}_{i+1}\right)-\epsilon_{2, i} I<0 . \tag{30}
\end{equation*}
$$

Inserting (6) into above inequality, we have

$$
\mathcal{L}_{\hat{K}_{i+1}}\left(\tilde{P}_{i}-\tilde{P}_{i+1}-\mathcal{L}_{\hat{K}_{i+1}}^{-1}\left(\epsilon_{2, i} I\right)\right)<0
$$

By Lemma 1

$$
\begin{equation*}
\tilde{P}_{i+1}<\tilde{P}_{i}+\epsilon_{2, i} \mathcal{L}_{\hat{K}_{i+1}}^{-1}(-I) \tag{31}
\end{equation*}
$$

With $Q>I_{n}$, 30 yields

$$
\mathcal{L}_{\hat{K}_{i+1}}\left(\tilde{P}_{i}+\left(1-\epsilon_{2, i}\right) \mathcal{L}_{\hat{K}_{i+1}}^{-1}(I)\right)<0 .
$$

By definition of $\epsilon_{2, i}$ and 29), $\epsilon_{2, i}<1$. Thus Lemma 1 implies

$$
\begin{equation*}
\mathcal{L}_{\hat{K}_{i+1}}^{-1}(-I)<\frac{1}{1-\epsilon_{2, i}} \tilde{P}_{i} . \tag{32}
\end{equation*}
$$

From 31 and 32, we obtain $\tilde{P}_{i+1}<\left(1+\epsilon_{2, i} /\left(1-\epsilon_{2, i}\right)\right) \tilde{P}_{i}$. By definition of $\epsilon_{2}, i$ and condition 29, $, \epsilon_{2, i} /\left(\tilde{\sim}_{\tilde{P}}^{1}-\epsilon_{2, i}\right) \leq 1 / i^{2}, i=$ $1, \cdots, \bar{i}$. Then 53 §28. Theorem 3] yields $\tilde{P}_{i} \leq 6 \tilde{P}_{1}, i=1, \cdots, \bar{i}$. An application of (27) completes the proof.

Note that all the conclusions of Corollary 1 can be implied by Theorem 2 if $\delta_{4}<\min \left(\gamma^{-1}(\epsilon), \delta_{3}\right)$, and $P_{1} \in \mathcal{B}_{\delta_{1}}\left(P^{*}\right)$ for Procedure 2 Thus the proof of Corollary 1 reduces to the proof of the following lemma.
Lemma 14. Given $\hat{K}_{1}$ with $\mathcal{A}\left(\hat{K}_{1}\right)$ Hurwitz, there exist $0<\delta_{4}<$ $\min \left(\gamma^{-1}(\epsilon), \delta_{3}\right), \bar{i} \in \mathbb{Z}_{+}, \kappa_{3}^{a}>0, \kappa_{3}^{b}>0$, such that $\left[\hat{G}_{i}\right]_{u u}$ is invertible, $\mathcal{A}\left(\hat{K}_{i}\right)$ is Hurwitz, $\left\|\tilde{P}_{i}\right\|_{F}<\kappa_{3}^{a},\left\|\hat{K}_{i}\right\|_{F}<\kappa_{3}^{b}$, $i=1, \cdots, \bar{i}, \tilde{P}_{i} \in \mathcal{B}_{\delta_{1}}\left(P^{*}\right)$, as long as $\|\Delta G\|_{\infty}<\delta_{4}$.

Proof. Consider Procedure 2 confined to the first $\bar{i}$ iterations, where $\bar{i}$ is a sufficiently large integer to be determined later in this proof. Suppose

$$
\begin{equation*}
\left\|\Delta G_{i}\right\|_{F}<b_{\bar{i}} \triangleq \frac{1}{2 m\left(1+\bar{i}^{2}\right)}\left(\sqrt{n}+C_{0}\right)^{-2} \tag{33}
\end{equation*}
$$

Condition 33 implies condition 29. Thus $\mathcal{A}\left(\hat{K}_{i}\right)$ is Hurwitz, $\left[\hat{G}_{i}\right]_{u u}^{-1}$ is invertible, $\left\|\tilde{P}_{i}\right\|_{F}$ and $\left\|\widetilde{K}_{i}\right\|_{F}$ are bounded. By (6) we have $\mathcal{L}_{\hat{K}_{i+1}}\left(\tilde{P}_{i+1}-\tilde{P}_{i}\right)=-Q-\hat{K}_{i+1}^{T} R \hat{K}_{i+1}-\mathcal{L}_{\hat{K}_{i+1}}\left(\tilde{P}_{i}\right)$. Letting $E_{i}=\hat{K}_{i+1}-\mathscr{K}\left(\tilde{P}_{i}\right)$, the above equation can be rewritten as

$$
\begin{equation*}
\tilde{P}_{i+1}=\tilde{P}_{i}-\mathcal{N}\left(\tilde{P}_{i}\right)+\mathcal{L}_{\mathscr{K}\left(\tilde{P}_{i}\right)}^{-1}\left(\mathscr{E}_{i}\right) \tag{34}
\end{equation*}
$$

where $\mathcal{N}\left(\tilde{P}_{i}\right)=\mathcal{L}_{\mathscr{K}\left(\tilde{P}_{i}\right)}^{-1} \circ \mathcal{R}\left(\tilde{P}_{i}\right)$, and

$$
\begin{aligned}
\mathscr{E}_{i} & =-E_{i}^{T} \mathscr{R}\left(\tilde{P}_{i+1}\right) E_{i}+E_{i}^{T} \mathscr{R}\left(\tilde{P}_{i+1}\right)\left(\mathscr{K}\left(\tilde{P}_{i+1}\right)-\mathscr{K}\left(\tilde{P}_{i}\right)\right) \\
& +\left(\mathscr{K}\left(\tilde{P}_{i+1}\right)-\mathscr{K}\left(\tilde{P}_{i}\right)\right)^{T} \mathscr{R}\left(\tilde{P}_{i+1}\right) E_{i}
\end{aligned}
$$

Given $\hat{K}_{1}$, let $\mathcal{M}_{\bar{i}}$ denote the set of all possible $\tilde{P}_{i}$, generated by 34 under condition 33). By definition, $\left\{\mathcal{M}_{j}\right\}_{j=1}^{\infty}$ is a nondecreasing sequence of sets, i.e., $\mathcal{M}_{1} \subset \mathcal{M}_{2} \subset \cdots$. Define $\mathcal{M}=\cup_{j=1}^{\infty} \mathcal{M}_{j}$, $\mathcal{D}=\left\{P \in \mathbb{S}^{n} \mid\|P\|_{F} \leq 6\left\|\tilde{P}_{1}\right\|_{F}\right\}$. Then by Lemma 13 and Theorem 11 $\mathcal{M} \subset \mathcal{D} ; \mathcal{M}$ is compact; $\mathcal{A}(P)$ is Hurwitz for any $P \in \mathcal{M}$.

Now we prove that $\mathcal{N}(\cdot)$ is Lipschitz continuous on $\mathcal{M}$. By definition, (2), 23) and Lemma 9

$$
\begin{align*}
& \left\|\mathcal{N}\left(P^{1}\right)-\mathcal{N}\left(P^{2}\right)\right\|_{F}=\| \mathcal{A}^{-1}\left(\mathscr{K}\left(P^{1}\right)\right) \operatorname{vec}\left(\mathcal{R}\left(P^{1}\right)\right) \\
& -\mathcal{A}^{-1}\left(\mathscr{K}\left(P^{2}\right)\right) \operatorname{vec}\left(\mathcal{R}\left(P^{2}\right)\right) \|_{2} \\
& \leq\left\|\mathcal{A}^{-1}\left(\mathscr{K}\left(P^{1}\right)\right)\right\|_{F}\left(\left\|\mathcal{R}\left(P^{1}\right)-\mathcal{R}\left(P^{2}\right)\right\|_{F}\right. \\
& \left.+\left\|\mathcal{A}^{-1}\left(\mathscr{K}\left(P^{2}\right)\right)\right\|_{F}\left\|\mathcal{A}\left(\mathscr{K}\left(P^{1}\right)\right)-\mathcal{A}\left(\mathscr{K}\left(P^{2}\right)\right)\right\|_{F}\left\|\mathcal{R}\left(P^{2}\right)\right\|_{F}\right) \\
& \leq\left\|\mathcal{A}^{-1}\left(\mathscr{K}\left(P^{1}\right)\right)\right\|_{F}\left(C_{6}+C_{7}\left\|\mathcal{A}^{-1}\left(\mathscr{K}\left(P^{2}\right)\right)\right\|_{F}\left\|\mathcal{R}\left(P^{2}\right)\right\|_{F}\right) \\
& \times\left\|P^{1}-P^{2}\right\|_{F} \leq L_{\mathcal{N}}\left\|P^{1}-P^{2}\right\|_{F}, \tag{35}
\end{align*}
$$

where $C_{6}$ is the Lipschitz constant of $\mathcal{R}(\cdot)$ on compact set $\mathcal{D}, C_{7}$ is the Lipschitz constant of $\mathcal{A}(\mathscr{K}(\cdot))$ on compact set $\mathcal{M}$.

Define $\left\{P_{k \mid i}\right\}_{k=0}^{\infty}$ as the sequence generated by 19) with $P_{0 \mid i}=$ $\tilde{P}_{i}$. Similar to [34, we have

$$
\begin{equation*}
P_{k+1 \mid i}=P_{k \mid i}-\mathcal{N}\left(P_{k \mid i}\right), \quad k \in \mathbb{Z}_{+} \tag{36}
\end{equation*}
$$

By Theorem 1 and the fact that $\mathcal{M}$ is compact, there exists $k_{0} \in \mathbb{Z}_{+}$, such that

$$
\begin{equation*}
\left\|P_{k_{0} \mid i}-P^{*}\right\|_{F}<\delta_{1} / 2, \quad \forall P_{0 \mid i} \in \mathcal{M} \tag{37}
\end{equation*}
$$

Suppose

$$
\begin{equation*}
\left\|\mathcal{L}_{\mathscr{K}\left(\tilde{P}_{i+j}\right)}^{-1}\left(\mathscr{E}_{i+j}\right)\right\|_{F}<\mu, \quad j=0, \cdots, \bar{i}-i \tag{38}
\end{equation*}
$$

Unrolling (34) and 36, and using (35) and 38, we have

$$
\left\|P_{k \mid i}-\tilde{P}_{i+k}\right\|_{F} \leq k \mu+\sum_{j=0}^{k-1} L_{\mathcal{N}}\left\|P_{j \mid i}-\tilde{P}_{i+j}\right\|_{F}
$$

An application of the Gronwall inequality [54. Theorem 4.1.1.] to the above inequality implies

$$
\begin{equation*}
\left\|P_{k \mid i}-\tilde{P}_{i+k}\right\|_{F} \leq k \mu+L_{\mathcal{N}} \mu \sum_{j=0}^{k-1} j\left(1+L_{\mathcal{N}}\right)^{k-j-1} \tag{39}
\end{equation*}
$$

The error term in 34) satisfies

$$
\left\|\mathcal{L}_{\mathscr{K}\left(\tilde{P}_{i}\right)}^{-1}\left(\mathscr{E}_{i}\right)\right\|_{F}=\left\|\mathcal{A}^{-1}\left(\tilde{P}_{i}\right) \operatorname{vec}\left(\mathscr{E}_{i}\right)\right\|_{2} \leq C_{8}\left\|\mathscr{E}_{i}\right\|_{F}
$$

where $C_{8}>0$ is obtained by Lemma 9 Let $\bar{i}>k_{0}$, and $k=k_{0}$, $i=\bar{i}-k_{0}$ in 39). Then by condition 33), Lemma 13, 38, and 39, there exists $i_{0} \in \mathbb{Z}_{+}, i_{0}>k_{0}$, such that $\left\|P_{k_{0} \mid \bar{i}-k_{0}}-P_{i}\right\|_{F}<\delta_{1} / 2$, for all $\bar{i} \geq i_{0}$. Setting $i=\bar{i}-k_{0}$ in (37), the triangle inequality yields $\tilde{P}_{i} \in \mathcal{B}_{\delta_{1}}\left(P^{*}\right)$, for $\bar{i} \geq i_{0}$. Then in (33), choosing $\bar{i} \geq i_{0}$ such that $\delta_{4}=b_{\bar{i}}<\min \left(\gamma^{-1}(\bar{\epsilon}), \delta_{3}\right)$ completes the proof.

## Appendix D <br> Proof of Lemma6

Proof. By definition,

$$
\left\|\Delta G_{i}\right\|_{F} \leq\left\|\hat{G}_{i}-G\left(\hat{P}_{i}\left(s_{f}\right)\right)\right\|_{F}+\left\|G\left(\hat{P}_{i}\left(s_{f}\right)\right)-G\left(\tilde{P}_{i}\right)\right\|_{F}
$$

Thus the task is to prove that each term in the right-hand side of the above inequality is less than $\delta_{4} / 2$. To this end, we firstly study $\left\|\hat{P}_{i}\left(s_{f}\right)-\tilde{P}_{i}\right\|_{F}$. Letting $\hat{p}_{i}=\operatorname{vec}\left(\hat{P}_{i}\right)$, by Lemma 8. Line 6 in Algorithm 1 can be rewritten as

$$
\begin{equation*}
\dot{\hat{p}}_{i}=\mathcal{T}^{1}\left(\psi_{t_{f}}, \zeta_{t_{f}}, \hat{K}_{i}\right) \hat{p}_{i}+\mathcal{T}^{2}\left(\psi_{t_{f}}, \xi_{t_{f}}, \hat{K}_{i}\right) \tag{40}
\end{equation*}
$$

where $\hat{p}_{i}(0) \in \mathbb{R}^{n^{2}}$ and

$$
\begin{aligned}
& \mathcal{T}^{1}\left(\psi_{t_{f}}, \zeta_{t_{f}}, \hat{K}_{i}\right)=\Gamma_{i} D_{m+n+1} \psi_{t_{f}}^{\dagger} \zeta_{t_{f}} D_{n}^{\dagger} \\
& \mathcal{T}^{2}\left(\psi_{t_{f}}, \xi_{t_{f}}, \hat{K}_{i}\right)=\Gamma_{i} D_{m+n+1} \psi_{t_{f}}^{\dagger} \xi_{t_{f}} \\
& \Gamma_{i}=\left(\left[I_{n},-\hat{K}_{i}^{T}\right] \otimes\left[I_{n},-\hat{K}_{i}^{T}\right]\right)\left(\left[I_{m+n}, 0\right] \otimes\left[I_{m+n}, 0\right]\right)
\end{aligned}
$$

For convenience, in the sequel we define

$$
\begin{aligned}
\mathcal{T}_{t_{f}, i}^{1} & =\mathcal{T}^{1}\left(\psi_{t_{f}}, \zeta_{t_{f}}, \hat{K}_{i}\right), \quad \mathcal{T}_{t_{f}, i}^{2}=\mathcal{T}^{2}\left(\psi_{t_{f}}, \xi_{t_{f}}, \hat{K}_{i}\right), \\
\mathcal{T}_{i}^{1} & =\mathcal{T}^{1}\left(\Psi, \mathcal{Z}, \hat{K}_{i}\right), \quad \mathcal{T}_{i}^{2}=\mathcal{T}^{2}\left(\Psi, \Xi, \hat{K}_{i}\right) .
\end{aligned}
$$

Similar arguments applied to (18) with $K=\hat{K}_{i}$ yield

$$
\begin{equation*}
\dot{\bar{p}}_{i}=\mathcal{T}_{i}^{1} \bar{p}_{i}+\mathcal{T}_{i}^{2}, \quad \bar{p}_{i}(0) \in \mathbb{R}^{n^{2}} \tag{41}
\end{equation*}
$$

Since (18) is identical to (7), (41) is identical to (8) with $K$ and $\operatorname{vec}(P)$ replaced by $\hat{K}_{i}$ and $\bar{p}_{i}$ respectively, and

$$
\begin{equation*}
\mathcal{T}_{i}^{1}=\mathcal{A}\left(\hat{K}_{i}\right), \quad \mathcal{T}_{i}^{2}=\operatorname{vec}\left(Q+\hat{K}_{i}^{T} R \hat{K}_{i}\right) . \tag{42}
\end{equation*}
$$

Let $s$ denote the time variable in (40) and 41), since $\mathcal{A}\left(\hat{K}_{i}\right), \hat{K}_{i} \in \mathcal{K}$ is Hurwitz, by Lemma 3

$$
\begin{equation*}
\lim _{s \rightarrow \infty} \bar{P}_{i}(s)=\tilde{P}_{i} \tag{43}
\end{equation*}
$$

where $\bar{P}_{i}=\operatorname{vec}^{-1}\left(\bar{p}_{i}\right)$ and $\tilde{P}_{i}$ is the unique solution of (4) with $K=\hat{K}_{i}$. Let $\mathcal{V}$ be the set of the unique solutions of (4] with $K \in \mathcal{K}$. Then by Corollary $1 \mathcal{V}$ and $\mathcal{K}$ are bounded, and $\mathcal{A}(K)$ is Hurwitz, for $\forall K \in \mathcal{K}$. So $\mathcal{A}(K)$ is Hurwitz, for $\forall K \in \overline{\mathcal{K}}$. Otherwise by definition and continuity of the determinant of a matrix, there must be a limit point of set $\mathcal{K}$, denoted as $K_{\text {lim }}$, such that $\mathcal{A}\left(K_{\text {lim }}\right)$ is singular. Then let $K^{(k)}$ be a sequence of control gains in $\mathcal{K}$ converging to $K_{\text {lim }}$. Again by continuity of determinant of a matrix, we have $\lim _{K \rightarrow \infty} \operatorname{det}\left(K^{(k)}\right)=\operatorname{det}\left(K_{\lim }\right)=0$. Let $P^{(k)}$ be the solution of (4) with $K=K^{(k)}$. Then by (2) and (4) we have $\lim _{k \rightarrow \infty}\left\|P^{(k)}\right\|_{F}=\infty$ which contradicts the boundedness of $\mathcal{V}$. Define $\mathcal{K}_{1}=\{\mathcal{A}(K) \mid K \in \overline{\mathcal{K}}\}$. By continuity, $\mathcal{K}_{1}$ is a compact set of Hurwitz matrices, and there exists a $\delta_{5}>0$, such that any $X \in \overline{\mathcal{K}}_{2}$ is Hurwitz, where $\mathcal{K}_{2}=\left\{X \mid X \in \mathcal{B}_{\delta_{5}}(Y), Y \in \mathcal{K}_{1}\right\}$. Define

$$
\Delta \mathcal{T}_{t_{f}, i}^{1}=\mathcal{T}_{i}^{1}-\mathcal{T}_{t_{f}, i}^{1}, \quad \Delta \mathcal{T}_{t_{f}, i}^{2}=\mathcal{T}_{i}^{2}-\mathcal{T}_{t_{f}, i}^{2}
$$

The boundedness of $\mathcal{K}$, (15), 16) and (42) imply the existence of $t_{1}>0$, such that for any $t_{f} \geq t_{1}$, any $K_{i} \in \mathcal{K}$, almost surely

$$
\begin{equation*}
\mathcal{T}_{t_{f}, i}^{1} \in \overline{\mathcal{K}}_{2}, \quad \mathcal{T}_{t_{f}, i}^{2}<C_{9} \tag{44}
\end{equation*}
$$

where $C_{9}>0$ is a constant. Then $\mathcal{T}_{t_{f}, i}^{1}$ is Hurwitz and (40) admits a unique stable equilibrium, that is,

$$
\begin{equation*}
\lim _{s \rightarrow \infty} \hat{P}_{i}(s)=\stackrel{\circ}{P}_{i} \tag{45}
\end{equation*}
$$

for some $\stackrel{\circ}{P}_{i} \in \mathbb{S}^{n}$. From (40), (41, (43) and 45), we have

$$
\operatorname{vec}\left(\tilde{P}_{i}\right)=-\left(\mathcal{T}_{i}^{1}\right)^{-1} \mathcal{T}_{i}^{2}, \quad \operatorname{vec}\left(\stackrel{\circ}{P}_{i}\right)=-\left(\mathcal{T}_{t_{f}, i}^{1}\right)^{-1} \mathcal{T}_{t_{f}, i}^{2}
$$

Thus by [23], for any $t_{f} \geq t_{1}$ and any $\hat{K}_{i} \in \mathcal{K}$, almost surely

$$
\begin{aligned}
& \left\|\otimes_{i}-\tilde{P}_{i}\right\|_{F} \leq\left\|\left(\mathcal{T}_{i}^{1}\right)^{-1}\right\|_{F}\left(\left\|\Delta \mathcal{T}_{t_{f}, i}^{2}\right\|_{F}+\right. \\
& \left.\left\|\left(\mathcal{T}_{t_{f}, i}^{1}\right)^{-1}\right\|_{F}\left\|\mathcal{T}_{t_{f}, i}^{2}\right\|_{2}\left\|\Delta \mathcal{T}_{t_{f}, i}^{1}\right\|_{F}\right) \\
& \leq C_{10}\left\|\Delta \mathcal{T}_{t_{f}, i}^{2}\right\|_{F}+C_{11}\left\|\Delta \mathcal{T}_{t_{f}, i}^{1}\right\|_{F}
\end{aligned}
$$

where $C_{10}$ and $C_{11}$ are some positive constants, and the last inequality is due to (42], (44) and the fact that $\mathcal{K}_{1}$ and $\overline{\mathcal{K}}_{2}$ are compact sets of Hurwitz matrices. Then for any $\epsilon_{1}>0$, the boundedness of $\mathcal{K}$, 15 and (16) imply the existence of $t_{2} \geq t_{1}$, such that for any $t_{f} \geq t_{2}$, almost surely

$$
\begin{equation*}
\left\|\stackrel{\circ}{P}_{i}-\tilde{P}_{i}\right\|_{F}<\epsilon_{1} / 2 \tag{46}
\end{equation*}
$$

as long as $\hat{K}_{i} \in \mathcal{K}$. By Lemma 7 and 46, for any $t_{f} \geq t_{2}$ and any $\hat{K}_{i} \in \mathcal{K},\left\|\stackrel{\circ}{P}_{i}-\hat{P}_{i}(s)\right\|_{F} \leq a_{0} \exp \left(-b_{0} s\right)\left\|\dot{P}_{i}\right\|_{F} \leq a_{1} \exp \left(-b_{0} s\right)$,
for some $a_{0}>0, b_{0}>0$ and $a_{1}>0$. Therefore there exists a $s_{1}>0$, such that for any $s_{f} \geq s_{1}$ and any $t_{f} \geq t_{2}$, almost surely

$$
\begin{equation*}
\left\|\hat{P}_{i}\left(s_{f}\right)-\stackrel{\circ}{P}_{i}\right\|_{F}<\epsilon_{1} / 2 \tag{47}
\end{equation*}
$$

as long as $\hat{K}_{i} \in \mathcal{K}$. With (46) and (47), we obtain

$$
\begin{equation*}
\left\|\hat{P}_{i}\left(s_{f}\right)-\tilde{P}_{i}\right\|_{F}<\epsilon_{1}, \tag{48}
\end{equation*}
$$

almost surely for any $s_{f} \geq s_{1}$, any $t_{f} \geq t_{2}$, as long as $\hat{K}_{i} \in$ $\mathcal{K}$. Since $\epsilon_{1}$ is arbitrary, we can choose $\epsilon_{1}$ such that almost surely $\left\|G\left(\hat{P}_{i}\left(s_{f}\right)\right)-G\left(\tilde{P}_{i}\right)\right\|_{F}<\delta_{4} / 2$ for any $s_{f} \geq s_{1}$ and any $t_{f} \geq t_{2}$, as long as $\hat{K}_{i} \in \mathcal{K}$.
Secondly, since $\mathcal{V}$ is bounded, by (48) $\hat{P}_{i}\left(s_{f}\right)$ is also almost surely bounded. Thus from Lines 7 to 8 in Algorithm 11 (15) and (16), there exists $t_{3} \geq t_{2}$, such that $\left\|G_{i}-G\left(\hat{P}_{i}\left(s_{f}\right)\right)\right\|_{F}<\delta_{4} / 2$ for any $t_{f} \geq t_{3}$ and any $s_{f} \geq s_{1}$, as long as $\hat{K}_{i} \in \mathcal{K}$.

Setting $s_{0}=s_{1}$ and $t_{0}=t_{3}$ yields $\left\|\Delta G_{i}\right\|<\delta_{4}$.
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