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#### Abstract

The Little map and the Edelman-Greene insertion algorithm, a generalization of the Robinson-Schensted correspondence, are both used for enumerating the reduced decompositions of an element of the symmetric group. We show the Little map factors through Edelman-Greene insertion and establish new results about each map as a consequence. In particular, we resolve some conjectures of Lam and Little.
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## 1 Introduction

### 1.1 Preliminaries

In this paper, we clarify the relationship between two algorithmic bijections, due to Edelman and Greene [6] and to Little [14], respectively, both of which deal with reduced decompositions in the symmetric group $S_{n}$. It is well known that $S_{n}$ can be viewed as a Coxeter group with the presentation
$S_{n}=\left\langle s_{1}, s_{2}, \ldots, s_{n-1}\right| s_{i}^{2}=1, s_{i} s_{j}=s_{j} s_{i}$ for $\left.|i-j| \geq 2, s_{i} s_{i+1} s_{i}=s_{i+1} s_{i} s_{i+1}\right\rangle$

[^0]where $s_{i}$ can be viewed as the transposition ( $i i+1$ ). Let $\sigma=\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n} \in S_{n}$. A reduced decomposition or reduced expression of $\sigma$ is a minimal-length sequence $s_{w_{1}}, s_{w_{2}}, \ldots, s_{w_{m}}$ such that $\sigma=s_{w_{1}}, s_{w_{2}}, \ldots, s_{w_{m}}$. The word $w=w_{1}, w_{2}, \ldots, w_{m}$ is called a reduced word of $\sigma$. It is convenient to refer to a reduced decomposition by its corresponding reduced word and we will conflate the two often. The set of all reduced decompositions of $\sigma$ is denoted $\operatorname{Red}(\sigma)$. An inversion in $\sigma$ is a pair $(i, j)$ with $i<j$ and $\sigma_{i}>\sigma_{j}$. Let $l(\sigma)$ be the number of inversions in $\sigma$. Since each transposition $s_{i}$ either introduces or removes an inversion, for $w=w_{1}, \ldots, w_{m}$ a reduced word of $\sigma$, we can show $m=l(\sigma)$.

The enumerative theory of reduced decompositions was first studied in [18], where using algebraic techniques it is shown for the reverse permutation $\sigma=n \ldots 21$ that

$$
\begin{equation*}
|\operatorname{Red}(\sigma)|=\frac{\binom{n}{2}!}{(2 n-3)(2 n-5)^{2} \cdots 5^{n-2} 3^{n-2}} \tag{1}
\end{equation*}
$$

This is the same as the number of standard Young tableaux with the staircase shape $\lambda=$ $(n-1, n-2, \ldots, 1)$. In addition, Stanley conjectured for arbitrary $\sigma \in S_{n}$ that $|\operatorname{Red}(\sigma)|$ can be expressed as the number of standard Young tableaux of various shapes (possibly with multiplicity). This conjecture was resolved in [6] using a generalization of the Robinson-Schensted insertion algorithm, usually called Edelman-Greene insertion. Edelman-Greene insertion maps a reduced word $w$ to the pair of Young tableaux $(P(w), Q(w))$ where the entries of $P(w)$ are row-and-column strict and $Q(w)$ is a standard Young tableau. The same map also provides a bijective proof of (1), as there is only one possibility for $P(w)$ while every standard $Q(w)$ is possible.

Algebraic techniques developed in [11] can be used to compute the exact multiplicity of each shape for given $\sigma$. A bijective realization of Lascoux and Schützenberger's techniques in this setting is demonstrated in [14]. A descent is an inversion of the form ( $i, i+1$ ). Permutations with precisely one descent are referred to as Grassmannian. There is a simple bijection between reduced words of a Grassmannian permutation $\sigma$ and standard Young tableaux of a shape determined by $\sigma$. The Little map works by applying a sequence of modifications referred to as Little bumps to the reduced word $w$ until the modified word's corresponding permutation is Grassmannian so that it can be mapped to a standard Young tableau denoted LS $(w)$.

### 1.2 Results

Since the Little map's introduction, there has been speculation on its relationship to Edelman-Greene insertion. In the appendix of [8], written by Little, Conjecture 4.3.2 asserts that $\operatorname{LS}(w)=Q(w)$ when the maps are restricted to reduced words of the reverse permutation. Similar comments are made in [14]. We show that the connection is much stronger than previously suspected: this equality is true for every permutation.

Theorem 1 Let w be a reduced word. Then

$$
Q(w)=L S(w)
$$

The proof is based on an argument from canonical form. First, we verify the theorem for the column reading word, a canonical reduced word associated to $P(w)$ that plays nicely with both Edelman-Greene insertion and Little bumps. We then show the statement's truth is invariant under Coxeter-Knuth moves, transformations that traverse the space of reduced words with identical $P(w)$. Using Theorem 1, we also demonstrate a method for computing the set of $P(w)$ associated to the permutation $\sigma$ that is more efficient than those previously known.

Given Theorem 1, one might suspect the respective structures of the two maps are intimately related. Specifically, Conjecture 2.5 of [10] proposes that Little bumps relate to Edelman-Greene insertion in a way that is analogous to the role dual Knuth transformations play for the Robinson-Schensted-Knuth algorithm.

Let $v$ and $w$ be reduced words. We say $v$ and $w$ communicate if there exists a sequence of Little bumps changing $v$ to $w$. This is an equivalence relation as Little bumps are invertible.

Theorem 2 (Lam's Conjecture) Let $v$ and $w$ be two reduced words. Then $v$ and $w$ communicate if and only if $Q(v)=Q(w)$.

For $\sigma$ a permutation, we define a graph $G_{\sigma}$ on $\operatorname{Red}(\sigma)$ by saying two reduced words are adjacent if they differ by a Coxeter-Knuth move. Using Theorem 2, we demonstrate this graph is a dual equivalence graph, as introduced in [4] and expanded on in [16].

Theorem 3 The graph $G_{\sigma}$ is a dual equivalence graph.
Theorem 3 is an observation of Sara Billey (in a private communication), and our proof strategy follows closely her original proof. A last consequence of our work is Algorithm 4.3, which computes the set of Edelman-Greene $P$ tableaux associated to a permutation. We have not investigated whether this algorithm is more efficient than the algorithms in [15] for the same purpose; however, our algorithm is easier to implement, and perhaps conceptually clearer.

### 1.3 Random sorting networks

In recent years, there has been interest in the properties of randomly chosen reduced decompositions for the reverse permutation, known as random sorting networks. introduced in [3] and studied further in [1,2]. Little is known about these objects rigorously, though conjectures are plentiful, striking, and strongly supported by numerical evidence. Most of the results that are known come from analyzing the asymptotics of staircase-shaped Young tableaux, by way of the Edelman-Greene correspondence.

For instance, it is conjectured in [3, Conjecture 2] that the "partial" permutation matrix of a random sorting network, obtained by concatenating the first half of the transpositions, has its nonzero entries distributed according to the Archimedean distribution. Curiously, this distribution is also found in the limiting shape of a random domino tiling of the Aztec Diamond [5]. However, the current best result in this direction [3, Theorem 4] is an octagonal bound on the support of the nonzero entries in the partial permutation matrix. The bound is obtained by computing the limiting profile of
a random staircase Young tableau (which can be done precisely), and then attempting to push this information through the Edelman-Greene correspondence (which cannot).

We think that an incomplete understanding of the Edelman-Greene algorithm is one of the main obstacles to progress on the random sorting network problem. As such, we hope that by strengthening the combinatorial foundations of this area, better asymptotic characterizations of random sorting networks will be attained. We regard this paper as a first step in this direction.

### 1.4 Structure of the paper

In the second section, we review those parts of $[6,14]$ which we need: we define Edelman-Greene insertion and the Little map, as well as generalized Little bumps. Additionally, we state some properties of these maps that are important to our work. The third section defines Coxeter-Knuth transformations and studies their interaction with Little bumps and action on $Q(w)$. We conclude in the fourth section by proving our main results and resolving several conjectures of Little and Lam.

## 2 Two maps

### 2.1 Edelman-Greene insertion

In order to define Edelman-Greene insertion, we must first define a rule for inserting a number into a tableau. Let $n \in \mathbb{N}$ and $T$ be a tableau with rows $R_{1}, R_{2}, \ldots, R_{k}$ where $R_{i}=r_{1}^{i} \leq r_{2}^{i} \leq \cdots \leq r_{l_{i}}^{i}$. We define the insertion rule for Edelman-Greene insertion, following [6].

1. If $n \geq r_{l_{1}}^{1}$ or if $R_{1}$ is empty, adjoin $n$ to the end of $R_{1}$.
2. If $n<r_{l_{1}}^{1}$, let $j$ be the smallest number such that $n<r_{j}^{1}$.
(a) If $r_{j}^{1}=n+1$ and $r_{j-1}^{1}=n$, insert $n+1$ into $T^{\prime}=R_{2}, \ldots, R_{k}$ and leave $R_{1}$ unchanged.
(b) Otherwise, replace $r_{j}^{1}$ with $n$ and insert it into $T^{\prime}=R_{2}, \ldots, R_{k}$.

Aside from 2(a), this is the RSK insertion rule. Such exceptional bumps are referred to as special. For $w=w_{1} \ldots w_{m}$ a word (not necessarily reduced), we define $\operatorname{EG}(w)=$ $(P(w), Q(w))$ via the following sequence of tableaux (see Fig. 1 for an example). We obtain $P_{1}(w)$ by inserting $w_{m}$ into the empty tableau. Then $P_{j}(w)$ is obtained by inserting $w_{m-j+1}$ into $P_{j-1}(w)$. Note we are inserting the entries of $w$ from right to left. At each step, one additional box is added. In $Q(w)$, the entry of each box records the time of the step in which it was added. From this, we can conclude that $Q(w)$ is a standard Young tableau. Note the fourth insertion in Fig. 1 follows 2(a). For $w$ a reduced word of some $\sigma$, it is shown in [6] that the entries of $P(w)$ are strictly increasing across rows and down columns. Additionally, we can recover $\sigma$ from $P(w)$ with no additional information, that is $P(w)$ determines $\sigma$.

|  |  |  |  |  |  |  |  |  |  |  | $Q$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $P_{2}$ | $Q$ |  |  |  | $Q$ | 2 | 3 | 1 | 3 |
| $P_{1}$ | $Q_{1}$ | 2 | 1 | 2 | 3 | 1 | 3 | 3 |  | 2 |  |
| 4 | 1 | 4 | 2 | 4 |  | 2 |  | 4 |  | 4 |  |


|  | $P_{5}$ |
| :--- | :--- |
| 1 | 3 |
| 2 |  |
| 3 |  |
| 4 |  |

Fig. 1 Edelman-Greene insertion for $w=4,2,1,2,3,2,4$

### 2.2 Grassmannian permutations

Recall a permutation $\sigma$ is Grassmannian if it has exactly one descent. We can then write

$$
\sigma=a_{1} a_{2} \ldots a_{k} b_{1} b_{2} \ldots b_{n-k}
$$

where $\left\{a_{i}\right\}_{i=1}^{k}$ and $\left\{b_{j}\right\}_{j=1}^{n-k}$ are increasing sequences with $a_{k}>b_{1}$. A word $w$ is Grassmannian if it is the reduced word of a Grassmannian permutation. From the Grassmannian word $w=w_{1}, \ldots, w_{m}$ we construct a tableau $\operatorname{Tab}(w)$ as follows. Index the columns of $\operatorname{Tab}(w)$ by $b_{1}, \ldots, b_{n-k}$ and the rows by $a_{k}, a_{k-1}, \ldots, a_{1}$. Since all inversions in $\sigma$ feature an $a_{i}$ and a $b_{j}$, each $w_{l}$ in $w$ represents the swap between an $a_{i}$ and a $b_{j}$. For $w_{l}$, we enter $m+1-l$ in the column indexed by $a_{i}$ and $b_{j}$. If $a_{i}$ swaps with $b_{j}$, we see it must later swap with each smaller $b$. This shows entries are increasing across rows. Likewise, if $b_{j}$ swaps with $a_{i}$, it must later swap with each larger $a$ so entries increase down columns. From this, we can conclude that $\operatorname{Tab}(w)$ is a standard Young tableau whose shape is determined by $\sigma$. There is an example of Tab in Fig. 2. For a given Grassmannian permutation $\sigma$, this map is a bijection as the process is easily reversed. Multiple Grassmannian permutations may correspond to the same shape. However, they will only differ by some fixed points at the beginning and end of the permutation.

### 2.3 Little bumps and the Little map

We now describe the method in [14] for transforming an arbitrary reduced word into the reduced word of a Grassmannian permutation. This method is implemented in an easy-to-use Java applet [13] and we strongly recommend that the reader follow along in our descriptions using this software, if possible. Let $w=w_{1} \ldots w_{m}$ be a reduced word and $w^{(i)}=w_{1} \ldots w_{i-1} w_{i+1} \ldots w_{m}$. We construct

$$
w^{(i-)}= \begin{cases}w_{1} \ldots w_{i-1}\left(w_{i}-1\right) w_{i+1} \ldots w_{m} & \text { if } w_{i}>1 \\ \left(w_{1}+1\right) \ldots\left(w_{i-1}+1\right) w_{i}\left(w_{i+1}+1\right) \ldots\left(w_{m}+1\right) & \text { if } w_{i}=1\end{cases}
$$



Fig. 2 The Little map for the reduced word $w=4212324$ of $\sigma=35241$. The dashed crosses show the modifications made by the next Little bump
by decrementing $w_{i}$ by one or incrementing each other entry if $w_{i}=1$.
Let $w$ be a reduced word such that $w^{(i)}$ is also reduced. Note $w^{(i-)}$ may not be reduced, as $w_{i}-1$ may swap the same values as some $w_{j}$ with $j \neq i$. However, this is the only way $w^{(i-)}$ can fail to be reduced as $w^{(i)}$ is reduced and we have added only one additional swap. Removing $w_{j}$ from $w^{(i-)}$, we obtain a new reduced word $w^{(i-)(j)}$. Repeating this process of decrementation, we can construct $w^{(i-)(j-)}$ and so on until $w$ has been transformed into a reduced word $v=v_{1} \ldots v_{m}$. We refer to this process as a Little bump beginning at position $i$ and say $v=w \uparrow_{i}$, where $i$ is the initial index the bump was started at. To see that this process terminates, we refer to the following lemma.

Lemma 1 (Lemma 5, [14] ) Let we a reduced word such that $w^{(i)}$ is reduced. Let $i_{1}, i_{2}, \ldots$ be the sequence of indices decremented in $w \uparrow_{i}$. Then no two of $i_{1}, i_{2}, \ldots$ are equal.

Since $w$ is finite, we see the process terminates so that $w \uparrow_{i}$ is well defined. We highlight a property of Little bumps observed in [14], that they preserve the descent structure of $w$.

Corollary 1 Let $w=w_{1}, \ldots, w_{m}$ and $v=v_{1}, \ldots, v_{m}$ be reduced words and $\uparrow$ be a Little bump such that $v=w \uparrow$. Then $v_{i}>v_{i+1}$ if and only if $w_{i}>w_{i+1}$ for all $i$.

Proof Let $w_{i}>w_{i+1}$. As each $w_{i}$ is decremented at most once, we see $v_{i} \geq v_{i+1}$, but $v_{i} \neq v_{i+1}$. Thus, $v_{i}>v_{i+1}$. By the same reasoning, if $w_{i}<w_{i+1}$, we see $v_{i}<v_{i+1}$.

Let $w$ be a reduced word of $\sigma \in S_{n}$. We define the Little map $\operatorname{LS}(w)$.

1. If $w$ is a Grassmannian word, then $\operatorname{LS}(w)=\operatorname{Tab}(w)$
2. If $w$ is not a Grassmannian word, identify the swap location $i$ of the last inversion (lexicographically) in $\sigma$ and output $\operatorname{LS}\left(w \uparrow_{i}\right)$.

It is a result from [14] extending work in [11] that LS terminates. We then see that $w \mapsto \operatorname{LS}(w)$ where $\operatorname{LS}(w)$ is a standard Young tableau. An example can be seen in Fig. 2, where the word $w$ is represented by its wiring diagram: an arrangement of horizontal, parallel wires spaced one unit apart, labeled 1 through $n$ on the left-hand side, in which each letter in the word $w$ is represented by a crossing of wires.

## 3 The action of Coxeter-Knuth moves

### 3.1 Basics of Coxeter-Knuth moves

First introduced in [6], Coxeter-Knuth moves are perhaps the most important tool for studying Edelman-Greene insertion. They are modifications of the second and third Coxeter relations. Let $a<b<c$ and $x$ be integers. The three Coxeter-Knuth moves are the modifications

1. $a c b \leftrightarrow c a b$
2. $b a c \leftrightarrow b c a$
3. $x(x+1) x \leftrightarrow(x+1) x(x+1)$
applied to three consecutive entries of a reduced word. Let $w=w_{1}, w_{2}, \ldots, w_{m}$ be a reduced word of $\sigma$ and $\alpha$ denote a Coxeter-Knuth move on the entries $w_{i-1} w_{i} w_{i+1}$. Since $a<b<c$, if $\alpha$ is of type one or two we have $w \alpha$ a reduced word of $\sigma$ as well by the second Coxeter relation. If $\alpha$ is of type three then $w \alpha$ is a reduced word of $\sigma$ by the third Coxeter relation. We say two reduced words $v$ and $w$ are Coxeter-Knuth equivalent if there exists a sequence $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}$ of Coxeter-Knuth moves such that

$$
v=w \alpha_{1} \ldots \alpha_{k} .
$$

Note that two Coxeter-Knuth equivalent reduced words must correspond to reduced decompositions of the same permutation. We can see their action on wiring diagrams in Fig. 3.

Coxeter-Knuth moves play a role in the study of Edelman-Greene insertion analogous to that of Knuth moves in the study of RSK insertion.

Theorem 4 (Theorem 6.24 in [6]) Let $v$ and $w$ be reduced words. Then $P(v)=P(w)$ if and only if $v$ and $w$ are Coxeter-Knuth equivalent.


Fig. 3 The three types of Coxeter-Knuth moves acting on wiring diagrams

### 3.2 The action of Coxeter-Knuth moves on $Q(w)$

In order to understand the relationships of Coxeter-Knuth moves and Little bumps, we must first understand in greater detail how Coxeter-Knuth moves relate to EdelmanGreene insertion. From Theorem 4, we understand how Coxeter-Knuth moves relate to $P(w)$. We must also understand their action on $Q(w)$. For $T$ a standard Young tableau with $n$ entries, let $T t_{i, j}$ be the Young tableau obtained by swapping the entries labeled $n-i$ and $n-j$. Note this notation is unintuitive, as we use $i$ to index the position in the word, rather than the label in $T$.

Lemma 2 Let $w=w_{1} \ldots w_{m}$ be a reduced word and $\alpha$ be a Coxeter-Knuth move on $w_{i-1} w_{i} w_{i+1}$. If $\alpha$ is a Coxeter-Knuth move of type one or three, then

$$
Q(w \alpha)=Q(w) t_{i-1, i} .
$$

If $\alpha$ is a Coxeter-Knuth move of type two, then $\alpha$ acts on $Q(w)$ as above or

$$
Q(w \alpha)=Q(w) t_{i, i+1} .
$$

Proof For $w=w_{1} \ldots w_{m}$ a reduced word we see $\left.w\right|_{i-1}:=w_{i-1} w_{i} \ldots w_{m}$ is also a reduced word. Let $\alpha$ be a Coxeter-Knuth move on $w_{i-1} w_{i} w_{i+1}$. By Theorem ?? we see

$$
P\left(\left.w\right|_{i-1}\right)=P\left(\left.w\right|_{i-1} \alpha\right)=P\left(\left.w \alpha\right|_{i-1}\right)
$$

as they differ by a Coxeter-Knuth move. Since $w_{1} \ldots w_{i-2}$ remain unmodified, their insertion is unchanged. Additionally, as $\left.w\right|_{i+2}=\left.w \alpha\right|_{i+2}$ we see $Q\left(\left.w\right|_{i+2}\right)=$ $Q\left(\left.w \alpha\right|_{i+2}\right)$, so changes in $Q(w)$ can only occur at the entries labeled $m-i+1, m-i$ and $m-i-1$. The remainder of this argument is adapted from the proof for Theorem 6.24 in [6]. The strategy of proof is to analyze the insertion of the triplet $w_{i-1} w_{i} w_{i+1}$ and its counterpart in $w \alpha$ into one row of $P\left(\left.w\right|_{i+2}\right)$. If one such $w_{j}$ fails to bump anything, the analysis is straightforward. Otherwise the three entries bumped by each will continue to differ by a Coxeter-Knuth move, allowing us to reduce the problem to the previous case.

1. In this case, we do not need to complete the full analysis described above. Let $\alpha$ be a Coxeter-Knuth move of type one. Then $w_{i+1}$ inserts into the same spot in $P\left(\left.w\right|_{i+2}\right)$ for both $w$ and $w \alpha$. Since $Q(w) \neq Q(w \alpha)$, we see $Q(w \alpha)=Q(w) t_{i-1, i}$.
2. Let $\alpha$ be a Coxeter-Knuth move of type three. This case is treated now as we will use it in the case where $\alpha$ is a move of type two. We compare the insertion of $x(x+1) x$ and $(x+1) x(x+1)$ into the same row of $P\left(\left.w\right|_{i+2}\right)$. Assume both $x$ and $x+1$ bump an entry of the row. Let $p$ denote the entry bumped by $x, \epsilon_{1}$ be the entry preceding $p$ and $\epsilon_{2}$ be the entry following $p$. If $p>x+1$, we see $x$ and $x+1$ are inserted into the same position, so $Q(w \alpha)=Q(w) t_{i-1, i}$ as in the first case. Let $p=x+1$. Since $\left.w\right|_{i+2}$ is reduced, $\epsilon_{2}=x+2$ (otherwise, inserting $x+1$ first would leave consecutive occurrences of $x+1$ ). There are two remaining possibilities: $\epsilon_{1}<x$ or $\epsilon_{1}=x$. Let $\epsilon_{1}<x$. Upon inserting $x(x+1) x$ into the row, we see the first $x$ bumps $x+1, x+1$ bumps $x+2$ and the second $x$ bumps the $x+1$ just inserted (a special bump), so that $(x+1)(x+2)(x+1)$ is inserted into the next row. Upon inserting $(x+1) x(x+1)$ into the row, we see the first $x+1$ produces a special bump of $x+2$, the $x$ bumps $x+1$ and the second $x+1$ bumps the $x+2$ remaining after the special bump, so that $(x+2)(x+1)(x+2)$ is inserted into the next row. The case where $\epsilon_{1}=x$ is simpler. Every bump is a special bump, so that $p$ and $\epsilon_{2}$ are unchanged throughout the insertion process. Each $x$ and $x+1$ will bump an entry precisely one larger, so that the entries to be inserted into the next row will be $(x+1)(x+2)(x+1)$ and $(x+2)(x+1)(x+2)$, respectively. In both cases, we are left with a Coxeter-Knuth move of type three.
If one of the three inserted letters does not bump an entry of the row, we see the largest entry $k$ of the row must be less than $x+1$. As $P\left(\left.w \alpha\right|_{i+1}\right)$ is row and column strict, we see $k<x$, so $x$ or $x+1$ would both insert at the end of the row. Thus, $Q(w \alpha)=Q(w) t_{i-1, i}$.
3. Let $\alpha$ be a Coxeter-Knuth move of type two. For $a<b<c$, we compare the insertion of $b c a$ and bac into a row of $P\left(\left.w\right|_{i+2}\right)$ bumping $p q r$ and $p^{\prime} q^{\prime} r^{\prime}$, respectively. If $p=p^{\prime}$, we see $Q(w \alpha)=Q(w) t_{i-1, i}$ as as in the first case. Assume $p \neq p^{\prime}$. One can then check that $a$ and $c$ bump the same entries regardless of order, so that $p=q^{\prime}$ and $q=p^{\prime}$. If $b$ bumps the same entry in each case, it is straightforward to see that $p q r$ and $p^{\prime} q^{\prime} r^{\prime}$ differ by a Coxeter-Knuth move of type two. The only way this does not occur is if $q=p+1$ (so they are next to each other) with $c=p$. In this case, upon inserting $b c a$ we obtain $q(q+1) q$, while the insertion of bac produces $(q+1) q(q+1)$ as the bump of $q+1$ by $c$ is special. Therefore, we are left with another Coxeter-Knuth move of type two or one of type three. In the latter case, we see $Q(w \alpha)=Q(w) t_{i-1, i}$ by the second case.
If some letter does not bump an entry of the row, there are two possibilities. Let $k$ be the largest entry of the row. If $k<a$, then $a$ and $c$ would insert into the same position, so $Q(w \alpha)=Q(w) t_{i-1, i}$. If $a<k<c$, then $c$ inserts on the end of the row and $a$ bumps the same entry $x$ of the row regardless of the order of insertion. Since $x$ is the only entry bumped, we see $P\left(\left.w\right|_{i}\right)=P\left(\left.w \alpha\right|_{i}\right)$. Therefore, $Q(w \alpha)=Q(w) t_{i, i+1}$.

### 3.3 Coxeter-Knuth moves and Little bumps

We now set out to show that Coxeter-Knuth moves commute with Little bumps. This requires two results. The first is that the order we perform a Coxeter-Knuth move $\alpha$ and a Little bump $\uparrow$ does not affect the resulting reduced word.

Lemma 3 Let $w=w_{1} \ldots w_{m}$ be a reduced word, $\alpha$ a Coxeter-Knuth move on $w_{i-1} w_{i} w_{i+1}$, and $\uparrow_{j, k}$ be a Little bump begun at the swap between the $j$ and $k t h$ trajectories. Then

$$
(w \alpha) \uparrow_{j, k}=\left(w \uparrow_{j, k}\right) \alpha .
$$

Note that $\alpha$ is used here to represent two Coxeter-Knuth moves, possibly of different types, on the same indices.

Proof Let $v=w \uparrow_{j, k}$ and $v^{\prime}=(w \alpha) \uparrow_{j, k}$. Recall from Lemma 1 and Corollary 1 that $w_{j}-v_{j} \in\{0,1\}$ and $v$ has the same descent structure of $w$.

1. Let $\alpha$ be a Coxeter-Knuth move of the first type, i.e. $w_{i-1} w_{i} w_{i+1} \mapsto w_{i} w_{i-1} w_{i+1}$ with $w_{i+1}$ strictly between $w_{i-1}$ and $w_{i}$. Since a Little bump decrements an entry of $w$ by at most one, one can check that if $w_{i+1}$ differs from $w_{i}$ or $w_{i-1}$ by more than one, we can perform a Coxeter-Knuth move of type one on $v_{i-1} v_{i} v_{i+1}$. In the event that they differ by exactly one and the largest entry is decremented, we see in Fig. 4 that after the bump they differ by a Coxeter-Knuth move of the third type.
2. Let $\alpha$ be a Coxeter-Knuth move of the second type, i.e. $w_{i-1} w_{i} w_{i+1} \mapsto$ $w_{i-1} w_{i+1} w_{i}$ with $w_{i-1}$ strictly between $w_{i+1}$ and $w_{i}$. Since a Little bump decrements an entry of $w$ by at most one, one can check that if $w_{i-1}$ differs from $w_{i}$ or $w_{i+1}$ by more than one, there is a Coxeter-Knuth move of type two on $v_{i-1} v_{i} v_{i+1}$. In the event that they differ by exactly one and the largest entry is bumped, we see in Fig. 4 that after the bump they differ by a Coxeter-Knuth move of the third type.
3. Let $\alpha$ be a Coxeter-Knuth move of the third type. In the event that all three entries are bumped, the resulting entries will continue to differ by a Coxeter-Knuth move of the third type. In the event fewer entries (but not zero) are bumped, we see in Fig. 5 that there will be a Coxeter-Knuth move of the first or second type remaining.


Fig. 4 Transitional bumps for type one and two Coxeter-Knuth moves


Fig. 5 Transitional bumps for type three Coxeter-Knuth moves

We next show that the rest of the Little bump proceeds in the same manner once the crossings involved in the Coxeter-Knuth move have been bumped. To see this, we need only observe that the last bumped swap is between the same two trajectories. This can be verified readily by examining Figs. 4 and 5.
The preceding argument assumes that the bumping path does not return to the crossings involved in the Coxeter-Knuth move. It is possible that the bumping path passes through the crossings involved in the Coxeter-Knuth path twice (but no more than that, by Lemma 1). However, the same argument applies, showing that all three crossings are bumped regardless of whether the Coxeter-Knuth move is performed before or after the bump.

We now show that the action of a Coxeter-Knuth move on $Q(w)$ remains the same after applying a Little bump. Combined with Lemma 3, this shows that the order in which Coxeter-Knuth moves and Little bumps are performed on a reduced word $w$ does not affect either the resulting reduced word or the resulting recording tableau.

Lemma 4 Let $w$ be a reduced word, $\alpha$ be a Coxeter-Knuth move and $\uparrow$ a Little bump. Then $Q(w \alpha)=Q(w) t_{i, i+1}$ if and only if $Q(w \uparrow \alpha)=Q(w \uparrow) t_{i, i+1}$.

Proof Let $w=w_{1} \ldots w_{n}$ be a reduced word and $\alpha$ a Coxeter-Knuth move acting on $w$ such that $Q(w \alpha)=Q(w) t_{i, i+1}$. Then by Lemma 2, there are two cases: $\alpha$ is either acting on $w_{i-1} w_{i} w_{i+1}$, or on $w_{i} w_{i+1} w_{i+2}$. We first show $Q((w \alpha) \uparrow)=Q(w \uparrow) t_{i, i+1}$ for the case where $\alpha$ acts on $w_{i-1} w_{i} w_{i+1}$. Note that Lemma 2 implies that $\alpha$ 's action on $w$ is that of a Coxeter-Knuth move of type 2 .

Let $w^{\prime}=w \alpha$. Then $\left.w\right|_{i}=w_{i} w_{i+1} w_{i+2} \ldots w_{n}$ and $\left.w^{\prime}\right|_{i}=w_{i+1} w_{i} w_{i+2} \ldots w_{n}$ are the parts of $w$ and $w^{\prime}$, respectively to the right of $w_{i-1}$. Applying Edelman-Greene insertion to $\left.w\right|_{i}$ and $\left.w^{\prime}\right|_{i}$, we see $Q\left(\left.w\right|_{i}\right)=Q\left(\left.w^{\prime}\right|_{i}\right) t_{i, i+1}$, so $P\left(\left.w\right|_{i}\right)$ and $P\left(\left.w^{\prime}\right|_{i}\right)$ have the same shape. Moreover, we see that $P\left(\left.w\right|_{i-1}\right)=P\left(\left.w^{\prime}\right|_{i-1}\right)$ (that is, after one more insertion the two P-tableaux coincide), since $\left.w\right|_{i-1} \alpha=\left.w^{\prime}\right|_{i-1}$. Additionally, the largest label $n-i-1$ is in the same entry of $Q\left(\left.w\right|_{i-1}\right)$ and $Q\left(\left.w^{\prime}\right|_{i-1}\right)$ so the insertion of $w_{i-1}$ terminates in the same cell. Each step of Edelman-Greene insertion is bijective. Therefore, upon reversing the last insertion, we find $P\left(\left.w\right|_{i}\right)=P\left(\left.w^{\prime}\right|_{i}\right)$.

Then by Theorem 4, there exists a sequence of Coxeter-Knuth moves $\alpha_{1} \ldots \alpha_{m}$ such that $\left.w\right|_{i}=\left.w^{\prime}\right|_{i} \alpha_{1}, \ldots, \alpha_{m}$. We then see

$$
Q\left(\left.w \uparrow\right|_{i}\right)=Q\left(\left.\left(w^{\prime} \alpha_{1} \ldots \alpha_{m}\right) \uparrow\right|_{i}\right)=Q\left(\left.\left(w^{\prime} \uparrow\right) \alpha_{1} \ldots \alpha_{m}\right|_{i}\right)
$$

by Lemma 3. Therefore, $\left.w \uparrow\right|_{i}$ and $\left.w^{\prime} \uparrow\right|_{i}$ differ solely at their first two positions and are Coxeter-Knuth equivalent, so we see $Q\left(\left.w \uparrow\right|_{i}\right)$ and $Q\left(\left.w^{\prime} \uparrow\right|_{i}\right)$ have the same shape with $Q\left(\left.w \uparrow\right|_{i}\right)=Q\left(\left.w^{\prime} \uparrow\right|_{i}\right) t_{i, i+1}$. Thus, $Q(w \uparrow)=Q\left(w^{\prime} \uparrow\right) t_{i, i+1}=Q(w \alpha \uparrow) t_{i, i+1}$. Since the inverse of a Little bump is also a Little bump, the converse holds as well. Therefore, in the case where $\alpha$ acts on $w_{i-1} w_{i} w_{i+1}$, we see $Q(w \alpha)=Q(w) t_{i, i+1}$ if and only if $Q(w \uparrow \alpha)=Q(w \uparrow) t_{i, i+1}$.

For the case where $\alpha$ acts on $w_{i} w_{i+1} w_{i+2}$, we argue by contradiction. Assume $Q(w \alpha)=Q(w) t_{i, i+1}$, but $Q(w \alpha \uparrow) \neq Q(w \uparrow) t_{i, i+1}$. By Lemma 2 we see $Q(w \alpha \uparrow)=$ $Q(w \uparrow) t_{i+1, i+2}$. Applying the first case to $w \uparrow$, we conclude $Q(w \alpha)=Q(w) t_{i+1, i+2}$, a contradiction. Thus, $Q(w \alpha)=Q(w) t_{i, i+1}$ if and only if $Q(w \uparrow \alpha)=Q(w \uparrow) t_{i, i+1}$.

## 4 Proof of results

### 4.1 The Grassmannian case

Before proving Theorem 1, we need to establish the base case where $w$ is a Grassmannian word. In order to do so, we must understand which entries are exchanging places with each swap. For $w=w_{1} \ldots w_{m}$ a reduced word, we define $\sigma^{i}=s_{w_{1}} s_{w_{2}} \ldots s_{w_{i}}$ where $\sigma^{0}$ is the identity permutation. The $l$ th trajectory of $w$ is the sequence $\left\{\left(\sigma^{i}\right)^{-1}(l)\right\}_{i=0}^{m}$. For $w$ a Grassmannian word of $\sigma=$ $a_{1} a_{2} \ldots a_{k} b_{1} b_{2} \ldots b_{n-k}$, observe that the $j$ th column of $\operatorname{Tab}(w)$ lists the times for all swaps featuring $b_{j}$. Since all such swaps increase the position of $b_{j}$, we can reconstruct its trajectory from the number and location of these swaps. Similarly, we can reconstruct the trajectory of each $a_{i}$ from the $k+1-i$ th row of $\operatorname{Tab}(w)$. We will find it convenient to identify the $l$ th trajectory of a Grassmannian word with the indices $\left\{i_{1}, i_{2}, \ldots, i_{t_{l}}\right\} \subset[n]$ of the swaps featuring $l$. Since insertion takes place from right to left, we index the entries such that $i_{1}>i_{2}>\cdots>i_{t_{l}}$.

Lemma 5 Let $w=w_{1} \ldots w_{m}$ be a reduced decomposition of a Grassmannian permutation $\sigma$. Then $\operatorname{Tab}(w)=Q(w)$.

Proof Let $\sigma=a_{1} a_{2} \ldots a_{k} b_{1} b_{2} \ldots b_{n-k}$ be a Grassmannian permutation with sole descent $a_{k} b_{1}$ and $w=w_{1} \ldots w_{m}$ a reduced decomposition of $\sigma$. Note the trajectories of the $b_{j}$ 's are non-intersecting as no two swap with each other.

We now show that when applying Edelman-Greene insertion to $w$, if $w_{l}$ changes the trajectory of $b_{j}$ at time $l$, then $w_{l}$ will be inserted into the $j$ th column of $P_{n+1-l}(w)$ and each entry bumped during this insertion will in turn insert into the $j$ th column. From this and the definition of Tab, we can conclude that $\operatorname{Tab}(w)=Q(w)$.

If $b_{1}$ has the only non-trivial trajectory amongst the $b_{j}$, then $Q(w)=\operatorname{Tab}(w)$ trivially; there is only one column in $\operatorname{Tab}(w)$. Assume there are multiple $b_{j}$ with nontrivial trajectories. Let $\left\{i_{1}, i_{2}, \ldots, i_{t_{2}}\right\}$ be the trajectory of $b_{2}$. Note $w_{i_{k}}=w_{i_{k+1}}+1$.

Then, $b_{1}$ has trajectory $\left\{l_{1}, \ldots, l_{t_{1}}\right\}$ with $t_{1} \geq t_{2}$ and $l_{k}>i_{k}$, i.e. the $k$ th from last swap featuring $b_{1}$ comes later than the $k$ th from last featuring $b_{2}$ and so on. Inserting from right to left, we see that upon inserting any $w_{i_{j}}$, we will have already inserted $w_{l_{j}}$. Therefore, $w_{i_{1}}$ will be inserted into the second column as any previously inserted entry will be from the trajectory of $b_{1}$, and thus have inserted into the first column. When $w_{i_{2}}$ is inserted, it too will insert into the second column as $w_{l_{2}}$ will have been inserted into the first column. For identical reasons as before, $w_{i_{1}}$ will remain in the second column upon being bumped. We then see inductively that, unimpeded by other swaps, the trajectory of $b_{2}$ will insert one after another into the second column.

The same argument applies to $b_{3}$ and so on. Thus, $\operatorname{Tab}(w)=Q(w)$.
Corollary 2 For w a Grassmannian word, Edelman-Greene insertion coincides with RSK insertion performed on the reverse word.

Proof The argument in Lemma 5 shows there are no special bumps, so the two algorithms agree.

Remark 1 As pointed out by a referee, Corollary 2 implies that Lemma 5 is essentially a fact about the RSK algorithm, so an alternative approach to proving these two facts is possible. The sketch of this alternative argument is as follows. First, prove the statement of Corollary 2 independently: roughly, Grassmannian words come from 321-avoiding permutations, so special bumps cannot occur. Then, apply Green's theorem [9] to identify the longest increasing subsequences in $w$ with trajectories in the wiring diagram of $W$, proving the statement of Lemma 5 .

### 4.2 The column reading word

The only ingredient missing from our argument is a canonical form that is invariant under Little bumps.

Definition 1 For $T$ a Young tableau with columns $C^{1}, C^{2}, \ldots, C^{m}$ where $C^{i}=$ $c_{1}^{i}, c_{2}^{i}, \ldots, c_{k}^{i}$ with $c_{j}^{i}$ being the $(j, i)$ th entry of $T$. We define the column reading word of $T$ to be the word

$$
\tau(T)=C^{m} C^{m-1} \ldots C^{1} .
$$

If $T$ is row and column strict then $P(\tau(T))=T$ and each column of $Q(\tau(T))$ has consecutive entries. For $w$ a reduced word, we define $\tau(w)$ to be $\tau(P(w))$. By the previous observation, $w$ and $\tau(w)$ are Coxeter-Knuth equivalent.

For example, the tableau in Fig. 2 has columns 1245, 36 and 7, so its column word is 7361245. One can think of the column reading word as closely related to the bottom-up reading word. Since insertion takes place from right to left, the column reading word is in some sense its transpose.

Lemma 6 Let $w$ be a reduced word and $\uparrow$ a Little bump on $w$. Then

$$
Q(\tau(w))=Q(\tau(w) \uparrow)
$$

Proof Let $w$ be a reduced word, $\tau(w)=C^{m} C^{m-1} \ldots C^{1}$ and $\tau(w) \uparrow=D^{m} D^{m-1} \ldots D^{1}$ where $\left|C^{i}\right|=\left|D^{i}\right|$ (note $D^{k}$ is not a priori a column of $P(\tau(w) \uparrow)$ ). Since $\tau(w)$ and $\tau(w) \uparrow$ have the same descent structure, we see $C^{1}$ and $D^{1}$ insert identically. As each entry of $\tau(w) \uparrow$ is decremented at most once and $P(\tau(w))$ is row and column strict, we see

$$
d_{i}^{k} \leq c_{i}^{k} \leq d_{i}^{k}+1 \leq d_{i}^{k+1}
$$

so $d_{i}^{k+1}$ will not bump any $d_{j}^{k}$ with $j \leq i$. Therefore, any entry of $D^{k}$ will stay in the $k$ th column of $P(\tau(w) \uparrow)$ for all $k$, that is the entries of the $k$ th column of $P(\tau(w) \uparrow)$ are $D^{k}$. Thus, $\tau(w) \uparrow$ is a column reading word with identical column sizes, so $Q(\tau(w))=Q(\tau(w) \uparrow)$.

### 4.3 Proof of Theorem 1 and its corollaries

Combining Lemma 6 with Lemmas 3 and 4, we can conclude the following:
Proposition 1 Let $w$ be a reduced word and $\uparrow$ be a Little bump on $w$. Then

$$
Q(w)=Q(w \uparrow) .
$$

Proof Let $w$ be a reduced word. There exists a sequence $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}$ of CoxeterKnuth moves such that $w=\tau(w) \alpha_{1} \ldots \alpha_{k}$. As $Q(\tau(w))=Q(\tau(w) \uparrow)$ by Lemma 6, we compute

$$
\begin{aligned}
Q(w) & =Q\left(\tau(w) \alpha_{1} \ldots \alpha_{k}\right) \\
& =Q\left((\tau(w) \uparrow) \alpha_{1} \ldots \alpha_{k}\right) \\
& =Q\left(\left(\tau(w) \alpha_{1} \ldots \alpha_{k}\right) \uparrow\right)=Q(w \uparrow)
\end{aligned}
$$

where the second equality follows from Lemmas 4 and 6 and the third equality follows from Lemma 3.

Proof (Proof of Theorem 1) Let $w$ be a reduced word and $\uparrow_{i_{1}}, \ldots, \uparrow_{i_{k}}$ be the sequence of canonical Little bumps. By Prop 1 and Lemma 5, we see

$$
Q(w)=Q\left(w \uparrow_{i_{1}} \cdots \uparrow_{i_{k}}\right)=\operatorname{Tab}\left(w \uparrow_{i_{1}} \ldots \uparrow_{i_{k}}\right)=\operatorname{LS}(w) .
$$

We now demonstrate several consequences. First, we show how to use our results to compute the set of $P$-tableaux associated to a given permutation.

For the permutation $\sigma$, let $P(\sigma)=\{P(w): w \in \operatorname{Red}(\sigma)\}$. We outline an algorithm for computing $P(\sigma)$. In order to do so, we must define the Lascoux-Schützenberger tree of a permutation $\sigma[8,11,14]$. This is a tree rooted at $\sigma$; its other nodes are indexed by permutations, defined recursively as follows. If $\sigma$ is Grassmannian, it has no children. Otherwise, the children of $\sigma$ are

$$
\left\{\sigma t_{(r, s)} t_{(i, r)}: i<r \text { and } l\left(\sigma t_{(r, s)} t_{(i, r)}\right)=l(\sigma)\right\}
$$

where $(r, s)$ is the last inversion in $\sigma$ lexicographically. If no such $i$ exists, the children of $\sigma$ are the same as those of $1 \oplus \sigma=1\left(\sigma_{1}+1\right) \ldots\left(\sigma_{n}+1\right)$. As described in [14], the paths from $\sigma$ to each of the leaves encode a canonical seqence of Little bumps which transform any reduced word for $\sigma$ into an associated Grassmannian word.

## Algorithm 5 (to compute the Edelman-Greene P-tableau asociated to $\sigma$ )

1. Compute the Lascoux-Schïtzenberger tree for $\sigma$.
2. For each leaf of the tree, pick a representative reduced word, e.g. the column word.
3. Apply inverse Little bumps along the tree to each representative until it is a reduced word of $\sigma$. Such bumps are initiated at the swap introducing the inversion ( $i, r$ ), following the notation used to define the Lascoux-Schützenberger tree.
4. Compute $P(w)$ for each representative. The set of outcomes will be $P(\sigma)$.

In fact, by [18], we can improve efficiency in step 1 slightly by stopping at vexillary (2143-avoiding) permutations, rather than continuing to Grassmannian permutations. Another method for computing $P(\sigma)$ can be found in [15].

Next is a simple consequence of Corollary 1.
Corollary 3 The descent structure of a reduced word $w$ is determined by $Q(w)$.
There is an analogous result for the Robinson-Schensted-Knuth algorithm, which appears first in a paper of Schützenberger [17]. It was subsequently rediscovered by Foulkes [7]. The proof can also be found in the standard reference [19, Lemma 7.23.1]. For sorting networks, this result was proved in [6].

The next is Conjecture 11 from [12], which first appeared as Conjecture 4.3.3 in the appendix of [8].

Corollary 4 Let $w$ be a reduced word and let $\uparrow_{i_{1}}, \uparrow_{i_{2}}, \ldots, \uparrow_{i_{k}}$ be any sequence of Little bumps such that

$$
v=w \uparrow_{i_{1}} \ldots \uparrow_{i_{k}}
$$

is a Grassmannian word. Then $\operatorname{Tab}(v)=L S(w)$.
This follows from Prop 1. We can extend this result further. Let $\lambda$ be a partition with $w$ a Grassmannian word whose corresponding tableau is of shape $\lambda$. The permutation $\sigma$ associated to $w$ can be characterized by the number of initial fixed points. A Grassmannian permutation is minimal if it has no initial fixed points. Note the minimal Grassmannian permutation of a given shape is unique in $S_{\infty}$. Recall two reduced words communicate if there exists a sequence of Little bumps and inverse Little bumps changing one to the other.

We next provide proofs of our remaining main theorems (of Lam's conjecture, and of the dual equivalence graph structure of the set of Coxeter-Knuth moves).

Proof (of Theorem 2) Let $v$ and $w$ be reduced words. Suppose first that $v$ and $w$ communicate. Then by Theorem 1, we have that $Q(v)=Q(w)$.

Conversely, suppose that $Q(v)=Q(w)$. By applying the canonical sequence of Little bumps, $w$ can be changed to the Grassmannian word $w^{\prime}$ and $v$ to the Grassmannian


Wiring diagram for $w$


Wiring diagram for $w \uparrow_{7} \uparrow_{5}$


Wiring diagram for $w \uparrow_{7}$


Wiring diagram for $w \uparrow_{7} \uparrow_{5} \uparrow_{1}$

Fig. 6 Removing a fixed point from the Grassmannian word $w=7523645$ via the canonical sequence of bumps
word $v^{\prime}$. Since Little bumps are invertible, $Q(w)=Q\left(w^{\prime}\right)$ and $Q(v)=Q\left(v^{\prime}\right)$, we can conclude that $v$ and $w$ communicate if Grassmannian permutations of the same shape communicate. To show this, we demonstrate a sequence of Little bumps that will remove a fixed point at the beginning of an arbitrary Grassmannian permutation. Let $\sigma=a_{1} \ldots a_{k} b_{1} \ldots b_{n-k}$ be a Grassmannian permutation with $a_{k} b_{1}$ its sole descent. Our sequence is constructed by initiating a Little bump at the last swap featuring each $b_{j}$, beginning with $b_{1}$. See Fig. 6 for an example. If $\sigma$ has initial fixed points, this sequence will decrement each entry of $w$, removing an initial fixed point.

We now verify that our sequence works as described. First, we must verify that the swap locations at which we begin a Little bump are valid choices, that is that removing that swap from $w$ leaves a reduced word. To see this, note that the first such swap chosen is the swap between $a_{k}$ and $b_{1}$, the last swap in $w$. This bump will decrement every entry in the trajectory of $b_{1}$. After the first Little bump, the second
swap chosen is the last in the trajectory of $b_{2}$. Since the trajectories of all $b_{j}$ with $j>2$ are unaffected by the initial Little bump, this is the last swap for both $b_{2}$ and $a_{k}$, so removing it leaves a reduced word. This bump will decrement every entry in the trajectory of $b_{2}$. Note because we have already decremented the swaps in the trajectory of $b_{1}$ and these trajectories were initially disjoint, they will remain disjoint after the second Little bump. Applying this line of reasoning inductively, we see that each Little bump in the sequence is a valid Little bump which decrements every entry of each trajectory. We have now shown $v$ and $w$ communicate if $Q(v)=Q(w)$.

Therefore, any Grassmannian permutation communicates with the minimal permutation of that shape. From this, we can conclude any two Grassmannian permutations with the same shape communicate.

For a permutation $\sigma$, we define the graph $G_{\sigma}=(V, E)$ where $V=\operatorname{Red}(\sigma)$ and $(v, w) \in E$ if $v=w \alpha$ where $\alpha$ is a Coxeter-Knuth move. In [4], the notion of a dual equivalence graph is introduced and axiomatized. Such graphs satisfy certain connectivity properties and can be assigned weights in a specific fashion. The axioms are quite complicated, and we refer the reader to [16] or [4] for a complete characterization. The existence of such graphs imply Schur positivity for associated symmetric functions. It is known that the graphs on words induced by Knuth equivalence and dual Knuth equivalence, respectively, satisfy these axioms [16, Theorem 3.2]. Additionally, we make use of the fact that the disjoint union of dual equivalence graphs with comparable labels is a dual equivalence graph.

Proof (of Theorem 3) Our strategy here follows an original proof of this idea due to Sara Billey (private communication). We first examine the case where $\sigma$ is a Grassmannian permutation. By Corollary 2, RSK and Edelman-Greene insertion coincide on Red $(\sigma)$. Since Knuth transformations coincide with Coxeter-Knuth transformations, we see the $G_{\sigma}$ is a dual equivalence graph as it is the same as the graph on $\operatorname{Red}(\sigma)$ induced by Knuth transformations.

We now study the image of $G_{\sigma}$ under Little bumps. By Lemma 3, we see $G_{\sigma} \cong$ $\left(G_{\sigma}\right) \uparrow$, the image of $G_{\sigma}$ under any Little bump. Therefore, for an arbitrary permutation $\sigma$, we see $G_{\sigma} \cong G_{\sigma_{1}} \sqcup \cdots \sqcup G_{\sigma_{k}}$ where $\sigma_{1}, \ldots, \sigma_{k}$ are Grassmannian permutations. Since the disjoint union of dual equivalence graphs is a dual equivalence graphs, we see $G_{\sigma}$ is a dual equivalence graph.

Finally, we show how to embed Robinson-Schensted insertion and RSK in the Little map. In doing so, we recover a modified version of [12, Theorem 9] through a much simplified argument. This embedding was first predicted as Conjecture 4.3.1 in the appendix of [8].

Theorem 6 Let $\sigma=\sigma_{1} \ldots \sigma_{n} \in S_{n}$, so that $w(\sigma)=\left(2 \sigma_{n}-1\right) \ldots\left(2 \sigma_{1}-1\right)$ is a reduced word as it has no repeated entries. Let $R S(\sigma)=\left(P^{\prime}(\sigma), Q^{\prime}(\sigma)\right)$ be the output of Robinson-Schensted insertion applied to $\sigma$. Upon applying the transformation $k \mapsto(k+1) / 2$ to the entries of $L S(w(\sigma))$, we obtain $Q^{\prime}(\sigma)$. We can obtain $P^{\prime}(\sigma)$ by applying the same transformation to $\operatorname{LS}\left(w\left(\sigma^{-1}\right)\right)$.

Proof Since LS $(w)=Q(w)$ and there are no special bumps, Edelman-Greene insertion will perform the same insertion process on $w$ as Robinson-Schensted insertion
performs on $\sigma$. Therefore, upon applying the transformation $k \mapsto(k+1) / 2$, we see $\operatorname{LS}(w(\sigma))=Q(w(\sigma))=Q^{\prime}(\sigma)$. Since $\operatorname{RS}\left(\sigma^{-1}\right)=\left(Q^{\prime}(\sigma), P^{\prime}(\sigma)\right)$ (see e.g. [19]), we can obtain $P^{\prime}(\sigma)$ by applying the same transformation to $\operatorname{LS}\left(w\left(\sigma^{-1}\right)\right)$.

Since RSK can be embedded in Robinson-Schensted insertion (see Sect. 7 of [12] for a description of this process), Theorem 6 recovers an embedding of RSK into the Little map as well.
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