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Abstract

Liquid-liquid phase separation seems to play critical roles in the compartmentalization of cells 

through the formation of biomolecular condensates. Many proteins with low-complexity regions 

are found in these condensates, and they can undergo phase separation in vitro in response to 

changes in temperature, pH and ion concentration. Low-complexity regions are thus likely 

important players in mediating compartmentalization in response to stress. However, how the 

phase behavior is encoded in their amino acid composition and patterning is only poorly 

understood. We discuss here that polymer physics provides a powerful framework for our 

understanding of the thermodynamics of mixing and demixing and for how the phase behavior is 

encoded in the primary sequence. We propose to classify low-complexity regions further into sub-

categories based on their sequence properties and phase behavior. Ongoing research promises to 

improve our ability to link the primary sequence of low-complexity regions to their phase behavior 

as well as the emerging miscibility and material properties of the resulting biomolecular 

condensates, providing mechanistic insight into this fundamental biological process across length 

scales.

Graphical Abstract

Introduction

The spatial organization of proteins and nucleic acids in cells is critical to maintaining the 

biochemical reactions essential for life. Evidence is accumulating that the condensation of 

biomolecules into liquid-like, non-membrane-bound cellular bodies is mediated by liquid-

liquid phase separation, in which solution components spontaneously demix forming dense 

and light phases.1-14 Phase separation is typically sensitive to solution conditions such as 

ionic strength, pH, redox potential, osmotic pressure and temperature, many of which are 
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typical biological stress factors. Phase separation thus provides an attractive explanation for 

the change in cellular compartmentalization and the formation of biomolecular condensates 

in response to stress, although some biomolecular condensates are permanent structures 

formed under non-stress conditions.

In vitro, phase separation can be observed macroscopically as the spontaneous formation of 

droplets from a miscible solution in response to a change in solution conditions (Fig. 1A), 

resulting in the coexistence of dense and light liquid phases. Many of the biomolecules thus 

far identified as essential components to biomolecular condensates can conveniently be 

categorized as ‘bio-polymers’, such as intrinsically disordered proteins, DNA or RNA, 

making analysis of these phase separation phenomena amenable to the analytic framework 

of polymer physics. Theory predicts that a polymer solution can demix in response to either 

an increase or decrease in temperature, resulting in phase transitions with lower critical 

solution temperature or upper critical solution temperature, respectively (Fig. 1B). Indeed, 

depending on primary amino acid sequence, bio-polymers can separate into distinct liquid 

phases at both high and low temperatures.

Notably, biomolecular condensates are enriched in proteins containing so-called ‘low-

complexity regions’ (LCRs)15, 16, suggesting that these proteins may play critical roles in 

their formation, may tune the material properties of the formed structures, or both. Within 

the limited subset of LCRs whose phase transitions have so far been studied, a wide array of 

properties has been observed, prompting exploration of how the primary amino acid 

sequence encodes the phase behavior. Clearly, the categorization as a ‘low-complexity’ 

region is woefully inadequate as a descriptor of proteins capable of demixing. In this 

perspective, we will focus on hydrophobicity, aromatic character and charge in low-

complexity sequences, and how the modulation of these sequence features can change phase 

separation properties. The topic has been reviewed in the past17, 18, but new primary data 

allows us to propose a general framework for phase separation of LCRs.

Low-complexity regions in the proteome

Protein segments containing significant enrichment in specific amino acid types or sequence 

repeats, i.e. LCRs in the broadest possible sense, occur frequently in the eukaryotic 

proteome. Soon after researchers began scrutinizing sequenced genomes, the existence of 

such LCRs became obvious.19 Whether these sequences were functional or purely an 

evolutionary artifact resulting from gene duplication or expansion became an active 

question.20, 21 As one might guess from the diversity in function, LCRs come in many 

‘flavors’, i.e. in different sequence compositions and with different biophysical properties. 

Any attempt to define what a LCR is must begin with a statistical treatment of amino acid 

composition. A particularly sequence can be defined as low complexity if the composition 

within a given window is statistically biased to a small fraction of amino acid types relative 

to a random distribution.22 Using the probabilistic definition of low-complexity as 

implemented in the SEG algorithm22, 23, the sum of all LCRs in the human proteome have 

roughly the same amino acid frequencies as the bulk proteome (Fig. 2A,B) highlighting the 

fact that LCRs do not have one specific sequence flavor, but encompass a variety of 

sequence types - an observation also made by Wooton and Federhen.22 Of particular note is 
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the overall enrichment of the amino acid leucine, which is frequently found in leucine-rich 

repeat proteins, which fold into a defined arc-like shape (Fig. 2C). While intrinsically 

disordered regions (IDR) of proteins, i.e. regions that do not adopt a unique folded 

conformation, often have a limited sequence complexity, LCRs are not necessarily 

disordered, and structured proteins are frequently enriched in a small fraction of amino acid 

types.24 Furthermore, intrinsically disordered LCRs vary substantially with respect to the 

types of enriched amino acids (Fig. 2D). Careful consideration of the meaning of low 

complexity draws attention to the fact that the term LCR on its own possesses only statistical 

meaning and hence does not, a priori, speak to any specific function or property of a protein 

sequence. Therefore, any discussion of protein sequences that demix in solution necessarily 

must seek more detailed description of the sequence space.

LCRs and phase separation

Significant progress has been made in our understanding of LCR function, and LCRs have 

been implicated in transcription, stress response, cellular localization, and myriad other 

processes.15 Curiously, it is now being suggested that protein and nucleic acid phase 

separation contributes to many of these processes.26-28 The subset of LCR-containing 

proteins that have been observed to phase separate can be demarcated by the specific types 

of enriched amino acids and a general qualitative framework can be set into place to 

correlate LCR types and their phase behavior. Intrinsically disordered LCRs that are rich in 

charged amino acids can demix into complex coacervates with oppositely charged proteins 

or nucleic acids.29-32 Polar LCRs containing a high fraction of serine, glutamine, asparagine 

and glycine (where glycine is counted with polar residues because its properties are 

dominated by its polar backbone in the context of a protein), have been observed to phase 

separate homotypically in vitro when the sequence is punctuated by aromatic and charged 

amino acids.5, 6, 8-11, 25, 28, 33, 34 The RNA binding protein hnRNPA1, which partitions into 

stress granules under stress conditions, is a typical example (Fig. 2D). Both the sequence 

composition and patterning play important roles in encoding phase behavior. The influence 

of patterning, i.e. how specific amino acid types are distributed in the primary sequence, has 

so far only been studied in detail for the phase behavior of ELPs. However, its influence on 

the global dimensions and function of IDPs is well appreciated,35-37 and we thus expect 

similar influence from patterning on the phase behavior of LCRs. Slight variations to the 

aromatic, aliphatic, charge content and sequence patterning significantly influences the 

phase coexistence temperature and concentration or can alter the material properties of the 

protein dense phase.5, 18, 32, 38, 39 As an extreme example, elastin-like peptides (ELP), which 

contain a high fraction of hydrophobic amino acids, show an inverse temperature 

dependence compared to polar LCRs, i.e. they demix at increasing temperature.40 The 

absence of any unifying feature beyond statistical low-complexity highlights the need for 

caution in using the term ‘low-complexity regions’. Furthermore, in the limited subset of 

LCRs observed to phase separate, the type of enriched amino acids can encode many types 

of phase behavior, leading to further complexity. For now, we will use the terms polar, 

hydrophobic or charged LCR to further categorize LCR sequences that are able to demix – 

sequence features that in the broader context of protein phase transitions have been observed 

to confer different properties.17, 18, 39
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While many disordered LCRs have been demonstrated to undergo liquid demixing and in 

cells are frequently localized to biomolecular condensates, the conditions under which they 

demix, and the material properties of the dense phases they form, vary widely and are 

encoded in their primary sequence. These material properties encompass the density of the 

droplets, viscoelasticity, and the surface tension. These properties determine whether two 

dense phases are miscible with each other or form separate droplets, what the concentration 

within a biomolecular condensate is, and where it is on the spectrum of liquid to solid. How 

the primary sequence of LCRs encodes viscoelastic properties has been reviewed previously.
18 Here, we will concentrate on the coexistence concentration; how high is the propensity of 

a particular LCRs to demix (i.e. determining the low-concentration arm of the coexistence 

line), how is this propensity modulated by conditions such as temperature and ionic strength, 

and what is the concentration of the resulting droplets (i.e. determining the high-

concentration arm of the coexistence line)? Many of the differences in the solution behavior 

of different flavors of LCRs are apparent, at least at a qualitative level, from considerations 

of the basic thermodynamics of mixing.

Thermodynamics of liquid-liquid phase separation

Phase separation in vivo is a multi-component process which inherently occurs away from 

equilibrium, complicating its theoretical treatment. However, in vitro, the equilibrium phase 

transitions of isolated components can be measured precisely and analyzed through the 

combined expertise of a century of polymer chemistry and physics.41 A phase transition is 

driven by the minimization of the global free energy of the system. The relevant free energy 

term by which the solution properties of a given polymer are described, is the free energy of 

mixing, ΔGm, which is given by the familiar equation:

ΔGm = ΔHm − TΔSm, (1)

where ΔHm and ΔSm are the enthalpy and entropy of mixing, respectively. Minimizing the 

global free energy involves contributions from enthalpy, containing the interaction potentials 

between protein and solvent, and the entropy, which encompasses the available degrees of 

freedom of protein and solvent molecules.

The combinatoric entropy of mixing of an ideal polymer solution was described by Flory 

and Huggins42, 43 in terms of volume fractions to account for the size difference of solvent 

and polymer. This mixing entropy only accounts for the entropic cost associated with 

confining a polymer in a dense phase.

ΔSm = − kV
ϕs

υs

lnϕs +
ϕp

υp

lnϕp (2)

The volume fractions of solvent and protein are the fraction of the total system volume (V) 

occupied by solvent or protein (ϕs,p). The terms υs,p correct for the volume of a single 
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molecule of the solvent and protein. In general, the solvent parameter υs is taken as 1, while 

the volume of an individual protein molecule is a function of the sequence length (Fig. 3A). 

Increasing the length of the protein effectively decreases the entropic cost of confining the 

protein into a dense phase and lowers the concentration at which a protein phase separates.

In the simplest case, the enthalpic contribution to the free energy is modeled as a mean field 

consisting of pairwise self- and cross-interactions involving solvent and protein. This is 

written as a function of the volume fractions of solvent and protein, ϕs and ϕp, and an 

interaction parameter, χ.

ΔHm = ϕsϕpχ
kTV

υr

χ =
z

kT

1

2
(ϵss + ϵpp) − ϵps (3)

The χ term is essentially a fitting parameter that is related to the balance of interaction 

energies between solvent molecules (∈ss), protein molecules (∈pp), and protein molecules 

with solvent molecules (∈ps). The additional terms υr and z are related to the lattice, where 

υr is the volume of an individual monomer (often taken as the square root of the product of 

solvent and polymer monomer volumes) and z is the number of potential interactions on the 

lattice. Combining equations 2 and 3 results in the Flory-Huggins expression:

ΔGm = ϕsϕpχ
kTV

υr

+ kTV
ϕs

υs

lnϕs +
ϕp

υp

lnϕp (4)

While this description neglects more nuanced interactions and completely ignores the 

sequence-dependent interactions of heteropolymeric proteins – even that of low-complexity 

proteins – the framework has proven itself useful as a tool for considering the balance of 

energies contributing to phase separation.

The clear implication of Flory-Huggins Theory is that the entropy of mixing is always 

positive; however, as protein-protein interactions become more favorable or solvent protein 

interactions become less favorable, multiple energy minima exist on the volume fraction 

coordinate (Fig. 3B), which define the composition of protein dense and light phases. The 

conditions under which the solution is unstable and can spontaneously demix are defined by 

the inflection points on the free energy curve:

∂
2
ΔGm

∂ϕ
2

= 0 (5)

Classic Flory-Huggins theory has been used to determine the critical solution temperature of 

the germ granule protein DDX4.5 The addition of a more complex description of the 

enthalpy component is allowing a more quantitative description of the sequence-specific 

interactions driving phase separation. The Overbeek and Voorn extension of the Flory-
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Huggins free energy takes into account electrostatic interactions that can mediate complex 

coacervation.44 Recently, the random phase approximation has been effectively used to 

model the patterning of charged residues.45 Furthermore, adding a three body correction to 

the enthalpy was used to successfully explain the phase behavior of the germ granule protein 

Laf1, which forms semi-dilute droplets, i.e. a dense phase of surprisingly low concentration.
46 The heteropolymeric nature of proteins complicates the systematic analysis of the 

enthalpic contributions to demixing, but the ongoing development of analytic models to 

describe experimental data holds great promise towards creating a general framework that 

relates the sequence of LCRs to their phase behavior.

Regardless of how detailed the enthalpy term, basic Flory-Huggins Theory neglects more 

complicated entropic effects. The combinatoric entropy inherently favors mixing, and the 

entropy gain from mixing is more favorable at higher temperatures. However, if the content 

of hydrophobic residues and their patterning in a sequence favors the compaction of 

individual chains, the opposite is true; the condensation of many protein molecules of this 

type into a dense phase is also driven by an increase in entropy due to the release of water 

molecules from the hydration shell of hydrophobic sidechains. Given that the cost of 

confining solvent becomes higher with increasing temperature, hydrophobic compaction of 

individual protein molecules has an inverse temperature dependence, i.e. it becomes more 

favorable as the temperature increases. Entropically driven release of solvent is the origin of 

phase transitions with lower critical solution temperatures (LCST) (Fig. 1). LCST phase 

transitions have been well characterized experimentally using synthetic polymers; the theory 

to describe these transitions typically involves increasing the complexity of the lattice and 

allowing compressibility in the system.47

The driving forces for phase separation of biopolymers can be generalized thus: a phase 

transition upon increasing the temperature, also called a LCST transition, is entropic in 

nature and is driven by release of water molecules from the hydration shell and the 

accompanying gain of water entropy; a UCST transition upon decreasing the temperature is 

driven by molecular interactions that increase in strength relative to the entropic 

contributions at lower temperature. In apparent conflict with these driving forces, aromatic 

and hydrophobic amino acids have been observed to be required for phase separation in 

proteins with LCST as well as UCST phase transitions. In the next sections, we will review 

the evidence and propose a reconciliation of the observations with the underlying 

thermodynamics of mixing/demixing.

Elastin-like polypeptides and LCST transitions

The majority of phase separating systems in synthetic polymer chemistry are block-type 

polymers and exhibit LCST phase behavior. The closest pseudo-biological analog of these 

synthetic polymers is the elastin-like polypeptide (ELP) with the typical hydrophobic repeat 

sequence (Val-Pro-Gly-Xaa-Gly)n from tropoelastin, the soluble protein that forms elastin, 

the main elastic material in mammals. Xaa represents a ‘guest’ amino acid48, and greater 

hydrophobicity of Xaa results in a lower transition temperature, i.e. a stronger propensity for 

demixing. In fact, a phenomenological hydrophobicity scale has been derived based on the 

effect of the guest residue on the demixing temperature.49
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Increasing the propensity of ELPs for phase separation by increasing their hydrophobicity 

has an interesting corollary; recent work with block-repeat peptides has demonstrated that, 

inspired by resilin, an insect protein that forms elastic materials in insect wings, titrating 

down hydrophobicity and adding arginine residues can generate synthetic sequences that 

transition with a UCST instead of a LCST.39

The physical basis for the phase separation of ELPs on the molecular level is likely 

influenced also by enthalpic effects, i.e. collapsed conformations and protein dense phases 

are stabilized by hydrogen bonding and other interactions.50 Further, by mixing ELPs with 

different properties, multiphasic systems can be generated that form droplets within droplets.
51 Since multiphasic droplets have been observed also in vivo12, 52, 53 and seem to be the 

basis for the formation of biomolecular condensates with internal structure, understanding 

their molecular basis is of particular interest.

These complexities aside, the fact that the transition temperatures of ELPs follow predictable 

trends based on the hydrophobicity of guest amino acids and chain length are informative for 

understanding the impact of the hydrophobic effect in the context of chain collapse 

transitions and phase separation. Generically, these effects are described by quantifying the 

loss of configurational entropy of water due to ordering in solvation shells surrounding the 

hydrophobic solute. Regardless of whether chain collapse or collective condensation into a 

dense phase occurs with increasing or decreasing temperature, i.e. whether the sequence 

exhibits a UCST or LCST transition, the entropy increases concomitantly due to the release 

of solvent. A point which emerges from the pioneering work of Dan Urry is that whether or 

not a LCST phase transition is observed within the window of physiologically accessible 

temperatures, the driving forces underlying such transitions are critical to the conformational 

dynamics and stability of all systems.48

These principles are on display in studies of poly-A binding protein (Pab1), a yeast heat 

shock granule-associated protein with a particularly interesting LCST behavior.28 The folded 

RNA binding domains of Pab1 mediate demixing at physiologically accessible temperatures, 

but the demixing temperature is tuned by the hydrophobicity of the disordered P-domain in a 

manner predicted by the hydrophobicity scale from work on ELPs. The Pab1 phase behavior 

illustrates how the driving forces of hydrophobic assembly can be at play behind the scenes 

regardless of the molecular interactions that dominate the global phase behavior.

Polar low-complexity regions and UCST transitions

In contrast to most synthetic polymers, many of the disordered protein segments that have 

recently been reported to phase separate under near-physiological conditions have a UCST 

phase behavior. However, it is noteworthy that in most cases, the phase space has been 

insufficiently sampled to rule out the possibility of a coexisting LCST. These systems can 

loosely be categorized as polar LCRs wherein the majority of amino acids are serine, 

glycine, asparagine and glutamine (Fig. 4). Direct experimental evidence is sparse, but it is 

typically assumed that purely polar sequences have the potential to collapse in solution and 

aggregate.54-56 Despite contributing a significant fraction of residues in LCRs, there is no 

available information on the conformational properties of poly-serine. It is possible that 
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serine increases solubility or collapse in a context dependent manner. The remaining 

sequence space of polar LCRs likely serves to modulate solution properties of the protein by 

increasing excluded volume, introducing electrostatic intrachain repulsion and decreasing 

the solvation free energy and thus potentially making condensation either more or less 

favorable and dependent on solution conditions. A number of amino acid types can fill the 

remaining sequence space of polar LCRs, but the frequent punctuation of sequences with a 

low fraction of regularly spaced charged or aromatic residues stands out due to its ubiquity.

In several cases, experimental evidence demonstrates the importance of hydrophobic amino 

acids in UCST phase transitions in apparent contradiction to the classic notion of 

hydrophobic assembly as an entropically driven LCST transition. In the LCR of fused in 

sarcoma (FUS), tyrosine stood out conspicuously from the background of small polar resides 

and it has thus been the subject of the few currently available mutational studies of the 

relationship of the primary sequence to phase behavior in LCRs. The LCR of FUS is 

incapable of forming hydrogels when even a fraction of tyrosine residues are removed.15 

While hydrogel formation and liquid-liquid phase separation are not necessarily mediated by 

the same interactions, the role of tyrosine residues for phase separation was confirmed when 

it was shown that replacing them with phenylalanines reduces the driving force for 

demixing. Interestingly, aromatic and aliphatic hydrophobic residues had opposing effects 

on phase separation. The experiments made use of a multivalent SH3 domain module that 

was able to undergo phase separation with a multivalent binding partner; different FUS LCR 

variants were fused to this module and their ability to potentiate or attenuate the phase 

separation propensity of the SH3 module was tested. Tyrosines promoted phase separation 

more than phenylalanines, and leucines attenuated phase separation.38 These results show 

that the aromatic character of tyrosine and phenylalanine, not simply their hydrophobic 

character, is critical for the UCST transition of FUS.38

In the germ granule protein DDX4 (Fig. 3C), the removal of phenylalanine residues 

eliminates phase separation.5, 57 When the phenylalanine residues were fluorinated to 

withdraw electrons from the π system, phase separation was also hindered, suggesting that 

there is a specific enthalpic contribution from π - π, cation - π or, likely, both interactions. 

Indeed, in NMR measurements on DDX4 in the dense phase, contacts between aromatic 

residues, and between aromatic residues and arginines were observed.57

Many proteins studied for their phase behavior so far, such as the RNA-binding proteins 

hnRNPA1, hnRNPA2, TDP-43 and EWS, have a similar, polar LCR sequence architecture 

(Fig. 4A,B), and it is likely that aromatic residues are essential for their UCST phase 

behavior.9, 11, 58-60 This observation is completely in line with the previously mentioned 

work on resilin-like repeat peptides. Often when a UCST phase transition was observed after 

the addition of arginine, an aromatic amino acid was also present in the repeat peptide,39 

potentially arguing for the existence of enthalpic interactions involving their conjugated π 
systems.

Polar low-complexity regions are present in many organisms. Plant glycine-rich proteins are 

particularly intriguing targets for studying condensation of proteins and nucleic acids. 

Proteins such as atGRP7 are remarkably similar to polar LCR proteins like FUS and 
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hnRNPA1 (Fig. 3E), including the punctuation with aromatic residues. Plant glycine-rich 

proteins typically bind RNA, have been implicated in circadian response, flowering and a 

wide array of stress responses including cold stress.61 It is rational to hypothesize that RNA-

binding proteins such as atGRP7 could form biomolecular condensates in response to stress, 

and that modulation of this behavior could have wide reaching impact on crop yield and 

adaptation to a changing environment.

Modulation of UCST phase behavior and material properties

Increasing the content of charged amino acids in a polar LCR while maintaining the polar 

background and aromatic punctuation modulates the solvation properties of the LCR. In 

DDX4, the importance of aromatic residues has been demonstrated and experimental 

evidence points to their role in mediating protein-protein interactions, not only confining 

water molecules in a hydration shell. Additionally, in the DDX4 system, interactions 

between patches of charged residues appear to work in tandem with aromatic interactions. 

Native DDX4 has multiple patches of positive and negative charge along the sequence, 

which are necessary for its phase behavior and modulate the DDX4/solvent interactions.5, 57 

In fact, modeling the enthalpic component of ΔGm via a mean field electrostatic component, 

which can account for how evenly distributed positive and negative charges are interacting 

within a neutral polymer in a sequence-dependent manner, predicts a lower critical 

concentration when like-charged residues are grouped into patches.45, 62 The oppositely 

charged patches therefore contribute enthalpically via electrostatic interactions to the UCST 

phase transition of DDX4.

In apparent contrast, the C. elegans DDX3X-type protein Laf-1 has similar charge content, 

but with positively and negatively charged residues well mixed in the sequence, and shows 

dramatically different solvation properties. The dense phase of Laf-1 is up to two orders of 

magnitude more dilute than that of DDX4.16, 46, 57 Atomistic simulations revealed that 

charge-mediated expansion of the sequence was a likely cause because it lead to the 

expansion of the individual chain, presumably without interfering with its stickiness. It is 

important to note that the role of aromatic residues in the phase behavior of Laf-1 has not 

been experimentally demonstrated. However, it is reasonable to speculate that the interplay 

between content and patterning of charged and aromatic residues tunes the saturation 

concentration for phase separation and dramatically impacts the material properties, i.e. the 

density, of the resulting dense phase. Considering that DDX4 has several unique features – 

enrichment of asparagine versus glutamine and the presence of a small fraction of ELP-like 

hydrophobic residues such as valine – it is likely that multiple effects contribute to the 

different behaviors.

A case in which the influence of charged residues on the phase behavior of a polar LCR is 

even more pronounced is the nephrin intracellular domain (NICD), which undergoes 

complex coacervation with positively charged counterions.32 Nephrin is a membrane protein 

necessary for proper filtration by the kidney. NICD contains substantial patches of 

negatively charged residues along its sequence. When NICD is alone in solution, charge – 

charge repulsion prevents assembly. It the presence of counterions, e.g. in the form of 

positive supercharged GFPs, the complex phase separates. When the amino acid dependence 
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of demixing was carefully tested, tyrosine was strongly correlated with demixing, suggesting 

that after charge neutralization, NICD phase separates via similar interactions as polar LCRs 

do. The charge neutralization paradigm might be pervasive in many LCRs where ionic 

strength dramatically increases the UCST demixing temperature such as in the condensation 

of mussel adhesive proteins in seawater.63 This mechanism is likely at play in the phase 

behavior of many polar LCRs.10 The content and patterning of charged residues in polar 

LCRs influences the coexistence temperature, concentration, the material properties and 

response to ionic strength. Punctuation with other residue types also has the potential to 

modulate these properties and future studies are needed to address this.

Structural basis for phase separation of LCRs

From our discussion, we have seen that many LCRs likely have the ability to demix from 

solution. A major outstanding question is what, precisely, mediates the favorable enthalpic 

interactions, i.e. what is the structural basis of the phase separation of LCRs? In synthetic 

polymers, repetitive polar interaction motifs with the ability to form strong hydrogen bonds 

can mediate UCST phase transitions.64 While it is convenient to imagine that similar 

interactions also mediate UCST transitions of LCRs, evidence clearly shows that a small 

subset of aromatic amino acids are required for phase separation. These residues may 

participate in multibody interactions. If protein-protein contacts result in structuring of 

motifs of several amino acid length, the interaction energy has the potential to be much 

greater than that of individual π - π, cation – π, charge-charge or polar interactions.65 There 

is substantial evidence to support the hypothesis that FUS can form extended cross-beta 

structures within solid assemblies.66 Recent crystal structures of hexa-peptides with (G/S)-

Y-(G/S)-type sequences from LCRs show a non-ideal beta sheet structure.67 It was proposed 

that this imperfection would allow these motifs to be dynamic enough to be compatible with 

the liquid-like character of biomolecular condensates.67 The degree of disorder in LCR 

dense phases remains an open question. While entropically-mediated LCST transitions do 

not conceptually require structuring, dense phases of some designed ELPs are stabilized by 

structure. Some polar LCRs undergo UCST transitions without the appearance of stable 

structure,10, 57 suggesting the possibility that if structuring occurs it is local and transient.

LCRs – UCST or LCST transition?

The potential need for multiple weak interaction motifs in phase separating proteins can be 

satisfied by imperfect sequence repeats, distributed along a largely disordered sequence with 

solvation properties that are responsive to the solution conditions. This may be an 

explanation for the fact that low-complexity sequences are enriched in biomolecular 

condensates, and that Nature may have settled on them as one archetype of proteins 

mediating phase separation. LCRs with ELP-like or polar character fall under this umbrella. 

Whether these LCRs phase separate at physiologically relevant conditions depends on their 

sequence composition and patterning. LCST transitions require hydrophobicity, which has to 

be balanced with solubility to avoid collapse and aggregation. Sequences that undergo 

UCST transitions, in contrast, must be largely devoid of hydrophobicity to prevent a 

concomitant LCST transition. A large fraction of charged residues would result in high 

solubility and might prevent phase transitions. These sequence constraints are likely what 
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results in the largely polar backbones of UCST-type LCRs. However, the published data 

show the importance of aromatic residues for driving UCST phase behavior5, 32, 66, 68; 

enthalpic interactions of their π electron systems may allow for a temperature dependence of 

their phase behavior in the physiological range.

Outlook

Liquid – liquid phase separation has emerged from being a biophysical curiosity restrained 

to extreme conditions, e.g. frequently observed in attempts to crystallize proteins, to 

biological relevance. It is far from certain whether phase separation is the mechanism by 

which biomolecular condensates form, but evidence clearly supports it for some condensates 

such as nucleoli.7, 13 However, a detailed understanding of the sequence heuristics and 

physical chemistry of molecular interactions driving phase separation in vitro will also 

inform on the specific interactions of LCRs in membraneless organelles in cells. The 

growing experimental evidence on LCRs suggests that a complicated balance of free energy 

contributions determine the solvation properties of an individual sequence. The relative 

strength of intra-protein, inter-protein, protein-solvent and solvent-solvent interactions along 

with entropic contributions poise an LCR at a defined position along the continuum from 

extended to collapsed conformations. These conformational and thermodynamic properties 

can be correlated with demixing conditions and finally the material properties of dense 

protein states. The ability to fine tune the sequence of LCRs has potentially been an 

evolutionary tool to generate a mosaic of biomolecular condensates with varied material 

properties as a function of environmental conditions optimized for specific cellular 

functions.
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Figure 1. Co-existence lines with lower and upper critical solution temperatures.
A) Phase separation of biopolymers can be observed macroscopically using differential 

interference contrast (DIC) microscopy and is manifest as the formation of droplets. B) 

Biopolymers in solution can be in the one-phase or two-phase regime; in the latter, a dense 

and a light phase coexist. Whether the phase transitions have an upper or lower critical 

solution temperature (UCST or LCST, respectively) is defined by their critical temperatures 

for mixing; if the protein mixes when the temperature is lowered, the phase transition has a 

LCST; if mixing occurs at increasing temperature, the phase transition has a UCST.
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Figure 2. Low-complexity regions are highly variable in composition and not all undergo phase 
transitions under physiologically relevant conditions.
A) The frequency of amino acid types in the entire human proteome (grey) is compared with 

the frequency of amino acid types in statistical low-complexity regions (white) found using 

the SEG algorithm23. The SEG algorithm scores the amino acid frequency within a sliding 

window (10 residues) versus the probability of that sequence occurring randomly. Regions 

with complexity scores below a threshold value were extracted as LCRs and the amino acid 

composition compared to the complete human proteome. B) The frequency of amino acids 

in statistical low-complexity regions correlates well (R = 0.989) with the frequency in the 

bulk proteome. The red line represents the ideal correlation. Rare amino acids (W / M / C / 

H / Y) are underrepresented in LCRs while common amino acids (L / S) appear enriched in 

LCRs. C) The structure of a leucine-rich repeat (PDB: 4FCG), which is a common LCR and 

a folded domain, but does not undergo liquid-liquid phase separation under physiological 

conditions and does not preferentially localize to biomolecular condensates. Leucine 

residues are represented by grey spheres. D) A schematic representation of the LCRs of 

hnRNPA1, Arf and Pab1 with their respective enriched amino acid types indicated, i.e. 

serine/glycine, arginine and hydrophobic residues, respectively. These LCRs mediate phase 

separation homotypically9 or in case of Arf with its binding partner Npm1.25
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Figure 3. Protein length and interchain interaction potential potentiate phase separation.
A) The combinatoric entropy of mixing is shown as a function of chain length. Increasing 

chain length decreases the entropic cost of demixing, particularly at lower volume fractions. 

B) The free energy as a function of the interaction parameter χ. Increasing the strength of 

protein-protein interactions versus protein-solvent interactions can drive phase separation. 

The conditions for spinodal demixing occur where the second derivative of the free energy is 

zero, as noted by blue circles. Under conditions for the green to blue curves, spinodal 

decomposition does not occur. C) The binodal curve (dashed green line) defines the 

coexistence of light and dense protein phases, the spinodal curve defines the unstable region 

below which phase separation must occur. Between the binodal and spinodal curves is the 

region of metastability, in which phase separation occurs if it is nucleated.
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Figure 4. Polar LCRs are enriched in glycine and polar residues.
FUS, hnRNPA1, DDX4, Laf-1 and atGRP7 (A-E) LCR sequences are shown with polar, 

glycine, aromatic, hydrophobic, negatively charged and positively charged residues colored 

green, orange, black, grey, red and blue, respectively. The amino acid fractions for each 

sequence are displayed as a pie chart with similar coloring.
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Figure 5. The phase behavior of LCRs is encoded in their primary amino acid sequence.
Existing experimental data suggests that whether a LCR is soluble at typical solution 

conditions or demixes with UCST or LCST behavior depends on the balance of hydrophobic 

versus polar / charged amino acids. A purely polar LCR (I) is likely soluble over a wide 

temperature range. The addition of hydrophobic amino acids (II) results in LCST behavior. 

A mixture of oppositely charged polymers has UCST behavior. If the hydrophobic amino 

acids are predominately aromatic (IV) the LCR could have either a UCST or LCST 

transition. Finally, polar LCRs with aromatic amino acids and increasing charge (V) has 

UCST behavior. Further, the intervening sequence space modulates the properties of the 

dense protein phase. For example, increasing the fraction of charged residues could result in 

a dense protein phase that has a higher fraction of solvent and is therefore less dense.
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