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Abstract

We provide simple, easy-to-test criteria for the existence of relative arbitrage in equity
markets. These criteria postulate essentially that the excess growth rate of the market
portfolio, a positive quantity that can be estimated or even computed from a given
market structure, be “sufficiently large”. We show that conditions which satisfy these
criteria are manifestly present in the U.S. equity market. We then construct examples
of abstract markets in which the criteria hold. These abstract markets allow us to iso-
late conditions similar to those prevalent in actual markets, and to construct explicit
portfolios under these conditions. We study in some detail a specific example of an
abstract market which is volatility-stabilized, in that the return from the market port-
folio has constant drift and variance rates while the smallest stocks are assigned the
largest volatilities. A rather interesting probabilistic structure emerges, in which time
changes and the asymptotic theory for planar Brownian motion play crucial roles. The
largest stock and the overall market grow at the same, constant rate, though individual
stocks fluctuate widely.
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1 Introduction and Synopsis

In the recent monograph Fernholz (2002) and paper Fernholz et al. (2005) we showed that

relative arbitrage can exist in equity markets that resemble actual markets. In the cases

studied there, arbitrage resulted from market diversity, a condition that prevents the con-

centration of all the market capital into a single stock. Here we show that diversity is not the

proximate cause for the existence of relative arbitrage, but instead this cause appears to lie

in a condition related to the variance rates of the stocks in the market. This variance-related

condition can pertain even in the absence of diversity.

The excess growth rate of a portfolio of stocks is half the difference between the weighted

average of the variances of the stocks in the portfolio, and the portfolio variance (see Fernholz

(2002)). Thus, the excess growth rate of the market portfolio provides a measure of the

amount of “available volatility” in the market at any given moment. If this available volatility

is great enough over a period of time, it can be exploited by certain types of portfolios to

outperform the market as shown in Proposition 3.1. We calculate the cumulative excess

growth for the U.S equity market, and show that market conditions similar to those of the

past century provide sufficient available volatility to permit the existence of arbitrage; see

Figure 1 and the discussion following it.

We show that our excess-growth-based criterion is roughly equivalent to market diversity,

when the eigenvalues of the market covariance matrix are bounded away from both zero and

infinity. However, with unbounded variances, relative arbitrage can exist in the absence

of diversity. To study this phenomenon we introduce an example of an abstract market ;

this is a model that exhibits certain characteristics of a real-life equity market and allows

us to focus on those characteristics alone. The abstract market we consider is volatility-

stabilized, so the return from the market portfolio has constant drift and variance rates. This

stabilization is accomplished by giving the smaller stocks higher volatilities and the bigger

stocks smaller volatilities, so that individual stocks “move all over the place” in a sense

that we make rigorous (Proposition 4.1), while maintaining overall market stability. The

resulting abstract market is not diverse, but nevertheless admits relative arbitrage because

the excess growth rate is positive and constant – a feature that makes it rather similar to

the real-life U.S. equity market; see Figure 1 and the discussion following it. This example

is also of mathematical interest, since the analysis of its behavior involves the asymptotic

theory of planar Brownian motion.

In Section 2 we proceed with an introduction to the (rather standard) equity market

model that we use, and then present our excess-growth-based criteria for relative arbitrage

in Section 3. A generalization of these criteria is also presented, along with results on

the minimal time required to “beat the market” by a given amount. Section 4 studies a
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volatility-stabilized market which is not diverse, but which admits relative arbitrage. The

technical details of the analysis for this market-model are contained in Section 5, whereas

Section 6 studies briefly an extension of the volatility-stabilized model in which the smallest

stocks are assigned both big variances and big growth rates.

Some of the proofs of propositions are collected in an Appendix, while several open

questions are suggested for further research.

2 The Model

Let us consider a model for an equity market with a number n ≥ 2 of assets, of the form

dXi(t) = Xi(t)

[
bi(t) dt +

d∑

ν=1

σiν(t) dWν(t)

]
, i = 1, . . . , n . (2.1)

The quantity Xi(t) stands for the value of the i th asset (stock) at time t ∈ [0,∞) , and

W1(·), . . . , Wd(·) are d independent standard Brownian motions, the “factors” of the model.

We shall assume d ≥ n ; namely, that there exist at least as many factors of uncertainty

in the market as there are stocks to hedge against them. Another standing assumption is

that each stock-issuing company has exactly one share outstanding, so that Xi(t) can be

interpreted as the capitalization of the i th company at time t .

The vector-valued process b(·) = (b1(·), . . . , bn(·))′ of rates of return and the (n ×
d )−matrix-valued process σ(·) = {σiν(·)}1≤i≤n, 1≤ν≤d of volatilities are assumed to satisfy

the condition ∫ T

0

n∑

i=1

(∣∣∣ bi(t)
∣∣∣ +

d∑

ν=1

(σiν(t))
2

)
dt < ∞ , a.s. (2.2)

for every T ∈ (0,∞) . All the processes of this model are defined on a complete probability

space (Ω,F , P ) and are adapted to a given filtration F = {F(t)}0≤t<∞ with F(0) = {∅, Ω}
modulo P . This filtration satisfies the “usual conditions” of right-continuity and augmenta-

tion by P−negligible sets. In particular, F is allowed to be strictly larger than the filtration

generated by the driving Brownian motion W (·) = (W1(·), . . . , Wd(·))′ .
The condition (2.2) allows us to write (2.1) in the equivalent form

d
(
log Xi(t)

)
= γi(t) dt +

d∑

ν=1

σiν(t) dWν(t) , i = 1, . . . , n , (2.3)

where

γi(t) := bi(t)− 1

2
aii(t) , aij(t) :=

d∑

ν=1

σiν(t)σjν(t) . (2.4)

3



Here a(·) = {aij(·)}1≤i, j≤n = σ(·)σ′(·) is the variance/covariance matrix-valued process of

the model, and we shall refer to γi(·) as the “growth rate” of the i th asset.

In the context of this model, a portfolio rule is an F−progressively measurable process

π(·) = (π1(·), . . . , πn(·))′ defined on [0,∞)× Ω and with values in the set

∆n
+ :=

{
(x1, . . . , xn) ∈ IRn

∣∣∣ x1 ≥ 0, . . . , xn ≥ 0 and
n∑

i=1

xi = 1

}
.

The quantity πi(t) is interpreted as the proportion of wealth invested in the i th stock at

time t . (There is no hoarding, short-selling of stocks, or borrowing.)

With these assumptions and notation, the value process Zπ(·) corresponding to this

portfolio rule π(·) satisfies the equation

dZπ(t)

Zπ(t)
=

n∑

i=1

πi(t) · dXi(t)

Xi(t)
= bπ(t) dt +

d∑

ν=1

σπ
ν (t) dWν(t) (2.5)

with Zπ(0) = z > 0 the initial fortune; here

bπ(t) :=
n∑

i=1

πi(t)bi(t) , σπ
ν (t) :=

n∑

i=1

πi(t)σiν(t) for ν = 1, . . . , d (2.6)

and

aππ(t) :=
n∑

i=1

n∑

j=1

πi(t)aij(t)πj(t) (2.7)

are, respectively, the rate-of-return coëfficients, the volatility coëfficients and the variance of

the portfolio.

By analogy with (2.3), we shall find it convenient to cast the equation (2.5) in the

equivalent form

d
(
log Zπ(t)

)
= γπ(t) dt +

d∑

ν=1

σπ
ν (t) dWν(t) , (2.8)

with γπ(t) :=
∑n

i=1 πi(t)γi(t) + γπ
∗ (t) the “growth rate” corresponding to the portfolio rule

π(·) . The quantity

γπ
∗ (t) :=

1

2




n∑

i=1

πi(t)aii(t)−
n∑

i=1

n∑

j=1

πi(t)aij(t)πj(t)


 (2.9)

is non-negative, and is strictly positive if πi(t) > 0 holds a.s. for all i = 1, · · · , n and t ≥ 0 ;

see Proposition 1.3.7 in Fernholz (2002). It will be referred to as the excess growth rate of

the portfolio π(·) and will play an important rôle in what follows.

So will the portfolio rule µ(·) = (µ1(·), · · · , µ1(·))′ defined by the relative capitalizations

µi(t) :=
Xi(t)

X1(t) + · · ·+ Xn(t)
, i = 1, · · · , n (2.10)
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of all the companies in the market. Investing according to this rule amounts to “owning

the entire market”, in proportion of course to the initial fortune z > 0 . Indeed, it is easily

verified from (2.5) and (2.10) that dZµ(t)/Zµ(t) = dX(t)/X(t) , where

X(t) := X1(t) + · · ·+ Xn(t) , 0 ≤ t < ∞ (2.11)

is the total market capitalization, and this leads to

Zµ(t) =
z

x
·
(
X1(t) + · · ·+ Xn(t)

)
, 0 ≤ t < ∞ with x := X1(0) + · · ·+ Xn(0) .

(2.12)

For this reason, we shall call the rule of (2.10) the market portfolio.

2.1 Definition: Relative Arbitrage. Given any two portfolio rules π(·) , ρ(·) and a real

constant T > 0, we shall say that π(·) is an arbitrage opportunity relative to ρ(·) over the

time-horizon [0, T ] if there exists a real constant q ≡ qπ,ρ,T > 0 such that

P

(
Zπ(t)

Zρ(t)
≥ q , ∀ 0 ≤ t ≤ T

)
= 1 , (2.13)

P [Zπ(T ) ≥ Zρ(T )] = 1 and P [Zπ(T ) > Zρ(T )] > 0 (2.14)

hold, whenever the two portfolio rules start with the same initial fortune Zπ(0) = Zρ(0) =

z ∈ (0,∞) .

2.2 Remark. Suppose there exists an F−progressively measurable process ϑ : [0,∞)×Ω →
IRd that satisfies the conditions

σ(t) ϑ(t) = b(t) , 0 ≤ t < ∞ (2.15)

and ∫ T

0
||ϑ(t)||2 dt < ∞ , ∀ 0 < T < ∞ (2.16)

almost surely. Such a process is called “relative risk” (or “market price of risk”) whenever

is exists; see chapter 1 in Karatzas & Shreve (1998) for discussion. Under these conditions,

the exponential process

L(t) := exp
{
−

∫ t

0
ϑ′(s) dW (s)− 1

2

∫ t

0
||ϑ(s)||2 ds

}
, 0 ≤ t < ∞ (2.17)

is well-defined and is a local martingale and a supermartingale. One checks easily from (2.1),

(2.17) that we have

L(t)Xi(t) = Xi(0) · exp
{
−

∫ t

0

(
η(i)(s)

)′
dW (s)− 1

2

∫ t

0
||η(i)(s)||2 ds

}
(2.18)
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for each i = 1, · · · , n , where η(i) : [0,∞)× Ω → IRd is the vector-valued process defined as

η(i)
ν (t) := ϑν(t) − σiν(t) for ν = 1, · · · , d and 0 ≤ t < ∞ . Thus, each L(·)Xi(·) is also a

local martingale and a supermartingale.

More generally, for any portfolio π(·) we get

L(t)Zπ(t) = z · exp
{
−

∫ t

0
(ηπ(s))′ dW (s)− 1

2

∫ t

0
||ηπ(s)||2 ds

}
, 0 ≤ t < ∞ (2.19)

from (2.5), (2.6) and (2.17), where ηπ(t) := ϑ(t)−σ′(t)π(t) . In particular, for every portfolio

rule π(·) the process

L(·)Zπ(·) is a local martingale and a supermartingale . (2.20)

2.3 Remark. The excess growth rate of (2.9) can be written as in Lemma 1.3.6, p.20 of

Fernholz (2002), in the form

γπ
∗ (t) =

1

2

n∑

i=1

πi(t) τπ
ii(t) , (2.21)

where we denote the variances/covariances relative to the portfolio π(·) , by

τπ
ij(t) :=

n∑

ν=1

(σiν(t)− σπ
ν (t)) (σjν(t)− σπ

ν (t)) , 1 ≤ i, j ≤ n . (2.22)

3 Sufficient Conditions for Relative Arbitrage

In terms of the excess growth rate

γ µ
∗ (·) =

1

2




n∑

i=1

µi(·)aii(·)−
n∑

i=1

n∑

j=1

µi(·)aij(·)µj(·)

 =

1

2

n∑

i=1

µi(·) τµ
ii(·) (3.1)

of the market portfolio, with the notation of (2.9), (2.10), (2.21) and (2.22), one can formulate

easy-to-test sufficient conditions for the existence of relative arbitrage in the model of (2.1),

(2.2). We present these sufficient conditions in Propositions 3.1 and 3.4 below.

3.1 Proposition: Suppose there exists a continuous, strictly increasing function Γ :

[0,∞) → [0,∞) with Γ(0) = 0 , Γ(∞) = ∞ and such that

Γ(t) ≤
∫ t

0
γ µ
∗ (s) ds < ∞ , ∀ 0 ≤ t < ∞ (3.2)

holds almost surely. Then, with the entropy function S(x) := −∑n
j=1 xj log xj , and for any

time-horizon [0, T ] that satisfies

Γ−1
(
S(µ(0))

)
=: T∗ < T < ∞ , (3.3)
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there exists a sufficiently large real number c > 0 such that the portfolio rule

πi(t) =
cµi(t)− µi(t) log µi(t)

c−∑n
j=1 µj(t) log µj(t)

, i = 1, · · · , n (3.4)

is an arbitrage opportunity relative to the market portfolio; in particular,

P [ Zπ(T ) > Zµ(T ) ] = 1 . (3.5)

Proof: For any given constant c > 0 , let us introduce the ‘modified entropy function’

Sc(x) := c + S(x) = c −
n∑

j=1

xj log xj , on ∆n
++ =

{
x ∈ ∆n

+

∣∣∣ x1 > 0, · · · , xn > 0
}

.

This function is strictly concave and generates the portfolio rule of (3.4) according to the

recipe

πi(t) = µi(t)


 Di log Sc(µ(t)) + 1−

n∑

j=1

µj(t) Dj log Sc(µ(t))


 . (3.6)

Indeed, with Z π(0) = Z µ(0) = z > 0 we have the a.s. representation

log

(
Z π(T )

Z µ(T )

)
= log

(
Sc(µ(T ))

Sc(µ(0))

)
+

∫ T

0
g(t) dt , 0 ≤ T < ∞ (3.7)

(cf. Theorem 3.1.5, pp.46-48 and Example 3.1.2, p.44 in Fernholz (2002)), with the notation

of (2.22) and

g(t) :=
−1

2Sc(µ(t))

n∑

i=1

n∑

j=1

D2
ijSc(µ(t)) µi(t)µj(t)τ

µ
ij(t) , (3.8)

namely g(t) = γ µ
∗ (t)/Sc(µ(t)) in this case. Now observe that this modified entropy function

satisfies the bounds

c < Sc(·) ≤ c + log n , on ∆n
++

so the first term on the right-hand side of (3.7) dominates log
(

c
c+S(µ(0))

)
; whereas the last

term in (3.7) dominates

1

c + log n

∫ T

0
γ µ
∗ (t) dt ≥ Γ(T )

c + log n
, a.s.

thanks to (3.2). It develops that

log

(
Z π(T )

Z µ(T )

)
≥ Γ(T )

c + log n
− log

(
1 +

S(µ(0))

c

)
, 0 ≤ T < ∞ (3.9)

holds almost surely. In particular, (2.13) is then valid with ρ(·) ≡ µ(·) and the constant

q = c/(c + S(µ(0)) . The right-hand side of (3.9) is strictly positive for

T > T∗(c) := Γ−1

((
c + log n

)
· log

(
1 +

S(µ(0))

c

))
,
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and this leads to (3.5) for every T > T∗(c) . Since

lim
c→∞

((
c + log n

)
· log

(
1 +

S(µ(0))

c

))
= S(µ(0))

and thus limc→∞ T∗(c) = T∗ in the notation of (3.3), we see that for every T > T∗ one can

select c > 0 sufficiently large, so that T > T∗(c) and (3.5) hold. ¦

The excess growth rate γ µ
∗ (t) of the market portfolio in (3.1) measures, at any given

moment t , the amount of “available volatility”, namely, the relative variation of the various

stocks: this quantity is half the market-weighted average of the intrinsic volatilities τµ
ii(t)

of the various stocks relative to the market. In such terms, Proposition 3.1 states that

if the cumulative available volatility over a period of time is great enough, this volatility

can be exploited by a particular functionally generated portfolio, allowing this portfolio to

outperform the market.

3.2 Remark: Suppose that the volatilities of the model in (2.1), (2.2) satisfy the strong

non-degeneracy condition

ξ′σ(t)σ′(t)ξ ≥ ε||ξ||2 , ∀ t ∈ [0,∞) and ξ ∈ IRn , (3.10)

almost surely, for some real constant ε > 0 ; then the weak diversity condition

P

[ ∫ T

0

(
max
1≤i≤n

µi(t)
)

dt ≤ (1− δ) T , ∀ T ∈ (0,∞)

]
= 1 , (3.11)

for some δ ∈ (0, 1) , leads to the requirement of (3.2) with Γ(t) = γ∗ t and γ∗ = (εδ)/2 ,

and thus also to arbitrages relative to the market portfolio (though not necessarily of the

form (3.4)).

Conversely, when we have the a.s. upper bound

ξ′σ(t)σ′(t)ξ ≤ M ||ξ||2 , ∀ t ∈ [0,∞) and ξ ∈ IRn (3.12)

for some real constant M > 0 , then (3.2) with Γ(t) = γ∗ t and 0 < γ∗ < M leads to the

weak diversity condition of (3.11) for δ = γ∗/M .

For these facts, see the inequalities (5.12) in Fernholz et al. (2005).

3.3 Remark: From (3.9) we get the a.s. comparison

Z µ(T ) ≤ Z π(T ) ·
(

1 +
S(µ(0))

c

)
exp

{
− Γ(T )

c + log n

}
, ∀ T > T∗ .
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Assuming the existence of a “relative risk” process ϑ(·) with the properties of (2.15) and

(2.16), we see that this inequality, in conjunction with the consequence E[ L(T )Z π(T ) ] ≤
Z π(0) = z of (2.20), leads to the comparison of expectations

E[ L(T )Z µ(T ) ] ≤ z

(
1 +

S(µ(0))

c

)
· exp

{
− Γ(T )

c + log n

}
, ∀ T > T∗ . (3.13)

But now, recalling (2.18) and (2.12), we remark that

L(·)X1(·), · · · , L(·)Xn(·) and their sum L(·)X(·) ≡ X(0)

Z µ(0)
L(·)Z µ(·) (3.14)

are all local martingales and supermartingales, for which (3.13) gives

lim
T→∞

↓ E[ L(T )X1(T ) ] = · · · = lim
T→∞

↓ E[ L(T )Xn(T ) ] = lim
T→∞

↓ E[ L(T )X(T ) ] = 0 ,

(3.15)

since Γ(∞) = ∞ . In particular, all the local martingales of (3.14) are strict; and in

conjunction with the supermartingale convergence theorem and Fatou’s lemma, we deduce

(LX1)(∞) = · · · = (LXn)(∞) = (LX)(∞) = 0 , a.s.

3.4 Proposition: Suppose that, in addition to (3.2), (2.2), (2.15) and (2.16), the model of

(2.1) satisfies the following property: for every T > 0 there exists a real constant KT > 0

such that ∫ T

0
µ′(t)a(t)µ(t) dt ≡

∫ T

0

d∑

ν=1

(
n∑

i=1

µi(t)σiν(t)

)2

dt ≤ KT (3.16)

holds a.s. Then the exponential local martingale L(·) of (2.17) is also strict.

Proof: Suppose that the stated conditions are all satisfied, and assume for a moment that

L(·) is a martingale. Then for any given T ∈ (0,∞) the process

W̃ (t) = W (t) +
∫ t

0
ϑ(s) ds , 0 ≤ t ≤ T

is Brownian motion under the equivalent probability measure P̃ (A) =
∫
A L(T ) dP on F(T ) ,

by the Girsanov theorem (e.g., Karatzas & Shreve (1991), p.191). And in terms of this

process we can write the equation of (2.5) as

dZπ(t) = Zπ(t) ·
d∑

ν=1

(
n∑

i=1

πi(t)σiν(t)

)
dW̃ν(t) (3.17)

for any portfolio rule π(·) . Now read the equation (3.17) for the market portfolio π(·) ≡
µ(·) ; the condition (3.16) implies that Zµ(·) is a P̃−martingale, or equivalently that

L(·)Zµ(·) ≡ (Zµ(0)/X(0)) L(·)X(·) is a P−martingale, contradicting (3.15).
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Thus, the local martingale L(·) is strict. ¦

3.5 Remark: Modifying slightly the proof of Proposition 3.1 one can check that (3.5)

holds for some given real constant T > 0 , if there exists a number ζ > 0 such that

S(µ(0)) + ζ ≤
∫ T

0
γ µ
∗ (t) dt < ∞ holds a.s. (3.18)

Figure 1: Cumulative excess growth
∫ ·
0 γµ

∗ (t) dt for the U.S. market during 1926 – 1999

In Figure 1 we plot the cumulative excess growth, namely, the function
∫ ·
0 γµ

∗ (t) dt , for

the U.S. equity market over most of the twentieth century. The data used for this chart come

from the monthly stock database of the Center for Research in Securities Prices (CRSP) at

the University of Chicago. The market we construct consists of the stocks traded on the New

York Stock Exchange (NYSE), the American Stock Exchange (AMEX) and the NASDAQ

Stock Market, after the removal of all REITs, all closed-end funds, and those ADRs not

included in the S&P 500 Index. Until 1962, the CRSP data included only NYSE stocks.

The AMEX stocks were included after July 1962, and the NASDAQ stocks were included

at the beginning of 1973. The number of stocks in this market varies from a few hundred in

1926 to about 7500 in 1999.

We note that the cumulative growth
∫ ·
0 γµ

∗ (t) dt can be computed in terms of observable

quantities such as µ(·) , Zµ(·) and Zπ(·) , where µ(·) is the market portfolio and π(·) the

portfolio rule of (3.4), without any need to estimate the volatility structure σiν(·) which is
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not directly observable. This can be done thanks to the formula (3.7), written as

∫ T

0
γµ
∗ (t) dt =

∫ T

0
Sc(µ(t)) · d

(
log

(
Zπ(t)

Zµ(t)

Sc(µ(0))

Sc(µ(t))

))
, 0 ≤ T < ∞ .

Figure 1 suggests that the behavior of the U.S. market over most of the twentieth century

has exhibited a strictly increasing cumulative excess growth. If the U.S. market continues to

behave in a manner that guarantees a positive lower bound on its excess growth rate, then

the cumulative excess growth will eventually exceed any finite bound, and in particular the

bound of (3.18). Of course, actual markets do not satisfy all the criteria we have imposed

here; for instance, stocks enter and leave real markets, so the number of stocks is not

constant. Nevertheless, the growth of
∫ ·
0 γµ

∗ (t) dt in Figure 1 indicates that the behavior of

the U.S. market has been consistent with the existence of relative arbitrage.

3.1 The Shortest Time to “Beat the Market” by a Given Amount

What is the shortest time interval [0, T ] on which the return Zϕ(·) from some trading

strategy ϕ(·) can exceed the return Zµ(·) from the market portfolio by a given amount?

To pose this question in a precise manner let us assume that the conditions (2.15)

and (2.16) hold, and define a trading strategy ϕ(t) = (ϕ1(t), · · · , ϕn(t))′ as a progres-

sively measurable process that satisfies
∫ T
0 [ ϕ′(t)a(t)ϕ(t)+ |ϕ′(t)b(t)| ] dt < ∞ a.s. for every

T ∈ (0,∞) . Then

Zz,ϕ(t) = z +
n∑

i=1

∫ t

0
ϕi(s) · dXi(s)

Xi(s)
= z +

n∑

i=1

∫ t

0
ϕi(s)

(
bi(t) dt +

d∑

ν=1

σiν(t) dWν(t)

)

= z +
∫ t

0
ϕ′(s) σ(s)

(
dW (s) + ϑ(s) ds

)
, 0 ≤ t < ∞ . (3.19)

is the value process that corresponds to such a strategy ϕ(·) and to an initial fortune z > 0 .

The interpretation here is that ϕi(t) represents the dollar amount invested in the ith stock,

and Zz,ϕ(t) − ∑n
i=1 ϕi(t) the dollar amount kept in the safe, at time t. Each of these

quantities can take negative values: selling stock short is allowed in this new context, as is

borrowing (rather than depositing) money, at zero rate of interest. We require only that the

value process satisfy P
(
Zz,ϕ(t) ≥ 0 , ∀ 0 ≤ t < ∞

)
= 1 , and denote by Φ(z) the class of

trading strategies with this property. Clearly, this class contains the portfolios of Section 2.

For a given number h > 0 , we are interested in characterizing the smallest length of

time

Th := inf
{

T > 0
∣∣∣ ∃ϕ(·) ∈ Φ(1) s.t. log

(
Z1,ϕ(T )/Z1,µ(T )

)
≥ h , a.s.

}
(3.20)
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required, to guarantee a log-relative-return vis-à-vis the market portfolio which is at least

equal to h > 0 . Recall the notation of (2.11) and (2.12).

3.6 Proposition: Assume the conditions d = n , (2.2), (2.15), (2.16) and (3.2) for the

model of (2.1); assume also that F is the augmentation of the filtration generated by the

driving Brownian motion W (·) . Then the quantity of (3.20) is computed as the value at

e−h ∈ (0, 1) of the inverse of the decreasing function f(T ) := 1
x

E(L(T )X(T )) , namely

Th = inf{T > 0 | E(L(T )X(T )) ≤ x e−h } . (3.21)

Proof: First, let us observe that the decreasing function f(·) satisfies f(0) = 1 , f(∞) = 0

from (3.15), and that it is right-continuous; this follows rather easily from Fatou’s lemma

and the a.s. continuity of the supermartingale L(·)X(·) . Now denote by T̂h the right-hand

side of (3.21), and consider an arbitrary element T > 0 of the set in (3.20). By analogy

with (2.20), the supermartingale property of L(·)Z1,ϕ(·) gives

1 = Z1, ϕ(0) ≥ E
(
L(T )Z1, ϕ(T )

)
≥ eh E

(
L(T )Z1, µ(T )

)
=

eh

x
E (L(T )X(T )) = eh f(T ) ;

this means that T belongs also to the set of (3.21), so T̂h ≤ Th .

To establish the reverse inequality, consider the number

y := f(T̂h) =
1

x
E

(
L(T̂h)X(T̂h)

)

which lies in the interval (0, e−h ] thanks to the right-continuity of f(·) . From the theory of

section 9 in Fernholz et al. (2004) we know that there exists a trading strategy ϕ̂(·) ∈ Φ(y)

which duplicates exactly the contingent claim Y := X(T̂h)/x at time t = T̂h ; to wit,

Z y, ϕ̂(T̂h) = Y a.s. But then we get the string of a.s. comparisons

e−h Z1, ϕ̂(T̂h) ≥ y Z1, ϕ̂(T̂h) = Z y, ϕ̂(T̂h) = Y =
1

x
X(T̂h) = Z1, µ(T̂h) ;

these imply that T̂h belongs to the set of (3.20), so T̂h ≥ Th also holds. ¦

We leave to the reader the verification of the following “dual” to this result.

3.7 Proposition: Under the conditions of Proposition 3.6 and for a given time-horizon

T ∈ (0,∞) , the maximal attainable log-relative-return in excess of the market-portfolio,

namely

H(T ) := sup
{

h > 0
∣∣∣ ∃ϕ(·) ∈ Φ(1) s.t. log

(
Z1, ϕ(T )/Z1, µ(T )

)
≥ h , a.s.

}
, (3.22)

is given as

H(T ) = log

(
1

f(T )

)
= log

(
x

E (L(T )X(T ))

)
. (3.23)
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3.2 A Generalization of the Excess Growth Rate

Let us close this section by mentioning the following generalization of Remark 3.5, which is

of considerable independent interest: For any portfolio rule π(·) and any number p ∈ [0, 1] ,

we introduce the quantity

γ π,p
∗ (t) :=

1

2

n∑

i=1

(πi(t))
p τπ

ii(t) . (3.24)

This generalizes the excess growth rate of (2.9), in the sense that γ π,1
∗ (·) ≡ γ π

∗ (·) holds

thanks to (2.21).

3.8 Proposition: Suppose that for some numbers p ∈ (0, 1) , T ∈ (0,∞) and ζ ∈ (0,∞)

we have the condition

n1−p

p
log n + ζ ≤

∫ T

0
γ µ,p
∗ (t) dt < ∞ , a.s. (3.25)

for the market portfolio, with the notation of (2.10), (3.24). Then the portfolio rule

πi(t) :=
p (µi(t))

p

∑n
j=1 (µj(t))

p + (1− p) µi(t) , i = 1, · · · , n (3.26)

is an arbitrage opportunity relative to the market portfolio µ(·) , and (3.5) holds.

Proof: Let us read (3.7) and (3.8), (3.6) for the function S(x) =
∑n

i=1 xp
i , x ∈ ∆n

++ , which

satisfies 1 < S(·) ≤ n 1−p . We deduce from (3.6) that the portfolio rule π(·) of (3.26) is

generated by this function, and that g(·) = p(1− p) γ µ,p
∗ (·)/S(·) . In particular, we have the

a.s. relations

log

(
Z π(T )

Z µ(T )

)
= log

(
S(µ(T ))

S(µ(0))

)
+ p(1− p)

∫ T

0

γ µ,p
∗ (t)

S(t)
dt

≥ −(1− p) log n +
p(1− p)

n 1−p

∫ T

0
γ µ,p
∗ (t) dt ≥ p(1− p)

n 1−p
ζ > 0

thanks to (3.25), and the claim follows. ¦
We note that (3.25) with p = 1 implies (3.18), since S(µ(0)) ≤ log n .

3.9 Remark: It should also be noted that a positive lower bound on γ µ,p
∗ (·)|p=0 is not

enough to guarantee the existence of relative arbitrage. Indeed, the model

d(log Xi(t)) = dWi(t) , i = 1, · · · , n (3.27)
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with γi(·) ≡ 0 and σij(·) ≡ δij(·) admits a unique equivalent martingale measure on

each time-horizon of finite length, and has bounded variances, so is free of relative arbi-

trage opportunities. However, τµ
ii(t) = 1 − 2µi(t) +

∑n
j=1 µ2

j(t) ≥ 1 − 2µi(t) + (1/n) , so

2γ µ,p
∗ (t)|p=0 =

∑n
i=1 τµ

ii(t) ≥ n− 1 , a positive constant.

On the other hand, the excess growth rate of the market γµ
∗ (t) = 1

2

∑n
i=1 µi(t) τµ

ii(t)

= 1
2

(1−∑n
i=1 µ2

i (t)) is not bounded away from zero; and the condition (3.2) fails in this

case.

Open Question: Can the constant S(µ(0)) (respectively, (n1−p log n)/p ) be removed from

(3.18) (respectively, from (3.25))? In other words, is it the case that (3.5) holds for some

given real constant T > 0 , if there exist numbers ζ > 0 and p ∈ (0, 1] such that

ζ ≤
∫ T

0
γ µ,p
∗ (t) dt < ∞ (3.28)

holds almost surely?

4 An Example of Stabilization by Volatility

In this section and the next we shall study an abstract market model that exhibits, in a par-

simonious manner, some of the real-life equity market features we have mentioned: largest

volatilities for the smallest stocks, smallest volatilities for the largest stocks, constant drift

and variance rates for the market as a whole (‘stabilization by volatility’), and a constant

positive excess growth rate. Thus, without being diverse, this model contains relative arbi-

trage opportunities. The model can be generalized in may ways without compromising the

main message; one such generalization is offered in section 6.

In its simplest possible form, this model is of the type (2.3) with

d
(
log Xi(t)

)
=

1√
µi(t)

dWi(t) , i = 1, · · · , n , d = n . (4.1)

In other words, we are selecting equal “growth rates” γi(·) ≡ 0 for all the individual stocks;

volatilities σiν(·) = δiν/
√

µi(·) in (2.3) which are very high for the smallest stocks and very

low for the largest; and covariances of the form aij(·) = δij/µi(·) in (2.4). Similarly, we have

bi(·) =
1

2µi(·) , ϑν(·) =
1

2
√

µν(·)
in (2.1) and in (2.15), respectively. Written in the form

dXi(t) = Xi(t)


 dt

2µi(t)
+

dWi(t)√
µi(t)


 , i = 1, · · · , n
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of (2.1), the model prescribed by (4.1) amounts to solving in the positive orthant of IRn the

following system of stochastic differential equations, for i = 1, · · · , n :

dXi(t) =
1

2

(
X1(t) + · · ·+ Xn(t)

)
dt +

√
Xi(t)

(
X1(t) + · · ·+ Xn(t)

)
dWi(t) . (4.2)

A general theory for degenerate stochastic differential equations of this type was devel-

oped recently by Bass & Perkins (2002); see in particular their Theorem 1.2 and Corollary

1.3. This theory shows that the system of equations in (4.2) has a weak solution, which is

unique in the sense of the probability law – or equivalently, that the associated martingale

problem with infinitesimal generator

(Af)(x) =
1

2

(
x1 + · · ·+ xn

) n∑

i=1

(
xi D

2
iif(x) + Dif(x)

)
, x ∈ (0,∞)n (4.3)

is well-posed. As we shall see in section 5, such a weak solution can be constructed fairly

easily in terms of simple time changes, and takes values in (0,∞)n ; cf. the representations

of (4.15) below. Thus, we can ascertain that the model posited in (4.1) is also well-posed,

and as a result the real-valued process log Xi(·) is a local martingale for each i = 1, · · · , n
with quadratic variation

T <
∫ T

0

1

µi(t)
dt = 〈log Xi〉(T ) < ∞ , a.s.

for every T ∈ (0,∞) . But

∫ T

0
aii(t) dt = 2

∫ T

0
bi(t) dt = 4

∫ T

0
(ϑi(t))

2 dt =
∫ T

0

dt

µi(t)
, (4.4)

so the conditions of (2.2), (2.15), (2.16) and (3.10) are all satisfied.

An elementary computation yields the quantities of (2.7)-(2.9) in the form

γ µ(·) ≡ γ µ
∗ (·) ≡ n− 1

2
=: γ∗ > 0 and aµµ(·) ≡ 1 . (4.5)

On the other hand, by analogy with (2.6)-(2.9), (4.1) and with the notation of (2.11), (4.5),

we see from (4.2) that

dZµ(t) = Zµ(t) ·
n∑

i=1

µi(t)
(
dXi(t)/Xi(t)

)
= Zµ(t) ·

n∑

i=1

[
(1/2)dt +

√
µi(t) dWi(t)

]
.

The solution to this equation is given as

log

(
Z µ(t)

Z µ(0)

)
= γ∗ t + B(t) , with B(t) :=

n∑

ν=1

∫ t

0

√
µν(s) dWν(s) , 0 ≤ t < ∞ (4.6)
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a Brownian motion. Indeed, B(·) is clearly a local martingale and its quadratic variation

is given by 〈B〉(t) =
∫ t
0 (

∑n
ν=1 µν(s)) ds = t , so the claim is a consequence of P. Lévy’s

characterization of the Brownian motion process (e.g. p.157 in Karatzas & Shreve (1991)).

To wit: despite the erratic, widely fluctuating behavior of individual stocks, the overall

market performance is remarkably stable.

Discussion: We call this phenomenon stabilization by volatility, as the recipe of (4.1)

prescribes big volatility swings for the smallest stocks and smaller volatility swings for the

largest stocks, in a way that ends up stabilizing the overall market by producing constant,

positive overall growth and variance rates as in (4.5). By contrast, in the so-called “Atlas

Model” pioneered by Fernholz (2002) and studied recently in Banner et al. (2004), a similar

stabilization for the overall market is achieved by propping up the growth rates of the small

stock(s) and keeping those of the large stock(s) minuscule, while each stock is assigned a

constant volatility depending on its rank. Here, the quantities γi(·) are equal to zero for all

individual stocks. In Section 6 we shall consider briefly a “hybrid” model, which assigns big

variances and big growth rates to the smallest stocks.

Let us also observe that the condition (3.2) is satisfied with Γ(t) = γ∗t and γ∗ = (n−1)/2

in this example. According to Proposition 3.1, therefore, the model of (4.1) admits relative

arbitrage opportunities, at least on time-horizons [0, T ] with

T < T∗ :=
2 S(µ(0))

n− 1
≤ 2 log n

n− 1
. (4.7)

Contrast this situation to the model of (3.27), where the condition (3.2) is violated, and

where relative arbitrage does not exist on any finite time horizon.

Open Question: Note that the upper estimate in (4.7) goes to zero as the number of stocks

in the market tends to infinity. Does this indicate that there exist relative arbitrage oppor-

tunities on arbitrarily short time horizons in the context of the model (4.1)?

4.1 Long-Term Behavior of Stocks in (4.1)

We observe from (4.6) that the total market capitalization X(·) = X1(·) + · · · + Xn(·) of

(2.11) is the exponential of a Brownian motion with positive drift γ∗ = (n− 1)/2 , namely

X(t) = x e γ∗t+B(t) , 0 ≤ t < ∞ ; (4.8)

recall the notation of (2.12) for the the total market capitalization x at t = 0 . The crude

bounds

max
1≤i≤n

Xi(t) =: X(1)(t) ≤ X(t) ≤ nX(1)(t)
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show that the largest stock and the overall market have the same long-term-growth rate:

lim
t→∞

(
1

t
log X(1)(t)

)
= lim

t→∞

(
1

t
log X(t)

)
= γ∗ , a.s. (4.9)

Despite the overall market stability suggested by (4.8) and (4.9), individual stocks “move

all over the place”, in a sense made precise by the following result.

4.1 Proposition: For every i = 1, · · · , n we have almost surely

lim sup
t→∞

(
1

t
log Xi(t)

)
= γ∗ , lim inf

t→∞

(
1

t
log Xi(t)

)
= −∞ . (4.10)

Proof: Let us apply Itô’s rule to the process
√

Xi(·) in conjunction with (4.2), and obtain

√
Xi(t) =

√
Xi(0) +

∫ t

0

dΛ(s)

2
√

Xi(s)
+ Ŵi(Λ(t)) , i = 1, · · · , n .

We have introduced here the continuous, strictly increasing time change

Λ(t) :=
∫ t

0

(
X(s)

4

)
ds =

x

4

∫ t

0
e γ∗s+B(s) ds , 0 ≤ t < ∞ (4.11)

and the processes

Ŵi(u) :=
∫ Λ−1(u)

0

√
Λ′(ξ) dWi(ξ) , 0 ≤ u < ∞ (4.12)

for i = 1, · · · , n . Note that 〈Ŵi, Ŵj〉(u) = uδij so that, by the P. Lévy characterization

once again, the processes Ŵ1(·), · · · , Ŵn(·) are independent Brownian motions.

It follows now that each process Ri(·) :=
√

Xi(Λ−1(·)) satisfies the stochastic equation

Ri(u) =
√

Xi(0) +
∫ u

0

dξ

2Ri(ξ)
+ Ŵi(u) , 0 ≤ u < ∞ (4.13)

for the radial part of a planar Brownian motion (or “two-dimensional Bessel”) process; see,

for instance, Karatzas & Shreve (1991), p.159. It is checked readily that the squared-Bessel

processes Qi(·) := (Ri(·))2 = Xi(Λ
−1(·)) satisfy the following stochastic equations

dQi(u) = mdu + 2
√

(Qi(u))+ · dŴi(u) , i = 1, · · · , n (4.14)

with m = 2 .

According to results of Yamada-Watanabe (ibid., Proposition 2.13 on p.291 and Propo-

sition 3.20 on p.309), each one of these equations admits a pathwise unique, strong solution.
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Thus uniqueness in the sense of the probability law also holds, the squared-Bessel processes

(R1(·))2, · · · , (Rn(·))2 are independent, and we obtain the representations

(Ri(u))2 =
(
ρ

(1)
i + β

(1)
i (u)

)2
+

(
ρ

(2)
i + β

(2)
i (u)

)2
, 0 ≤ u < ∞ .

Here
(
β

(1)
i (·), β(2)

i (·)
)

, i = 1, · · · , n are independent standard planar Brownian motions with

β
(1)
i (0) = β

(2)
i (0) = 0 and

(
ρ

(1)
i

)2
+

(
ρ

(2)
i

)2
= Xi(0) . Consequently,

Xi(t) =
(
Ri(Λ(t))

)2
=

((
ρ

(1)
i + β

(1)
i (u)

)2
+

(
ρ

(2)
i + β

(2)
i (u)

)2
) ∣∣∣∣∣

u=Λ(t)

, 0 ≤ t < ∞
(4.15)

and we obtain

X(t) = X1(t) + · · ·+ Xn(t) = x e γ∗t+B(t) = 4Λ′(t) =
(
R(Λ(t))

)2
, 0 ≤ t < ∞ (4.16)

from (4.8), (4.11) and (4.15), where we have denoted by

R(·) :=
√

(R1(·))2 + · · · + (Rn(·))2 =

√√√√
n∑

i=1

((
ρ

(1)
i + β

(1)
i (·)

)2
+

(
ρ

(2)
i + β

(2)
i (·)

)2
)

(4.17)

the radial part of the resulting 2n−dimensional Brownian motion. In the Appendix we shall

verify the property

lim
u→∞

(
log Ri(u)

log u

)
=

1

2
, in probability , (4.18)

so that we have also

lim
t→∞

(
1

t
log Xi(t)

)
= 2 lim

t→∞


 log Ri(u)

log u

∣∣∣∣∣
u=Λ(t)

· log Λ(t)

t


 = γ∗ in probability.

(4.19)

The convergence in probability cannot be strengthened to almost-sure convergence in the

equations (4.18) or (4.19); indeed, it is also shown in the Appendix that

lim sup
u→∞

(
log Ri(u)

log u

)
=

1

2
and lim inf

u→∞

(
log Ri(u)

log u

)
= −∞ (4.20)

hold almost surely, so that (4.10) follows. ¦
Comparing (4.19) and (4.10) with (4.9) we see that

lim
t→∞

(
1

t
log µi(t)

)
= 0 in probability, (4.21)
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but also that

lim sup
t→∞

(
1

t
log µi(t)

)
= 0 , lim inf

t→∞

(
1

t
log µi(t)

)
= −∞

hold almost surely. In the terminology of Definition 2.1.1 in Fernholz (2002), this model

fails to be coherent in the a.s. sense postulated there – but is “coherent in probability” in

the weaker sense of (4.21).

4.2 Remark: Some strict local martingales. For the model of (4.1) we know from

Remark 3.1 that the local martingales L(·)X1(·), · · · , L(·)Xn(·) and L(·)X(·) are strict.

On the other hand, the exponential local martingale L(·) of (2.17) takes the form

log

(
1

L(T )

)
=

1

2

n∑

i=1




∫ T

0

dWi(t)√
µi(t)

+
1

4

∫ T

0

dt

µi(t)




=
1

2

n∑

i=1

(
log

(
Xi(T )

Xi(0)

)
+

1

4

∫ T

0

X1(t) + · · ·+ Xn(t)

Xi(t)
dt

)

for 0 ≤ T < ∞ , or equivalently

L(T ) =

√√√√ X1(0) · · ·Xn(0)

X1(T ) · · ·Xn(T )
exp

{
−1

8

∫ T

0

(
n∑

i=1

Xi(t)

) (
n∑

i=1

1

Xi(t)

)
dt

}
. (4.22)

Because
∑n

ν=1

∫ T
0 (

∑n
i=1 µi(t)σiν(t))

2 dt =
∑n

ν=1(
∫ T
0 µν(t) dt ) = T , the condition (3.16) is

satisfied and the local martingale L(·) is also strict, from Proposition 3.4.

Open Question: With L(·) determined as in (4.22), compute the function E(L(T )X(T ))

that appears in Propositions 3.6, 3.7 and determine, with the help of (3.21), the shortest

time-interval on which it is possible to exceed the return from the market portfolio by a

given amount.

4.3 Remark: Lamperti Representations. The last equality in (4.16), namely

x e
n−1

2
t +B(t) = R 2

(
x

4

∫ t

0
e

n−1
2

s+B(s) ds
)

, 0 ≤ t < ∞ ,

is equivalent to the Lamperti Representation (e.g. Yor (1992), p.204)

√
x e (n−1)θ +B̃(θ) = R

(
x

∫ θ

0
e 2 [(n−1)s+B̃(s) ] ds

)
, 0 ≤ θ < ∞

for the exponential of the standard Brownian motion B̃(·) := 1
2
B(4 ·) with drift n − 1 , in

terms of a time-changed, 2n-dimensional Bessel process R(·) .
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4.2 On the distribution of market weights

The representations of (4.15) and (4.16) offer the opportunity to answer questions about the

distribution of the relative market weights µi(·) = Xi(·)/X(·) in the context of the model

(4.1). Here are some results in this direction.

4.4 Proposition: For every u ∈ [0,∞) , i = 1, · · · , n and δ ∈ (0, 1) we have

lim
u→∞ P [ µi(Λ

−1(u)) ≤ 1− δ ] = 1− δ n−1 , (4.23)

where Λ−1(·) is the inverse of the continuous, strictly increasing process Λ(·) of (4.11).

Proof: From (4.15), (4.16) we have

µi(Λ
−1(u)) =

Xi(t)

X(t)

∣∣∣∣∣
t=Λ−1(u)

=
R2

i (u)

R2
1(u) + · · ·+ R2

n(u)
=

Fi(u)

(n− 1) + Fi(u)
(4.24)

for i = 1, · · · , n , where the random variable

Fi(u) :=
R2

i (u)

2
· 2(n− 1)∑

j 6=i R
2
j (u)

= (n− 1) ·
(
ρ

(1)
i + β

(1)
i (u)

)2
+

(
ρ

(2)
i + β

(2)
i (u)

)2

∑
j 6=i

( (
ρ

(1)
j + β

(1)
j (u)

)2
+

(
ρ

(2)
j + β

(2)
j (u)

)2 )

converges in distribution, as u →∞ , to the quantity

Fi := (n− 1) · Zi∑
j 6=i Zj

=
Zi/2

(
∑

j 6=i Zj)/(2n− 2)
. (4.25)

Here the random variables Z1 , · · · , Zn are independent and identically distributed; their

common distribution is χ2
2 (chi-square with two degrees of freedom), or equivalently, expo-

nential with parameter λ = 1/2 .

It follows from this representation that, as u →∞ , the quantity Fi(u) has an asymptotic

zm,k distribution; the ‘degrees of freedom’ are m = 2 for the variable in the numerator and

k = 2(n− 1) for the variable in the denominator. In particular,

lim
u→∞ P [ Fi(u) ≤ x ] =

∫ x

0

(
1 +

y

n− 1

)−n

dy = 1−
(
1 +

x

n− 1

)1−n

, 0 ≤ x < ∞ ,

and as a result the variables of (4.24) have common asymptotic distribution

lim
u→∞ P [ µi(Λ

−1(u)) ≤ 1− δ ] = lim
u→∞ P

[
Fi(u) ≤ (n− 1)

1− δ

δ

]
= 1− δ n−1 . ¦

4.5 Remark: On the distribution of the maximum market weight. With the

notation introduced in (4.25), we can write the equation (4.24) in the equivalent form

µi(Λ
−1(u)) =

(
ρ

(1)
i + β

(1)
i (u)

)2
+

(
ρ

(2)
i + β

(2)
i (u)

)2

∑n
j=1

( (
ρ

(1)
j + β

(1)
j (u)

)2
+

(
ρ

(2)
j + β

(2)
j (u)

)2 )
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and notice that µi(Λ
−1(u)) −→ Zi/(Z1 + · · · + Zn) in distribution as u →∞ . From this

representation we can obtain in principle the distribution of the maximum market weight

along the clock Λ−1(·) , namely

lim
u→∞ P

[
max
1≤i≤n

µi(Λ
−1(u)) ≤ %

]
= lim

u→∞ P [ Zi ≤ %(Z1+· · ·+Zn) , ∀ i = 1, · · · , n ]

(4.26)

=
∫
· · ·

∫

Γ(%)
λn e−λ(z1+···+zn) dz1 · · · dzn , 1/n < % < 1

where Γ(%) := {(z1, · · · , zn) ∈ (0,∞)n | z1 ≤ %(z1 + · · ·+ zn) , · · · , zn ≤ %(z1 + · · ·+ zn) } .

For instance, with n = 2 the integral is 2% − 1 ; with n = 3 the distribution of (4.26)

becomes (3%− 1)2 for 1/3 < % ≤ 1/2 , and (3%− 1)2 − 3(2%− 1)2 for 1/2 ≤ % ≤ 1 ; and so

on. In general, the integral of (4.26) can be computed as

m∑

j=0

(−1)j n!

j! (n− j)!

(
(n− j)%− 1

)n−1
, (4.27)

where m is the unique integer in {0, 1, · · · , n− 2} that satisfies

1

n−m
< % ≤ 1

n−m− 1
.

We are indebted to Adrian Banner for the computation of (4.27).

4.6 Remark: The model of (4.1) is not diverse: there is no number δ ∈ (0, 1) such that

P
(

max
1≤i≤n

µi(t) < 1− δ , ∀ 0 ≤ t < ∞
)

= 1 .

This follows rather directly from the computation (4.23) of Proposition 4.3, or from (4.26).

Open Question: For fixed t ∈ (0,∞) , determine the distributions of µi(t) , i = 1, · · · , n
and of the largest µ(1)(t) := max1≤i≤n µi(t) and smallest µ(n)(t) := min1≤i≤n µi(t) market

weights.

What can be said about the behavior of the averages 1
T

∫ T
0 µ(1)(t) dt and 1

T

∫ T
0 µ(n)(t) dt ,

as T →∞ ?
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5 Solving the Stochastic Equations of (4.1)

A weak solution of the system of stochastic equations in (4.1) can be constructed from

first principles, in terms of simple time changes; the theory of Bass & Perkins (2002) then

guarantees that this weak solution is unique in the sense of the probability law. We shall

outline briefly this construction in the present section.

• Analysis: Suppose that we have constructed already a weak solution, and write Xi(t) =

eYi(t) , 0 ≤ t < ∞ so that (4.1) can be re-cast as

dYi(t) =

√
eY1(t) + · · · + eYn(t)

eYi(t)
· dWi(t) with Yi(0) = log Xi(0) , (5.1)

for i = 1, · · ·n . In other words, the processes Y1(·), · · · , Yn(·) are continuous local martin-

gales with quadratic variations

〈Yi〉(t) =
∫ t

0

(
eY1(s) + · · · + eYn(s)

eYi(s)

)
ds =: Ai(t) (5.2)

and 〈Yi, Yj〉(·) ≡ 0 for i 6= j . The functions t 7→ Ai(t) are a.s. continuous and strictly

increasing; denoting by u 7→ Γi(u) their inverses, we know from a theorem of F.B. Knight

(e.g. Karatzas & Shreve (1991), p.179) that the processes

Bi(u) := Yi(Γi(u)) , 0 ≤ u < ∞ (5.3)

are independent Brownian motions for i = 1, · · · , n , and that we have the representations

Yi(t) = Bi(Ai(t)) , Xi(t) = eBi(Ai(t)) for 0 ≤ t < ∞ , i = 1, · · · , n . (5.4)

Substituting back into (5.2) we conclude that the continuous, strictly increasing functions

A1(·), · · · , An(·) satisfy the system of integral equations for i = 1, · · · , n :

Ai(t) =
∫ t

0

(
eB1(A1(s)) + · · · + eBn(An(s))

eBi(Ai(s))

)
ds , 0 ≤ t < ∞ . (5.5)

• Solvability of (5.5): Now suppose that we are given n independent Brownian mo-

tions B1(·), · · · , Bn(·) with Bi(0) = log Xi(0) , on the same probability space. We seek n

continuous, strictly increasing functions A1(·), · · · , An(·) that satisfy (5.5).

Such functions can be found as follows: write (5.5) in the form eBi(Ai(t)) A′
i(t) = eB1(A1(t))

+ · · · + eBn(An(t)) , or equivalently as

Qi(Ai(t)) =
∫ t

0

(
eB1(A1(s)) + · · · + eBn(An(s))

)
ds =: A(t) , (5.6)
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where

Qi(ξ) :=
∫ ξ

0
eBi(u) du , 0 ≤ ξ < ∞ . (5.7)

The function [0,∞) 3 ξ 7→ Qi(ξ) ∈ [0,∞) of (5.7) is continuous and strictly increasing;

denoting by Pi(·) its inverse and recalling (5.6), we can write (5.5) as

Ai(t) = Pi(A(t)) and A(t) =
∫ t

0
G(A(s)) ds , 0 ≤ t < ∞ (5.8)

for i = 1, · · · , n , where

G(u) :=
n∑

j=1

Q′
j(Pj(u)) =

n∑

j=1

1

P ′
j(u)

, 0 ≤ u < ∞ . (5.9)

But the integral equation for A(·) in (5.8) can be solved easily, again by time change.

We introduce the continuous and strictly increasing function

C(x) :=
∫ x

0

du

G(u)
=

∫ x

0

du∑n
j=1(1/P

′
j(u))

, 0 ≤ x < ∞ (5.10)

and let A(·) be its inverse; namely, C(A(t)) = t for 0 ≤ t < ∞ . Then A′(t) = 1/C ′(A(t)) =

G(A(t)) , exactly as postulated by the integral equation of (5.8).

With A(·) thus determined, the functions A1(·), · · · , An(·) are given as Ai(·) = Pi(A(·))
by the first equation in (5.8), and for 0 ≤ t < ∞ we have

Xi(t) = eBi(Pi(A(t))) = Q′
i(Pi(A(t))) =

1

P ′
i (A(t))

, X(t) = G(A(t)) . (5.11)

• Synthesis: Once the continuous, strictly increasing processes A1(·), · · · , An(·) have been

determined starting from the independent Brownian motions B1(·), · · · , Bn(·) as we just

outlined, we define the processes Y1(·), · · · , Yn(·) via Yi(·) = Bi(Ai(·)) as in (5.4). These

are continuous local martingales with respect to the augmentation F = {F(t)}0≤t<∞ of

their natural filtration σ(Yi(s); 0 ≤ s ≤ t, i = 1, · · · , n) , and satisfy 〈Yi, Yj〉(·) = Ai(·) δij ,

Yi(0) = log Xi(0) .

In terms of these processes we define the continuous F−local martingales

Wi(t) :=
∫ t

0

√
eYi(s)

eY1(s) + · · · + eYn(s)
· dYi(s) , 0 ≤ t < ∞ , (5.12)

now with 〈Wi,Wj〉(t) = δij

∫ t
0

(
eY1(s) + · · · + eYn(s)

)−1
eYi(s) dAi(s) = δij t for 1 ≤ i, j ≤ n .

In other words, W1(·), · · · ,Wn(·) are independent Brownian motions, once again from P.

Lévy’s characterization. The equations of (5.12) then lead to those of (5.1), that we set out

to solve.
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Note that we recover the representation X(t) = X1(t) + · · · + Xn(t) = x e γ∗t+B(t)

of (4.8), where the standard one-dimensional Brownian motion B(·) is now expressed, in

accordance with (4.6), (4.8) and (5.12), as

B(t) =
n∑

i=1

∫ t

0
µi(s) dYi(s) =

n∑

i=1

∫ t

0

eYi(s) dYi(s)

eY1(s) + · · · + eYn(s)
.

5.1 Remark: From (5.11), (5.8) and (4.10) we have A(t) =
∫ t
0 G(A(s)) ds =

∫ t
0 X(s) ds =

4 Λ(t) . Comparing this with (4.15)-(4.17) we make the identifications

Λ−1(u) = A−1(4u) = C(4u) , as well as

1

P ′
i (u)

= R 2
i (u/4) , i = 1, · · · , n and G(u) = R 2(u/4) , 0 ≤ u < ∞ ,

in terms of the 2-dimensional Bessel processes Ri(·) , i = 1, · · · , n and the 2n-dimensional

Bessel process R(·) . Back into (5.10) these identifications give the expressions C(x) =
∫ x
0 (G(u))−1 du =

∫ x
0 R−2(u/4) du = 4

∫ x/4
0 R−2(s) ds , which in turn imply

Λ−1(u) = 4
∫ u

0

ds

R 2(s)
, 0 ≤ u < ∞ . (5.13)

In conjunction with (4.16) and with B̃(· ) = B(4 · )/2 , this identification allows us to express

the Lamperti Representation of Remark 4.3 in the following equivalent form (see Yor (1992),

p. 203, and Jacobsen & Yor (2003)):

R(u) =
√

x e (n−1)θ+B̃(θ)

∣∣∣∣∣
θ =

∫ u

0
R−2(s) ds

, 0 ≤ u < ∞ . (5.14)

6 A Hybrid Model

We shall discuss briefly in this section a generalization of the model of (4.1) which assigns both

big variances and big growth rates to the smallest stocks (whence the appellation “hybrid”

at the head of the section) but again in such a manner that the overall market performance

is remarkably stable. This model is of the form

d
(
log Xi(t)

)
=

α

2µi(t)
dt +

1√
µi(t)

dWi(t) , i = 1, · · · , n , (6.1)

or equivalently

dXi(t) =
1 + α

2

(
X1(t) + · · ·+ Xn(t)

)
dt +

√
Xi(t)

(
X1(t) + · · ·+ Xn(t)

)
dWi(t) (6.2)
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as in (4.2), where we shall take α ≥ 0 and set m := 2(1 + α) . In the notation of section

2, we have now

σiν(t) =
δiν√
µν(t)

, ϑν(t) =
1 + α

2
√

µν(t)
, γi(t) =

α

2µi(t)
.

The model studied in Sections 4 and 5 corresponds to the choice α = 0 ( m = 2 ), so we shall

concentrate here on α > 0 ( m > 2 ).

It follows again from the theory of Bass & Perkins (2002) that the martingale problem

with infinitesimal generator

(Af)(x) =
1

2
(x1 + · · ·+ xn)

n∑

i=1

(
xi D

2
iif(x) + (1 + α) Dif(x)

)
, x ∈ (0,∞)n

suggested by (6.2), is well-posed; the weak solution takes values in (0,∞)n ; and straightfor-

ward computations give again constant variance and growth rates for the resulting market,

namely

aµµ(t) ≡ 1 , γ µ
∗ (t) ≡ γ∗ = (n− 1)/2 (6.3)

and

γ µ(t) =
n∑

i=1

µi(t)
α

2µi(t)
+ γ µ

∗ (t) ≡ (1 + α)n− 1

2
=

mn

4
− 1

2
=: γ > 0 . (6.4)

In particular, the requirements of Propositions 3.1 and 3.4 are satisfied once again; the

model admits arbitrage opportunities relative to the market portfolio; the local martingales

L(·)X1(·) , · · · , L(·)Xn(·) of (3.14) are all strict, as is the exponential local martingale L(·)
of (2.17); and the total market capitalization takes again the form

X(t) = X1(t) + · · · + Xn(t) = x e γ t+B(t) , 0 ≤ t < ∞ (6.5)

of exponentiated Brownian motion B(·) as in (4.6), with drift γ given by (6.4).

By analogy with (4.11)-(4.17), we have

Xi(t) = R2
i (Λ(t)) , i = 1, · · · , n and X(t) = R2(Λ(t)) , 0 ≤ t < ∞ (6.6)

where now Λ(·) is given by

Λ(t) :=
∫ t

0

(
X(s)

4

)
ds =

x

4

∫ t

0
e γs+B(s) ds , thus Λ−1(u) = 4

∫ u

0

ds

R2(s)
(6.7)

as in (5.13). Here R1(·), · · · , Rn(·) are independent Bessel processes with ‘dimension’ m =

2(1 + α) , namely

dRi(u) =
m− 1

2Ri(u)
du + dŴi(u) , (6.8)
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and Ŵ1(·), · · · , Ŵn(·) are independent one-dimensional Brownian motions as in (4.12),

(4.13). (Equivalently, Qi(·) = (Ri(·))2 satisfies the equations (4.14).) Thus the process

R(·) =
√

R2
1(·) + · · ·+ R2

n(·) is Bessel in ‘dimension’ nm , namely

dR(u) =
mn− 1

2R(u)
du + dŴ (u) ,

where Ŵ (·) is another one-dimensional Brownian motion.

The growth rate for the entire market and for the largest stock is computed easily:

lim
t→∞

(
1

t
log X(t)

)
= lim

t→∞

(
1

t
log X(1)(t)

)
= γ , a.s. (6.9)

6.1 Proposition: For the model of (6.1) we have for every i = 1, · · · , n , almost surely:

lim
t→∞

(
1

t
log Xi(t)

)
= γ , (6.10)

lim
T→∞

1

T

∫ T

0
aii(t) dt = lim

T→∞
1

T

∫ T

0

dt

µi(t)
=

2 γ

α
= n +

n− 1

α
. (6.11)

Proof: In order to compute the long-term-growth behavior of an individual stock as in

(6.10), let us start by observing that we have now the following strengthening

lim
u→∞

(
log Ri(u)

log u

)
=

1

2
, a.s. (6.12)

of (4.18). Indeed, an application of Itô’s rule to (6.8) gives the dynamics d ( log Ri(u)) =

α R−2
i (u) du + R−1

i (u) dŴi(u) , so that

log Ri(u) =
1

2
log Xi(0) +

(
αθ + B̂i(θ)

) ∣∣∣∣
θ=

∫ u

0
R−2

i (s) ds
. (6.13)

Equivalently, we have the Lamperti representation

Ri(u) =
√

Xi(0) · e αθ+B̂i(θ)

∣∣∣∣∣
θ=

∫ u

0
R−2

i (s) ds

, 0 ≤ u < ∞

as in (5.14), where B̂i(·) is yet another Brownian motion. Now it can be checked (e.g.

Pitman & Yor (1986.a), p. 112; Yor (1985); or Cherny (2000), p. 206) that

lim
u→∞

(
1

log u

∫ u

0

ds

R2
i (s)

)
=

1

m− 2
=

1

2α
holds a.s. (6.14)
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In conjunction with (6.13) and the strong law of large numbers limξ→∞ (B̂i(θ)/θ ) = 0 a.s.,

the result (6.14) leads to the claim of (6.12), and hence to

lim
t→∞

1

t
log Xi(t) = 2 · lim

t→∞


 log Ri(u)

log u

∣∣∣∣∣
u=Λ(t)

· log Λ(t)

t


 = γ , a.s. (6.15)

On the other hand, we notice from (6.5)-(6.7) that

∫ T

0
aii(t) dt =

∫ T

0

dt

µi(t)
=

∫ T

0

X(t)

Xi(t)
dt =

∫ T

0

4 Λ′(t) dt

(Ri(Λ(t)))2 =
∫ Λ(T )

0

4 du

(Ri(u))2 ,

and this gives

lim
T→∞

1

T

∫ T

0

dt

µi(t)
=

log Λ(T )

T
·
(

4

log u

∫ u

0

ds

R2
i (s)

) ∣∣∣∣∣
u=Λ(T )

−→ 2 γ

α

almost surely, as T →∞ . ¦
In particular, (6.15) and (6.9) show that the hybrid model of (6.1) is coherent, in the

sense that for every i = 1, · · · , n we have:

lim
t→∞

(
1

t
log µi(t)

)
= 0

almost surely.

7 Appendix

Starting with the pioneering works of Kallianpur & Robbins (1953) and Spitzer (1958), a

rich theory exists now for the asymptotic behavior of additive functionals associated with

the planar Brownian motion process. An excellent survey of this subject was carried out

by Pitman & Yor (1986, 1989). In particular, equation (2) of Table 1, p.762 in their (1986)

paper leads to the result (4.18). There is, however, a very direct argument for this result,

pointed out to us by Marc Yor (2004).

Proof of (4.18): From the scaling property of the planar Brownian motion β(·) =(
β1(·), β2(·)

)′
, where β1(·) and β2(·) are standard one-dimensional Brownian motions,

and with ξ ∈ IR2 the initial position, we have

R(u) = || ξ+β(u)|| =
√

u ||(ξ+β(u))/
√

u || =
√

u ||(ξ/√u )+β(1))|| , in distribution.

Therefore,

log R(u)− 1

2
log u = log ||(ξ/√u ) + β(1))|| , in distribution, (7.1)
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and this leads to

lim
u→∞

(
log R(u)− 1

2
log u

)
= log ||β(1))|| , in distribution

(that is to say, as u →∞ the distribution of R2(u)/u is approximately chi-square with two

degrees of freedom). In particular, we have limu→∞
(
log R(u)/ log u

)
= 1/2 in distribution,

thus also in probability.

Proof of (4.20): The law of the iterated logarithm for the standard, one-dimensional

Brownian motion, leads directly to the corresponding result

lim sup
u→∞

(
R(u)√

2u log log u

)
= 1 , a.s. (7.2)

for the radial part of the planar Brownian motion. It follows now from (7.2) that

lim sup
u→∞

(
log R(u)

log u

)
=

1

2

holds almost surely.

In order to deal with the limit inferior, we shall rely on the following zero-one law of

Spitzer (1958): For a decreasing function h(·) we have

P
(
R(u) ≥ u 1/2 h(u) for all u > 0 sufficiently large

)
= 1 or 0 , (7.3)

depending on whether the series below converges or diverges:

∞∑

k=1

1

k | log h(k)| . (7.4)

With h(u) = u−f(u) and f(u) = log log u , the series of (7.4) becomes
∑∞

k=1
1

k log k log log k

and diverges. Thus from (7.3) and Spitzer’s result we obtain that

(∀ τ > 0) (∃u > τ) such that log R(u) <
1

2
log u − log u · log log u

holds almost surely. Dividing through by log u and then letting u →∞ , we get

lim inf
u→∞ ( log R(u)/ log u ) = −∞ ,

almost surely.
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