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Abstract— This paper considers wireless sensor networks and El Gamal [5]. For such networks, the capacity, the strate
(WSNs) with energy harvesting and cooperative communications gies on the relay, energy efficiency and distribution among
and develops energy efficient scheduling strategies for such net-ina petwork, have been the focus of intensive research [6],
works. In order to maximize the long-term utility of the network, . .
the scheduling problem considered in this paper addresses the [7], [8]. The most common cooperation protocols are a'lmpllfy
following question: given an estimate of the current network and-forward (AF) and decode-and-forward (DF). With AF,
state, should a source transmit its data directly to the destination the relay node simply amplifies the source’s transmissiah an
or use a relay to help with the transmission? We first develop retransmits it to the destination; with the DF strategy,rédlay
an upper bound on the performance of any arbitrary scheduler. g4e receives and decodes the source’s transmission, ghen r
Next, the optimal scheduling problem is formulated and solved as N s L.
a Markov Decision Process (MDP), assuming that complete state encodes qnd transmits 't, to the destination. The destnnatlp
information about the relays is available at the source nodes. then combines the reception from the sender and the receptio
We then relax the assumption of the availability of full state from the relay to decode the data.
information, and formulate the scheduling problem as a Partially This paper considers sensor networks with energy har-
Observable Markov Decision Process (POMDP) and show that it \esting capability and addresses the problem of scheduling
can be decomposed into an equivalent MDP problem. Simulation . L . .
results are used to show the performance of the schedulers. cooperative, relay based _Commun'cat'ons' We considere tim

slotted source-relay-destination system, where a setBer (

source) has the option to have another sensor (the relay) hel
I. INTRODUCTION to transmit its data to the destination. All sensor nodesund

consideration are equipped with energy harvesting capabil

Wireless sensor networks have a wide range of applicationgom an energy efficiency perspective, the source may aghiev
in various fields but are typically limited by the size of theb the same bit error rate (BER) for a lower transmission powver i
tery and the power it can store. Existing research has asietlesit uses a relay, as compared to a direct transmission. Hayeve
this problem in two ways: (a) development of energy efficiefhis increases the power consumed by the relay and as a result
communication and networking protocols for WSNs and (hhe relay sensor may not have energy to report its own data in
improved battery technologies. In terms of communicatiofe future. At any given instant of time, the problem of iefsr
technologies, existing research has shown that cooperaiyy for the source to determine whether to transmit data on its
diversity gains can be achieved in distributed networksreheown or cooperatively with the relay in order to maximize the
nodes help each other by relaying transmissions [1], iesult |ong term ratio of the data that is successfully delivered, t
in either higher network capacity or lower energy consuompti the total data that is generated.
with the same capacity. On the other hand, in the field of |n order to optimally determine if the relay should be
battery technologies, energy harvesting or energy scavgngused or not at a given time, in addition to its own state
has become a promising and feasible approach to addressjgiigrmation (e.g. current battery level), the source alseds
energy supply problem [2], [3]. Exploiting both energy harto know the state information at the relay. We consider two
vesting and cooperative communications is thus a promisiggenarios with different system observabilities. In theaid
future direction for developing energy efficient sensore®d fully observablesystem, we assume that the source can always
However, to achieve the full energy saving potential of su@btain complete knowledge about the current status of the
sensors, fundamental scheduling issues related to the w$agpattery level, battery recharge and event occurrencestht bo
cooperative communications as a function of the systere stgie source and the relay. The transmission schedulinggmobl
need to be addressed, and this is the focus of this paper. is then formulated as a Markov Decision Process. However, a

The cooperative communication considered in this paperfisily observable system is unrealistic and in a more prattic
the discrete memoryless three-terminal relay network ldeveystem, it is reasonable to assume that when a relay transmit
oped in the landmark papers by van der Meulen [4], and Cowsr relays data, the headers of the packets may include the

relay’s state information. However, in periods without ajat
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Process. We show that the POMDP can be decomposed intig adopted [7] at the physical layer. To develop our models,
equivalent MDP, the solution of which also gives the optimale first consider a three-node network with one source, one
solution for the POMDP. In addition, we provide a theordticaelay and one destination node. In Section VII we consider
upper bound on the performance of any arbitrary schedulenetworks with more than three nodes and where nodes can
The rest of the paper is organized as follows. Section thke on multiple roles.
presents the related work, Section Il describes the systemA source sensor has two transmission modes: dinect
model, and an upper bound on the performance is presenteddein which the sensor transmits the packet directly to the
in Section 1V. A MDP formulation of the scheduling problendestination and consumeg units of energy and theelay
for the fully observable system is presented in Section V. Wode(which consumes; units of energy) in which the packet
POMDP formulation for the partially observable system is transmitted by the source and relayed by the relay sensor.
presented in Section VI and Section VIl considers a multiple relay sensor also has two transmission moaesn-traffic
node scenario. Finally, simulation results are presented modeandrelay modeIn the own-traffic mode, the relay sensor

Section VIII and Section IX concludes the paper. transmits its own packet to the destination consundhgnits
of energy while in the relay mode the relay sensor's own
Il. RELATED WORK traffic is discarded and} units of energy is consumed to

The use of energy harvesting has been proposed in tieéay another sensor node’s packet. We héayve> j, where
general framework of wireless sensor networks (WSNs) [3e have dropped the superscript ¢r » to indicate source
[9]. However, existing results concerning the optimal u$e @and relay sensors, respectively) to indicate that the ioglat
cooperative communication techniques for energy hamgstiholds for both source and relay sensors. We assume that the
networks are limited. The problem of duty-cycling in sensa@ensors are working in real-time monitoring scenarios.sThu
networks with energy harvesting is considered in [10], [11ho retransmission is attempted for packets with errorso Afs
[12]. In [13] it is shown that using cooperative automatia packet is not transmitted in the slot in which it arrivedsit
repeat request (ARQ) protocols, sensor nodes can matah tlieopped to allow more recent data to be transmitted. Finally
energy consumption to their energy harvesting rate, tlyered sensor is considered available for operation if it has ghou
improving the throughput. The authors of [14] address thenergy to transmit or relay a packet.
problem of sensor activation with battery recharging assgm A discrete time model is assumed where time is slotted
temporally correlated events. Throughput-optimal andaylelin intervals of unit length. Each slot is long enough so that a
minimizing energy management policies are proposed fsource node and a relay node can either cooperatively tiansm
sensors with energy harvesting in [15] while [16] developsne data packet for the source, or both can transmit one of
throughput maximizing policies assuming knowledge of thiheir own packets. At most one data packet is generated at
energy harvesting process and the time varying channel cannode in a slot. Each sensor has a rechargeable battery and
ditions. an energy harvesting device. The energy generation process

Physical layer issues for cooperative communicationsén tat each sensor is modeled by a correlated, two-state process
context of sensor and ad hoc networks has been addressét parametergg,,,g.r¢). In theon state (i.e. when ambient
extensively (see [17] for a survey). Cooperative communionditions are conducive to energy harvesting), the sensor
cation using collaborative MIMO is considered in [18], [19penerates energy at a constant rate- afnits per time slot.
while [20] considers broadcasting using cooperative commin the off state, no energy is generated. If the sensor harvested
nications. A survey of various power allocation strated@s energy in the current slot, it harvests energy in the next
cooperative communications can be found in [21]. Mediusiot with probability ¢,, and no energy is harvested with
access control (MAC) layer issues for cooperative commprobability 1 — ¢,,. On the other hand, if no energy was
nications are considered in [23], [24]. Note that the notioharvested in the current slot, no energy is harvested in the
of cooperative communications in [22] and similar papers rgext slot with probabilityg, s, and energy is harvested with
different: the focus of these papers is to use a multi-hop pairobability 1 — ¢,rr, and we assumé.5 < gon,Gors <
providing a better bit rate than a single hop path. To the We assume that the energy generated during a recharge
best of our knowledge, the problem of scheduling coopezatievent is available at the end of the slot. The correlation
transmissions in networks with energy harvesting has nem beprobabilities and the charge amountor the different sensor

addressed in existing literature. nodes (source or relay) could be different, and are dengjed
Aorfr dons dogys €75 ¢ respectively. The two-state model can
lIl. SysTEM MODEL account for harvesting methods such as vibration-basett-eve

We consider a general WSN whose primary function @riven harvesting, as well as harvesting devices that abnve
to monitor and report events of interest, such as detectilight if it is sufficiently bright and little or none otherwaés
and reporting abnormal conditions and emergencies, industMore complicated harvesting models can be accommodated
monitoring etc. Each node in the network may serve asbg increasing the number of states in the Markov model.
source, a destination, or a relay or any combination of theThe data packets that the sensors report to a sink are also
roles. We consider one hop transmissions and any node thajéserated according to a correlated, two-state process wit
within the transmission range (i.e. a neighbor) of both thearametergp,,, pors) With 0.5 < pon, pors <1, where in the
source and the destination may act as a cooperative relay.state an event (i.e. data packet) is generated in each slot,
In this paper, we assume that decode-and-forward relayiagd no events are generated in tiféstate. We assume that



an event is generated and detected at the beginning of a tiomain state information about the relay including: (a) the
slot. The average duration of a period of continuous eventsjay’s current energy level, (b) whether there is an event
E[N], is generated at the relay in the current slot, and (c) whetter th
oo } 1 relay’s battery is currently recharging or not. Howeverthié
E[N] = Zi(pon)lil(l — Pon) = 1 , (1) relayis inactive in a slot, the source will not have the updat
i=1 ~ Pon state information of the relay. Thus the decision at the c@ur
and the steady-state probability of event occurrengg, is  may be based on: (a) the current battery level, the states of
L —poss @ the energy and the event generation processes at the source;
2= DPon — Doff (b) the partial information of the battery, the energy andrv

Similarly, the average length of a period without events arfifneration processes at the relay based upon the informatio

its steady-state probability are—L— and oy = 1 — 7oy, which was obtained when the relay was last active. We refer

Po .
respectively. Also, the average length of a period with gpert© such a system aspartially observablesystem.

harvesting and the steady-state probability of such eventd=or any system, we next find an upper bound on the

7Ton

are 1_}} and jio, = 2—1;17—71« respectively. Finally, the performance of an arbitrary scheduling policy.
expected length of periods without recharging and its stead IV. AN UPPERBOUND ON THE PERFORMANCE

state probability arql— andiopyp = 1 — pon, respectively.
o T ;
The parameters corresponding to the source and relay nodes®t 7i With @ € {0,1,2,3,4} denote the number of time
are denoted with a superscript efand , respectively (e.g. slots in which actior; is successfully taken over the period
P, [0, 77, under the optimal polic¥lopr. Then events reported
The communication strategy of a sensor pdsource, PY source and relay nodes will 1&(T") = 71 + 15 + T3 and
designated reldy is governed by a policyl that decides &4 (T') = Ts + T, respectively. AST" — oo, the number of
on the transmission mode to be used for reporting even®/eNts occurring in the intervéd, 7] satisfies

We define the set of actions aé = {0, 1,2, 3,4}, denoting fim Sd) _ s L= P55y @)

{no transmission, no transmissigr{ direct, no transmissidn TSoo T 2= ps, — Py

{relay, relay, {direct, own-traffi¢, and {no transmission, E(T) 1—ply,

own-traffic}, respectively. The action taken by the sensor pair lim 2~ =g, =—— 2 (5)
T—oo T 2—pgn—p;ff

in time slott is denoted by, a; € A. A transmission action
can be taken only if the corresponding sensor has enougle denote the available energy at the sensor at the beginning
power ¢, for direct/own-traffic mode and, for relay mode) of slot¢ by L, and assume that the initial energy levellig.

and an event occurs at the beginning of the slot. The ba3ite expected energy level of the source sensor at fine
objective of the decision policyl is to maximize thequality given by

of coveragedefined as follows. Lef,(T) denote the number s1_ Ts s s s s

of eventsgt]hat occurred in the sensin(g r)egion of a sensoraver Bllz] = L = (T + Ts)oy = Tod3 + Thigne”s  (6)
period of T slots in the interval0, T]. Also, let£,(T) denote and the expected energy level of the relay sensor at Tinee

the total number of events that are detected and correctiyen by

rgported by a sensor over the same period under phlicyhe E[LE] = L — (T3 + Ty)o% — Tod5 + Tl . @)

time average of the fraction of events detected and coyrectl

reported by both the source and relay nodes represents #sng the fact that[L7] > 0 and 6] > 65 we have

quality of coverage and is given by - (Ty + T3)55 + T»53 e @)
D) = i S8+ EN(T) A T T = Hon
T—oo E5(T) + E5(T) and T L.

A node is said to beactive in a time slot if the action lim = i ;Jr 2 < #‘gff . 9)
is taken such that it has a packet transmission (either its ow Toeo 2
traffic or relaying), anciln_activeif there is no transmi_ssion.. For additionally, since it T4 Ts < fiéT), we have
example, when the action equals3 or 4, the relay is active,

i i i icati . T+ T3+ T Mo CP

and inactive otherwise. We assume that the communication lim =2 =2 < min{f— 7o 1 (10)
strategy is decided at the source sensor and consider fojow T—o0 T 03
two systems with different observability at the source. Using the fact tha®[L.] > 0 and T, > 0, we have

(1) In afully observablesystem, the source is able to ob- T+ TS 4 Tobt
serve the state at the relay even if the relay is inactive iota s lim (T5 + T1)07 + 150 <yl c (11)
Thus, the transmission scheduling is based on perfectrayste T—o0 T
state information, specifically, the current battery leyeind lim T3+ 1Ty < PronC" (12)
the states of the recharge and the event generation precesse T—oo T 7 4]
of both sensors. T, . EN(T)

(2) To consider a more practical system, we assume thfic€ ~*7 < =%z—, we also have
when nsor transmi ket, i rren infam 15+ T, e

en a sensor transmits a packet, its current state infamat lim 3+ Ty <min{’u(’"’c o (13)

is included in the packet’'s header. Then, a source sensor can TS50 T - oy oemy



Finally, combining Eqns. (10) and (13), the performance dfiterval [¢,¢ + 1) respectively. Then,

the optimal policy and thus any arbitrary policy is bounded 55 if ag—10ra; =3

by . . li=4q 0 ifa=2 (18)
UMlppr) = lim M 0 otherwise
7500 £3(T) + £5(T) o
o fHenC s oeplct d7 ifag=30ra; =4
ming o3 Ton} + min{ o7 »Ton} 14 ;=9 65 ifa, =2 (19)
- s r ( ) )
Ton T Ton 0 otherwise.

To complete the MDP formulation, the system state at time

t + 1 is given by
V. MARKOV DECISION PROCESSFORMULATION WITH

PERFECTSTATE INFORMATION Xip1 = (Lit1, Bfyq, Gy Ly By, Crig), (20)

where
The problem of developing the optimal scheduling problem

is fairly challenging due to the number of variables invalve Liyy = max{min{L; +g; — I, 0}, K} (1)

and their complex interactions. In this section we show that Li , = max{min{L] + g{ —I],0}, K} (22)

the problem may be modeled as a MDP, thereby allowing us s s s B

to obtain the optimal policy Ei, = Lo wp. Eppg, + (1= BN =p5) (23)
: 0 otherwise

Denote the system state at time by X, =

(L§7EtS7CtS7L:7EZ7CZ‘) where Lvag € {071,2,”' vK} ET = 1 W.p. Engn_F(l_Ef)(l_pif) (24)

represents the energy available in the sensors at tjnaad 41 0 otherwise

E; E; € {0,1} equals one if an event to be reported during . s . .

time interval[t, ¢ + 1) occurred at time¢ and zero otherwise. S = { 1 wp. C,t Gon + (1= C7)(1 = qoff) (25)

Also, C#,Cr e {0,1} equals one if the sensor recharged 0 otherwise

—_

during time interval[t — 1,¢) and zero otherwise. (i.e. we or w.p. Cf g, + (1= CP) (1 — ¢y p) o6
assume that the sensor does not know at timié it will 1=\ 0 otherwise. (26)
recharge during intervdt, ¢+ 1)). The battery capacity of the o o o
sensor is assumed to & Then the state spack is given by The objective is to maximize the average reward criteria ove
X = {(0,0,0,0,0,0),(1,0,0,0,0,0),- -, (K,1,1,K,1,1)} @n infinite horizon. The optimal solution can be computed by
with [ X| _ i6&K7+’1)72. The action taken at timeis denoted USiNg value iteration [25]. Since the induced Markov chain i
by a; € A as described in Section Ill. The next state of thenichain, from Theorem 8.5.2 of [25], there exists a detarmi
system depends only on the current state and the action. tak8fic: Markov, stationary optimal polici ; p which also leads

Thus the system constitutes a Markov Decision Process [28) & Steady-state transition probability matrix. Consiutgthe
Let 6° and§" denote the reward gained by the system fQverage expected reward criteria, the optimality equatene

each source sensor and relay sensor event that is suchssﬂ.'lYen by [26]

reported. The values @F andd” may be chosen to reflect the (K,1,1,K,1,1)

importance of the observations of each sensor. Alterngfive \*+h*(X)= max |R(X,a)+ Z px.x/(a)h* (X",
f° and 6" may also be made equal to the probability that a€{0,1,2,3,4} X’=(0,0,0,0,0,0)

a transmitted packet is received without errors, in order to VX e X (27)
account for channel errors. The reward funct®(X;, a;) is - -
then given by. wherepx, x/(a) represents the transition probability from state
. X to X’ when actiona is taken, \* is the optimal average
0° ifa,=10r2,E; =1

reward anch* () are the optimal rewards when starting at state

R(X;, a;) = ei +o 'I at = S,Ei =Ef=1 (15) i=(0,0,0,0,0,0), ---, (K,1,1,K,1,1). For the purpose of
0 T a :_4’Et =1 evaluation, the relative value iteration technique [26Lis&d
0 otherwise.

to solve Eqn. (27).
Let g7 andg; be the amount of energy gained by the source
and relay sensors in the interval ¢ + 1) respectively. Then, VI. PARTIALLY OBSERVABLE MARKOV DECISION

¢ wWp. C3gs, 4+ (1— Co) (1 — g5 0) PROCESSFORMULATION
s __ ‘MMt Hon t o . .
9e = { 0 otherwis(é 1 (16) For the partially observable system, we first formulate the
, decision problem as a POMDP, and then present the equivalent
{ " wp. Cygy, + (1= CP)(1—qppp) (17) MDP formulation.

9 =
t 0 otherwise

wherew.p. stands for “with probability”. Let; andl; be the A. System States and Observations

amount of energy spent by the source and relay sensors in th?he system state at time is denoted by X, —

(L, E;,Ce Ly, EY,CY), as in Section V, except that the
IReaders are referred to [25] for an introduction to MDPs. variable E; € {0,1} is defined similarly for the relay but



equals one if the event process as during time interval Denote the state space of the equivalent MDRAasind its
[t — 1,t). Note that whileE}, C7 and C] are based on the state at timeg as Z;. ThenZ, € A is a information vector of
interval[t—1,t), E; is based on the interv@l, t+1). The state length |X'|, whosei-th component is given by,

of the relay at timef is defined in terms of the previous slot ¢ . .

since that ?/s the latest information the source nE:ay havetabouZt( D= PriXe=ilys e, gl i€ XL (30)
the relay. We assume that the battery at a sensor has a fikiie haveZ’Z; = 1, whereZ’ denotes a row vector of length
capacity/. Then the state spaces as defined in Section V. |X'| with all elements equal to 1, since the elementsZpf

In subsequent discussions, we also refekfo= (L;, Ef,C;) are mutually exclusive whose union is the universal set. The
as the source sensor’s state akifl = (L7, E7,Cy) as the stateZ;,, is recursively computable given the state transition
relay’s state at time. The action taken at time is denoted probability matrices”(a), action takenu;, and the observation

by a; € A as described in Section IIl. y.+1 and is given by [28],

The system observatioat time ¢ at the source sensor is 0, (a) P (a1) Z:
denoted byY;. The source is assumed to always have full Ly = Z 6 ZIPRY; IYie1 =y, (31)
information about itself. If the action taken at time 1 is 2,3 vy L'Qy(a)P'(ar)Z,

or 4, then the relay was active, and the observation matchggere 1 denotes the indicator function of the evetand
the state and equal’;. However, if the action taken was o matrices), (a) = diag{qa.,(a)}, With g, ,(a) as defined

or 1, the relay was inactive. Thus the state of the event ajd g - (29). P(q) is the state transition probability matrix
energy generation processes at the relay are not knowrg alQi, action «. and for i j € X, is defined as P(a));;=
’ I ’ 1)

with thg energy level at the re_Iay.(due to thg possibility OjDT[XtH: G1Xe = 4, Xoery - 3 Koy s = @y ap1,- - ,a0]=
recharging). Thus the observatidf is characterized by, Pr{Xoi1= j|X: = i,a; = a] 2P;;(a), i.e. it is the transition
Y, = { X, @f a1 € {2,3,4} probability of the system state, given the history of pregio
(L3, E8,C8, b1, 08, 0c) if a1 € {0,1} states and actions. We u$&y, 7, a;) = Q,(a:)P'(a;)Z; to

denote the numerator afd(y, Z;,a;) = 7'Qy(a;)P'(a) Z,

to denote the denominator in Eqn. (31), witi(a;) denoting
the transpose oP(a;). ThenT (y, Z;, a;) represents the prob-
y =XU {(Oa Oa 07 ¢L7 ¢E7 ¢C)7 (15 07 07 ¢L7 ¢E’7 (bC)? ablllty of the eventXt+1 = iv Y—t+1 =Y given paSt actions

o (K, 1,1,¢1, 65, 6c)}, (28) and observations, .6 (y, Zt, ar)=Pr[X1=1, Yi1=y|Yi=

With || = 4(K + 1)(4K + 5). Let gu.,(a) be the probability /311 2 Yrar = aa-y,. o a0l =PriXeq =i ¥ia =

o . _ " y|Yi=ys, ar=al. V (y, Zt, as) is interpreted as the probability of
distribution of the observationyf = y) aF timet, condmoned Y1 =y given the past actions and observationisy, Z;, a;)=
on the current stateX; = z) and the action taken at tinte- 1

PriYiar =ylYs =y, i1, -, Yo, a0 = a,a;_1,--+ ,ag),
(ar_1 = a). Thus,qw)y(a) = PrY, = y|X, = z,a_1 = a]. If [Yii1 ylY: Yty Yi—1 0,at t—1 o
the relay was active in time interv@d — 1, ¢), the source has

where¢,, denotes that a variable is unknown. The observa-
tion space) is given by,

perfect information at time. Then we have V(y, Ze,ar) = PrYepn = y[Ys = yr,ar = a].  (32)
ta0) = guy() = { L V= (L7 0B 2.0%01,05,00) Denote, _

Y o 0 otherwise Wy, Zo.ar) = T(y, Zt,a) (33)

X Y, 4Lt,at) = V(y,Zh(lt).
V=
Qry(2) = qzy(3) = @z y(4) = { 0 gtherwise (29) Then Eqn. (31) can be written as,

wherez.L* = Lj, z.E* = E; andz.C* = C; whenz = Zion =Y Wy, Z,a))I[Yisr = ). (34)
(Lf,E;Cf,L;,EtT,CtT). yey

B. POMDP Formulation Thus{Z;} forms a completely observable controlled Markov

In the presence of only partial observations, the optimR[0C€SS With state spack.
action depends on the current and past observations, and on
past actions. Existing work has shown that a POMDP may be
formulated as a completely observable MDP with the same|, geaction VI-C, we will show that the state space
finite action set [26], [27], [28]. The state space for thelequ ¢ he equivalent MDP is countable and that the state
alent MDF’_comprlses of the space of probability distribusio 5; +ime t, Z,, can be represented in the form, —
on the original state space. Thus in the general case, ttee s@?’ E;,C8, L7, E",C", i), representing the following: (a) the
space of the equivalent MDP may become uncountable Rfay had no transmissions in the pastots: (b) the state of
infinite. In our case, the structurt_a of the POMDP Ieads_ t0:fe relay when it last transmitted wag"( E”, C"); (c) the
countable state space for the equivalent MDP, guarant®eng ., rent state at the source B B3, C3).
existence of an optimal solution to the average cost (réward
optimality equation [28]. As a result, the solution to the
equivalent MDP with complete state information provides th
optimal actions to take in the POMDP, and with the optimal The POMDP is then transformed to an equivalent MDP with
reward. state spaceé\ and the optimality equations for this MDP are



given by [28]: transition probabilities of the recharge process at thayrel
Gg?l_E, are then also given by Eqn. (38) wiih; replaced
% k(7 5 * by ¢z. To obtain the battery level at time-i, given the battery
I*+h*(2) = R(Z V(y, Z,a)h*(W(y, Z, , . :
+h*(2) Yy ( ’a>+ze; (v, Z,a)h™(W(y, 2, ) level and recharging state at timgwe need to evaluate the
Y number of slots with recharge events during th&tep time
VZ € A. (35) . ; . .
interval. This problem is solved recursively as follows.
where h*(Z) is the optimal reward when starting at state
Z,V(y,Z,a) and W(y, Z,u) are defined in Eqns. (32) and .
(33), and R(Z,a) = Z'[R(i,a)lse is the reward function B(u,v,1) denote the probabilities that inout of u slots, the

; . : . : . harge process at a sensor was indheatate and the state
hich will be d d in Section VI-D. Th t fiC : .
which will be discussed in Section ese equations cén the u-th (the final) slot isoff (C" — 0) andon (C” — 1),

be solved using the relative value iteration algorithm [261 tivelv. Th robabiliti N be recursivelvtemia
however, exact closed-form expressions fdr and I'* may espectively. These probabililies can be recursivelytamas,
not exist, particularly for finitef. B(u,v,0)=(1—gon)B(u—1,v,)+qo; s B(u—1,v,0)

B(u,v,1)=¢onB(u—1,v—1,1)+(1—qos ) B(u—1,v—1,0),

Consider a time interval with: slots. Let B(u,v,0) and

C. Formulation of the State Space
Given X; = (L, E$,C;) as the state of the source ayvhﬂe satisfying the following initial conditions:

time ¢ and observationy, = (L, E;,C5, 61, éu,¢c), the  B(u,0,1)=0 (39)
observation vector ha$(K + 1) possibilities with different

L B = 4
combinations of) < ¢, < K, ¢p € {0,1} and¢¢ € {0, 1}. (u,u,0)=0 . 1 (40)
We number these states as: state= (L:, E;,C5.0,0,0), B(u, u,1)=(¢on)*B1(0)+ (1 = gor)(don)"" Bo(0) (41)
state2 = (Lj,E;,C7,0,0,1), ---, and stated(K +1) = B(1,0,0)=(qos£)“Bo(0)+ (1 = qon)(qor )"+ B1(0)(42)

S S S
(Lg, BE, G KL 1) , with u,v € {1,2,---}, u > v and B1(0) = 1 if the energy
Let ¢? denote the unit column vector with all zeros excepﬁarvesting process was in than state in the interval just

the j** element being one. The&, = eV = e™ for . . . 2
a1 € {2,3,4). However, ifa, 1 ¢ {0, 1}, the stateZ, of ?recgdég)g theu-slot interval, 0 otherwise. Also,By(0) =
— B,(0).

the equivalent MDP has a maximum ¢fK + 1) non-zero

components, and can be represented by, Given that a relay sensor did not transmit faslots, let3!")

4(K+1) (36) denote the probability of transition of the relay from stﬁu’m
statek in ¢ slots. Let the states bg= X] = (L, E,C) and

where >"}"Y " a; = 1. To obtain the values of;,1 <i < k= X}, = (L', E',C"). Then,3 is given by,

4(K + 1), we first evaluate the transition probabilities of the 7

Zy = arel +age® + -+ Q4K +1)€

event process and then those for the energy generationssroce Fg,)E/B(i7 v,C") if L' =L+vc" <K
and the battery level. ﬂj(z,)c = Zi:rxi_ﬂ F,(;.)E,B(z', v,C") if L/ =K

Let Fl(% be the probability that the event process at a sensor 0 ‘ ' otherwise
(source or relay) at time + i is off, given that it wason at (43)
time ¢. Similarly, Fo(zl) denotes the-step transition probability for all v € [0,1,---,i]. Since the state of the source is

of the event generation process at the node fodito on state independent of that of the relay, given that the relay was in
in 7 time slots. Then thei + 1)-step transition probabilities statej = (L", E", C") the time last it transmitted and that the
are recursively given by, relay has been inactive for the lasslots, we can rewrite Eqn.

; : i (36) as,
F1(7(;rl) :poffF1(7())+(1 _pon)(l F,(g)
)

— 41 . . .
i i i Z, = BWel + W2 4. 4 Y K+ 44
FY = pon B + (1= pogp)(1 = F). ¢ =Bjae’ + B B (44)

Equivalently,
Zy = (L, E;,C;, L™ E",C" 1) (45)

i+1 % %
Féj—)E = pl—EFE(],)l—E + (1 =pp)(1- Fé,)l—E) (37)
where X7 = (L, E;,Cy) is the source’s state at timeand
where £ € {0’(%}’ Po = Pest andpy = pm(.l)\Ne also have ;= _ X" = (Ltf’,Et’”,CfT) is the relay’s state when it last
F_E-E =1- FE,l—E’ Fiog= 1_* Pon and Fo i = 1= Dpogy- transmitted, which wasslots ago. We then have the following
Since0 < posy + pon — 1 < 1, it can be shown that, result:
FO = (- pE)2[1 —(petp-p—1) ]7 (38) Lemma 1: The state-spaca is countable.
’ —PE —P1-E

Now we can represert; as,

Proof: Let Z, = (L, E;,C?,L",E",C",q) for some

.. (1) _ .. (1) _ 3
aNndlim; oo 1 = Ton ANALM; 00 Fig = Moy (L, E;,C3, L, E",C™) € X and integeri > 0. Let X, =
The state of the battery level at the relay is related {gs ps O3 LT B
t+1> t+1>

) ) 7CT .
the recharge process, given the last known battery level. in'™! t f G
the slots where the relay does not transmit, the batteryl le@ase(i): a; = {0, 1}. Since the relay is not observablg,, =
increases whenever the recharge procesenisThe i-step (Li,,, Ef,,,C} 1, oL, ¢, ¢c). Then, Z,, in the form of




Eqn. (44) can be expanded, using= (L", E",C"), as, possible even if arbitrary amount of precomputation isve¢ld
AK+1) AK+1) [29]. [31] shows that finding the optimal strategy for POMDP
g D) g1 (1) 5(1) 4(x+1) IS NP-hard, but polytime approximations are possible.

e ; BiiPrae ; BB The complexity of the proposed solution approach can
(41 1 (i+1) 2 (i+1) A(K+1) be varied depending upon the accuracy of the desired relay
= By e+ e+ +6j:4(K+1)e scheduling scheme. In particular, the complexity of the so-
= (Lip1, Biy, Gy, LT E,C7 . ution can be reduced by limiting the number of iterations

(Li 1, B, CFyq, LT ET,CT i+ 1) (46) lut be reduced by limiting th ber of iterat
Case(ii): a; = 2. In this case the transmission of a source"@curr?d by th_e value iteration . This can be achieved by
00sing a suitable value for the convergence parameter

packet relies on the relay and the action can be taken if {hidC . .
relay has enough power (by assumption, the relay discasds ich could address this complexity vs. performance tréideo
' e propose that a precomputed table of optimal actions is

own traffic, if any). Thus, loaded onto the source nodes in order for them to make
(Li1, BE ey, Gy Ly, By, CFy, 0) online decisions. The complexity of the precomputatiogyesta
w.p. Pr[L} > 05|L}_, = L"] (47) would depend upon the exact approach chosen to solve for the

(Lif1, Bipy, Oy, LT ET,C7 i+ 1) optimal solution, and one of the above mentioned approaches
w.p. 1 — Pr[L} > 65|Ly_;, = L"]. could be chosen to tradeoff performance in order to improve

Case(iii) : a; = {3,4}. In these two cases, the relay willime complexity.
transmit its own traffic if it has enough power and has an

Zt+1 =

event to report. Thus, VIl. M ULTI-NODE NETWORKS
(L3, B2y, Co Ly, Ly B, CLy, 0) This section describes how the schedulers developed in
g ) wp PriL} > 67|Li_,=L"|PrlEf =1|E]_,=E"] the previous sections may be applied in a more realistic,
= (Lig, Ep Ly, Cly LT BT, CT i+ 1) multi-node network. We consider a network with an arbitrary

w.p. 1-Pr[L}>67|L;_,=L"|Pr[E; =1|E]_,=E"]. number of nodes that may be arbitrarily distributed in a
d geographical region. When a node wishes to transmit a packet
to a neighboring node, it has the option of using any of their
common neighbors as a relay. In case no such node exists, the
two nodes use a direct (non-cooperative) transmission. @We d
not assume the use of any particular medium access control
D. Equivalent MDP Reward Function (MAC) protocol and any of the ones proposed in Iiteratu.re
such as [23], [24] may be used. We now present an overview
Recall thatd® and 6" denote the rewards gained by thef the data transmission for the case where a relay nodesexist
system for each source sensor and relay sensor event that if/hen a node wishes to transmit data to another node, it first
successfully reported, respectively. For the partiallyesbable getermines whether to use a direct transmission or usea rela
system, the reward associated with the stéfes A of the For each of its neighbors that are available to act as a relay,
equivalent MDP, denoted aB(Z, a), is the same as that ofthe source uses the schedulers proposed earlier to determin
the optimal reward for the original POMDP [28]. Then, thef a direct transmission is preferable. If the direct traission
reward function of the equivalent MDP at tintés given by, s preferable for all the relays, the source directly senss i
R(Z,a) = packet to the destination. Otherwise, the source seleets th
available relay with the highest battery power to help wité t

To sum up,Z;,1 is completely described by;, a; an
ye+1. Since Ly, LY, Ef, Ef, C¢, C{ and i are individually
finite or countable, and alt € A has the form of Eqn. (45),
we have the result.

6 if ay=1,E5=1,L;>0; g o
. transmission. The actual sequence of transmissions depend
05 Pr(Ly>85|L7 ,=L"] if ay=2,E5=1,L;>03 :
s\ oy . SO ' o on the MAC protocol in use.
0°+0"Pr[L} >67|L_,=L"]- if a,=3,E;=1,L; >3 - . .
. RS . There are variations possible to the methodology described
PrlEf=1|L",E]_,=E"] (48) ) ;
- Y e - . above. The source needs the MAC layer’s help to determine
0" Pr[Ly >07|L]_,=L"] if a;=4 . . d o
o ’ - which nodes are available to help with a transmission. In
PrlEf=1|E]_,=FE"] S . .
0 v otherwise order to simplify the MAC layer implementation, a source may

choose to always use the same relay. Alternatively, theceour
. ) may pick one of the relay nodes at random for each packet
E. Computational Complexity of MDP and POMDP transmission and check if it is available to help. Irrespecf

It has been shown in [29] that the infinite horizon averagbe scenario, the use of the proposed scheduler is to determi
cost MDP is solvable in polynomial time by successive apvhether to use a direct transmission or a given relay node.
proximation techniques such as value iteration. However, n Finally we note that our models do not consider the scenario
known strongly polynomial time algorithm exists for solgin where a source node may in turn act as the relay for another
MDP [30]. Practical algorithms (such as approximation algmode. This is a complex scenario and depends on a number
rithms) based on alternative methods of analysis that rely of factors including the routing mechanism. However, when a
the structure of the MDP are possible [30]. In addition, Bav source nodeq;) for one transmission is acting as the relay for
the POMDP (corresponding to our relay scheduling problertje source nodeS) of another transmission, nodg executes
is PSPACE-hard, and efficient online implementation is ntie proposed schedulers while usifg's state variables for



TABLE |
RELAY USAGE SUMMARY. (PARAMETERS USED ¢5,, = ¢7,, = 0.85,
off =0.7,p, = 0.85,pf)ff =0.7,c=c"=1,0] =0] =2,
05 =05 =1,0°=0"=1)

the relay. Thus effectively, each node tries to maximize its
own quality of coverage in a distributed way. Even Wlth
the distributed scheme we can achieve better performance %f§
compared to direct transmissions, as shown in the nexosecti
For scenarios where the roles of sensors as source and ret

Py DD 0.6,0.6 0.6,0.9 0.9,0.6 0.9,0.9
nodes is strictly defined, even in the distributed setting o Pon: Porr) | ( ) | ( ) | ( ) | ( )

model leads to ootimal results QoC 0.5662 0.7309 0.4510 0.5179
P ' Source QoC| 0.5945 | 0.7765 | 0.4934 | 0.4932

This section explores the impact of various parameters !ﬁelay QoC | 0.5284 | 05793 | 0.4157 | 0.5507

the performance of the proposed schedulers using simngatio
We first present the results when only a single three-node- . .
group (i.e. source, relay and destination) is present in tf’] transmit the packet directly and the relay spends most of

network and then consider networks with multiple groupse T s enelrlgy ?jntdh time slots or: its own tfrafflcthConseq:]Jgt:‘fﬁr/m i
simulations were done using an event-driven, packet-ksvel is small and the approximation error from the second term is

| | ; i h -Ylery_small, and the _bound is thus tight. On the other hand, as
ulator developed by us, primarily because energy hangsti 5, increases, the first term of the numerator of Eqn. (14) is

is not well supported in existing simulatérsAll simulations . S s .
were run for a duration of 5000000 time units and physmgleterm'ned by 007; Wh'Ch introduces an error corresponding

layer aspects such as bit errors were not considered. Aliefiguto the termT1+T3 1_ in Egn. (9). Also, whenr,, is large,
show the quality of coverage (unless noted otherwise) difinne packet generatlon rate at the source is hlgh resultiray i
as the ratio of the number of events successfully reportlmiv battery level at the source and a higher use of the relay
to the total number of events generated. Since there is teotransmit the source’s traffic. Thus the fractiéh increases
existing literature addressing the same problem, therenis and the error introduced by the second term in the numerator
performance comparison with other schemes. of Eqgn. (14) also increases, and the bound becomes looser.

Figure 1 demonstrates the effect of the event generationAnother set of results (omitted due to constraints on the
process on the performance of a fully observable systemamber of figures) explored the impact of the recharge psoces
with MDP formulated policy, along with the theoretical uppeon the performance. For these results, the event generation
bound from Section 1V, and all parameters are specified in tpeocess parameters and the transmission energies were the
caption. In all the four cases, the recharge process pagasnesame for both the source and relay sensors. It was observed
and transmission energies are the same for both the soutw the quality of coverage increases;gsincreases anql;f
and the relay sensors. Singg,, and p,s; are constrained decreases, i.e. when the steady state probability of rgictgar
in the range (0.5,1.0), the four choices of (0.6,0.6), @9, and the average length of continuous recharging slots of the
(0.9,0.6) and (0.9,0.9) in Figure 1 give an indication of thsource node increase. The rate of increase in the quality of
performance in diverse settings of low-low, low-high, higiv  coverage withy;,, is approximately linear wheg;, , is close
and high-high correlation probabilities at the relay. Facte to 0.5 and approximately exponential when it is close to 1.
of the four cases, the parameter, andp;,, of the event Also, as g;,, increases andy, ., decreases, the quality of
generation process of the source node are varied €kdMmto coverage increases in general. The theoretical boundhtetig
0.95. The quality of coverage decrease@gs increases, since when bothg?,, is small (close to 0.5) and; ; is large (close
an increase irp;,, increases both,, and the average lengthto 1). The intuition behind the results is similar to thategiv
of periods with continuous packets while decreasif)g, and for Figure 1.
the interval between bursts of traffic. With a relatively tnég Figure 2 demonstrates the effect of the event generation
(close to 1)p;,, and lower (close to 0.5);,,, as in Figure process on the performance for a partially observable syste
1(c), the event generation rate at the relay node increasesmulated as POMDP, compared with results of a fully
thereby reducing the energy available at the relay for hglpiobservable system. All parameters are specified in thearapti
the source sensor. Thus the quality of coverage degradkisin tn all the four cases, the recharge process parameters and th
case, and in contrast, improves with a lowéy, and higher transmission energies are the same for both the source and
poss (Figure 1(b)). the relay sensors. The four choices (6£6,0.6), (0.6,0.9),

In Figure 1, the theoretical bound is tighter whef), is (0.9,0.6) and(0.9,0.9) give an indication of the performance
low andp;, ; is high. For an intuition behind this observationin diverse settings of low-low, low-high, high-low and high
we note that the bound in Eqn. (14) uses two approximatiorisgh correlation probabilities at the relay. For each of fir
(a) the first term in its numerator uses Eqn. (9) that omits tleases, the parametep§,, and psss Of the event generation
term T1+T3 1_ in Eqn. (8), and, (b) the second term in therocess at the source node are varied from 0.55 to 0.95.
numerator onEqn (14) uses Eqn. (12) that neglects the tefwerall, the quality of coverage is higher when the relay has
T 57 in Egn. (11). Whemnp$,, is low andpoff is high, we have a lowerpg,, and higherp; ... The percentage of relay usage
< ,pr . The source sensor has enough energy and terﬂ'&ghe four cases are shown in Table I. The table shows the

on overall quality of coverage (QoC) defined earlier along with
2The simulators may be downloaded fromthe individual QoCs defined as the followingource Qods
http://networks.ecse.rpi.edubsikdar/pomdp. the ratio of the number of packets transmitted to the number
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Fig. 2.  Effect of pon, andp,s; on the quality of coverage (z-axis) of a partially obsereabystem and a fully observable system. Parameters used:
Ton =qon =085, 45,y =qp;; =07, ¢* =c"=1,6] =67 =2,05 =0, =1,0°=0" = 1.

of packets generated by the source &aday QoCUs the ratio
of the number of packets transmitted (its own) to the number
of packets generated by the rel®elay usages defined as
the ratio of the number of source packets transmitted using
the relay to the total number of packets transmitted by the
source. For case§0.6,0.6) and (0.9,0.9), the steady-state
probabilities of the event occurrence at the relay, j are
the same {/2), but as the length of continuous events at the
relay (E(N), defined in Egn. (1)) increases, the source tends
to transmit the traffic directly as long as it has enough energ
When bothE(N) and~,, are low (0.6,0.9) case), the relay
is used intensively by the source. The reason behind thigts t
when the reward for transmitting one source packet equats th
of transmitting one relay packet, from Eqgn. (48) we see thay. 3. Effect ofs; andc on the quality of coverage (z-axis) of a partially
the system reward is maximized when the relay has enougji§ervable system. Parameters used:= 65 = 1, p5, = pon = 0.85,

: = =07, 45, =q, =085, ¢, =q¢,, =07,0°=0" =
energy such that the relay and the source could transmit tl"%'lff off of f T Hoff
own traffic, respectively, in the same slot. Thus, intuliiyas
the traffic rate at the relay increases, the relay tends to useaffect the quality of coverage of the partially observable
its energy for its own traffic. The QoC of a fully observablgystem. The source node and the relay node have the same
system is slightly higher than that of the partially obsetea event generation and recharge process. Weifias 1, and
system. The difference is larger whefy, ; is higher. This is vary 67 anddj from 1 to 8 with the recharge units and ¢
so because whep!,; is higher, the relay has more energyept either low (1) or high (8). In the case testeg,,, = 0.67
available most of the times, and thus can be used more ofid 7., = 0.67 for both the source and relay nodes. We see
for its own transmissions or for relaying transmissionsthia that whenc® /63 and ¢™ are fixed, the performance is mainly
MDP case, the sensor has complete information about t#ecided bys7, monotonically decreasing @$§ increases, and
relay’s state and can utilize the relay fully, whereas in th@ightly degrades a&; increases.
POMDP case, the source is not able to utilize the relay fully Our results show that when the traffic rate is fixed in both the
due to partial state information availability, resultinglarger source and the relay, as the steady state recharge propabili
performance difference. the source decreases, it uses the relay more frequentigpthe

Figure 3 shows how the different ratios betwegn ¢ and 3The result for highc® is not shown due to limit of number of figures.
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successfully transmitted by a node to the total number of
packets generated by the node. The figures also show the
corresponding throughputs for the same networks when only
direct transmissions are used. Note that the throughpuianet
is equivalent to the quality of coverage metric when mudtipl
nodes are being considered. We observe that the proposed
~*  scheme performs better than just using direct transmission
For another perspective at the energy saving achieved by
using the proposed schedulers, Figure 4(b) shows the averag
(a) Average throughput (b) Average battery level battery levels at the sensor nodes for the relay based aect dir
Fig. 4. Effect ofgon and g, on the average per node throughput andransmission based networks. We see that the proposed schem
average per node battery level (z-axis) on a multi-node mitwdth 50 leads to higher battery levels at the nodes. Corresponding
nodes, for a partially observable relay based system andveorlewithout g its for a network with 30 nodes are presented in the

cooperative communication. Parameters usgd= 0] = 4, 5 = d5 =1,
Pon = Py = 0.55,p5p =l =095, c" =c" =1,0°=0" = 1. Supplementary Document.
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increasing the quality of coverage and the theoretical doun IX. CONCLUSIONS

gets tighter as well. When the recharge process is fixed in both

nodes, as the steady state probability of events in the sourc While WSNs are expected to facilitate new applications and
node decreases, the source node transmits the packetydireb@nsform many aspects of daily life, they are constraingd b
Finally, for a particular event generation and rechargegss, the limited onboard battery. This paper addressed the gmobl

if the source node has a much higher recharge unit than #fedeveloping transmission strategies for WSNs when energy
relay node, it sends out the packets mostly by itself. In thi@rvesting devices are used by sensors to generate energy.
opposite case, as the energy required for direct transsiss¥Ve consider the case where a node may use either a direct
goes up, the quality of coverage decreases and the ratiotr@nsmission or a cooperative relay for its transmissi@qs.

events dealt with by relaying increases approximatelyalilye theoretical upper bound is obtained on the performance of
any arbitrary strategy. Scheduling policies are then axpesd

) to choose the appropriate transmission mode depending on
A. Multiple-node networks the available energy at the sensors as well as the states of

To evaluate the proposed schemes when multiple nodBgir energy harvesting and event generation processes. We
exists in the networks, we now consider a network with 3gonsider the cases where the state of the relay in terms of its
and 50 nodes, spread randomly over a 100000 meter battery level and the states of the energy harvesting anat eve
region. The transmission range of each sensor is 100 met@recesses is either fully or partially observable by foratinig
We consider one-hop traffic and each node picks one of the problem as a MDP or POMDP, respectively. Results
neighbors as the destination. From the set of neighbors tfi#@m our simulation study may be used towards developing
may serve as relays, the source picks one at random #@hgractical relay usage strategy.
uses it for transmissions. A node may serve as the source
node for its packets (and use another node as a relay) and
also as the relay or destination for other transmissiong Th
methodology described in Section VIl is used by the nodeg] J. Laneman, D. Tse and G. Wornell, “Cooperative diversityvireless
to determine if a direct or a relay-based transmission iseto b hetworks: Efficient protocols and outage behavidEEE Trans. Inf.

d. The following backoff based MAC protocol was use Theory,vol. 50, no. 12, pp. 3062-3080, December 2004.
used. ) 9 . - p ) : qZ] I. Akyildiz, W. Su, Y. Sankarasubramaniam and E. Cayiftlireless
by each node. Time is slotted with each slot having a fixed Sensor Networks and Applications: a Survet. J. Comp. Sci. and
number of backoff slots at the beginning, followed by two . Teéwor‘é,sec“zty%’ogtf no. fé pp. 264-273, '\,"afcfh 20817% ol

P . . Paradiso an . arner, nergy scavenging ror m wireless
mini-slots whgre the source and the relay may transmit dat® electronics"IEEE Perv. Comp.yol. 4(1), pp. 18-27, 2005.

At the beginning of each slot, nodes with packets select @] E. van der Meulen, “Three-terminal communication chanhefsv.
random backoff value and transmit a request to send (RTS TApgl- Pmb"go/l& Sélpg- 12?-124. 1971 . o the relanrgiel
. Cover and A. amal, “Capacity theorems for the relag

packet once the counter decrements to zero, as long as nd IEEE Trans. Inf. Theoryol. 25, no. 5, pp. 572-584, Sep. 1979.
of its neighbors has transmitted so far. Collisions are l&@hd [6] A. Host-Madsen, “On the Capacity of Wireless RelayinBroc. IEEE
by repeating the backoff procedure in the next time slot. The VTC, 2002. _ _
RTS packet also specifies the relay node chosen by the sourfd. G- Kramer, M. Gastpar, and P. Gupta, “Cooperative Stiaegnd

. . . . . Capacity Theorems for Relay Networkdjiformation Theory, IEEE
If the medium around the destination is free, it sends a ¢tear Transactions onyol. 51, Issue 9, pp. 3037- 3063, August 2005.
send (CTS) packet to the source. Additionally, if the mediuni8] L. Guo, X. Ding, H. Wang, Q. Li, S. Chen and X. Zhang , “Coogtéve

i ; Relay Service in a Wireless LANS3elected Areas in Communications,
around the relay is idle, it sends an acknowledgement (ACK) IEEE Journal on Vol.25, Issue 2, pp.: 355-368, February 2007.

confirming ?ts partiCiPation- In the following two mini-&® (9] x. Jiang, J. Polastre and D. Culler, “Perpetual environtakly powered
the packet is transmitted by the source and the relay. sensor networks,Proc. IPSN,pp. 463-468, Apr. 2005.
Fiaure 4 hows th rn hr h ver A. Kansal et. al., “Power management in energy harvestiagsor
I glé N .(a)hs ows t E ?e ode t iuQ. EUt’ a edaged OUéH networks,”ACM Tran. Embedded Comp. SyBec. 2007.
all nodes m_t € n_etwor , 1or a n_etwor with 50 nodes. Her[?1] C. Vigorito et. al., “Adaptive control of duty cyclingqiienergy-harvesting
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REFERENCES



[12]

[13]

[14]

[15]

[16]

[17]

(18]

[29]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

[30]

(31]

D. Niyato, E. Hossain and A. Fallahi, “Sleep and waketnategies in
solar-powered wireless sensor/mesh networks: performaratgsis and
optimization,” [EEE Transactions on Mobile Computingol. 6, no. 2,
pp. 221-236, Feb. 2007.

M. Tacca, P. Monti and A. Fumagalli, “Cooperative andaiele ARQ
protocols for energy harvesting wireless sensor noddsZE Tran.
Wireless Commyol. 6, issue 7, pp. 2519-2529, July 2007.

N. Jaggi, K. Kar and A. Krishnamurthy, “Rechargeable SerActiva-
tion under Temporally Correlated Event&toc. WiOpt,2007.

V. Sharma, U. Mukherji, V. Joseph, and S. Gupta, “Optimaérgy
management policies for energy harvesting sensor notteSE Trans.
Wireless Communypol. 9, no. 4, pp. 1326-1336, Apr. 2010.

C. Ho and R. Zhang, "Optimal energy allocation for witsecommu-
nications powered by energy harvesteRrbc. IEEE ISIT,June 2010.
A. Nosratinia, T. Hunter, A. Hedayat, “Cooperative commiuation in
wireless networks,JEEE Comm. Mag.yol. 42, no. 10, pp. 74-80, Oct.
2004.

S. Jayaweera, “Virtual MIMO-based cooperative commatian for
energy-constrained wireless sensor networkEEE Trans. Wireless
Comm.,vol.5, no.5, pp. 984-989, May 2006.

H. Yang, H.-Y. Shen, B. Sikdar and S. Kalyanaraman, “Ae#iirold based
MAC protocol for cooperative MIMO transmissions?roceedings of
IEEE INFOCOM minisymposiun2009.

Y.-W. Hong and A. Scaglione, “Energy-efficient broadtiag with
cooperative transmissions in wireless sensor networl&EE Trans.
Wireless Commyol.5, no.10, pp.2844-2855, Oct. 2006.

Y.-W. Hong et. al, “Cooperative communications in res@i
constrained wireless networks/EEE Signal Processing Magazine,
vol.24, no.3, pp.47-57, May 2007.

P. Liu et. al., “CoopMAC: A cooperative MAC for wireledsANs,”
IEEE JSACyo0l.25, no.2, pp.340-354, Feh. 2007.

N. Shankar, C.-T. Chou, and M. Ghosh,“Cooperative conipation
MAC (CMAC) - a new MAC protocol for next generation wireless
LANs,” International Conference on Wireless Networks, Communica
tions and Mobile Computingyp. 133-144, 2005.

H. Li and B. Sikdar, “A Performance Guarantee for Maximeh&dulers
in Sensor Networks with Cooperative Relays,” to apped?roceedings
of IEEE GLOBECOM_2010.

M. PutermanMarkov Decision Processes - Discrete Stochastic Dynam-
mic ProgrammingJohn Wiley and Sons, 1994.

D. Bertsekas,Dynamic Programming and Optimal ControAthena
Scientific, Belmon MA, 2000.

A. Cassandra, L. Kaelbling and M. Littman, “Acting optitiyain par-
tially observable stochastic domain®foceedings of the 12th National
Conference on Artificial Intelligencepl. 2. pp. 1023-1028, Seattle, WA,
1994.

E. Fernandez-Gaucherand, A. Arapostathis and S. MartOn the
average cost optimality equation and the structure of optpukties for
partially observable Markov decision processésjhals of Operations
Researchyol. 29, no. 1-4, pp. 439-470, April 1991.

C. H. Papadimitriou and J. N. Tsitsiklis, “The Complexity Markov
Decision ProcessesiMathematics of Operations Researdo). 12, No.
3, pp. 441 - 450, 1987.

M. L. Littman, T. L. Dean and L. P. Kaelbling, “On the compity
of solving Markov decision problemsin Proc. of the Eleventh Inter-
national Conference on Uncertainty in Artificial Intelligee pp. 394 -
402, 1995.

D. Burago, M. D. Rougemont and A. Slissenko, “On The Comip}eof
Partially Observed Markov Decision ProcesseRfigoretical Computer
Science Vol. 157, pp. 161 - 183, 1996.

11



