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Abstract

Increasing reliability is one of the most important de-
sign goals for current and future embedded systems. In this
paper, we will put focus on the design phase in which re-
liability constitutes one of several competing design objec-
tives. Existing approaches considered the simultaneous op-
timization of reliability with other objectives to be too exten-
sive. Hence, they firstly design a system, secondly analyze
the system for reliability and finally exchange critical parts
or introduce redundancy in order to satisfy given reliability
constraints or optimize reliability. Unfortunately, this may
lead to suboptimal designs concerning other design objec-
tives. Here, we will present a) a novel approach that con-
siders reliability with all other design objectives simultane-
ously, b) an evaluation technique that is able to perform a
quantitative analysis in reasonable time even for real-world
applications, and c) experimental results showing the effec-
tiveness of our approach.

1. Introduction

Integrated circuits applied in consumer products, pro-
totyping systems, or applications from automotive and
avionic industries have to fulfill different constraints like
cost, performance, or reliability. Especially, electronic con-
trol units (ECUs) from automotive and avionic systems de-
mand a high reliability while they are operating under dif-
ferent radiation and varying temperature conditions. While
high temperature differences stresses electronics and accel-
erates aging of components, high radiation can lead to sin-
gle event upsets (SEU). These SEUs are caused by charg-
ing of single transistors and results in a fault of the circuit.
Whether this fault affects the circuit’s functionality perma-
nently or temporarily, depends on the device as well as on
the location of the fault. Assume for example an SRAM-
based FPGA which is configured with a certain functional-
ity and is corrupted by a bit flip of a functional part. De-
pending on the location of the SEU, an error occurs which
is either temporary or permanent. If the SEU occurs in the
configuration memory cell, the functionality will be cor-
rupted until the next reconfiguration permanently. Other-
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wise, the SEU affects only flip flops or inverter and leads to
transient faults. The influence of SEUs to FPGAs has been
intensively investigated in [10]. Interestingly, FPGA-based
ECUs which are applied in the heavy-ion detector in Cern
[1] have to operate under high radiation conditions. The
FPGAs in these ECUs are periodically read-back and re-
configured, in order to guarantee a fault free operation. On
the other hand, transient faults are prognosed to occur more
often [16] in high-density ASICs. Due to shrinking transis-
tor sizes, the switching capacity decreases and radiation is
more likely to charge the gates.

Reliability engineering is a discipline that covers the
whole life cycle of a system, from design time over produc-
tion and test to operation. At all these life cycle phases, re-
liability engineering aims at decreasing the probability that
a system fails as well as providing a service in case of a
failure. Existing methodologies for designing reliable sys-
tems firstly design the system, secondly analyze the system
for reliability and finally exchange critical parts or intro-
duce redundancy in order to satisfy given reliability con-
straints or optimize reliability. Unfortunately, this may lead
to suboptimal designs concerning design objectives consid-
ered before reliability analysis. Thus, this paper presents a
novel system-level methodology for automatic synthesis of
reliable integrated systems. Starting from a behavioral de-
scription in form of a data flow graph (DFG) and a resource
graph for modeling all architectural alternatives, we are able
to synthesize reliable data paths which are optimal with re-
spect to multiple objectives. An illustrating example for the
methodology presented in this paper is given in Fig. 1. In
this example an architecture of a 4-tap FIR filter should be
synthesized. The hardware implementation can consist of
different types of adders and multipliers. Moreover, it can
be chosen between different redundancy degrees. The area,
latency, and reliability for different kinds of adders and mul-
tipliers as depicted in the following table has been taken
from [15] 1:

Resource Type Area Delay Reliability
ADD1 1 2 0.999
ADD2 2 1 0.969
ADD3 4 1 0.987
MUL1 2 2 0.999
MUL2 4 1 0.969

With these different arithmetic components it is possible to
compose lots of different architectures which are all rep-

1Reliabilities of electrical components are listed also in [2].
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Figure 1. The behavior of a 4-tap FIR filter is
modeled with a DFG. Different architectures
a) without and b) with redundancy can be syn-
thesized. To simplify matters, delay elements
of the filter are neglected.

resenting a 4-tap FIR filter. However, let us consider the
following three implementations:

• If the FIR filter is implemented using the architecture
shown in Fig. 1a) and MUL1 as well as ADD2 are used
for arithmetic operation, the reliability of the entire ar-
chitecture is 0.906, the area consumption is 4 and the
latency is 9.

• In order to optimize the latency, it is possible to replace
MUL1 with MUL2. The resulting architecture has a
reliability of 0.802, an area consumption of 6 and a
latency of 5.

• For increasing the reliability of the first implementa-
tion, two possibilities exist: a) to exchange ADD2 with
ADD1 or ADD3 and b) to make use of redundancy (see
architecture b) in Fig. 1). If we consider architecture
b) with MUL1 and ADD2, the reliability is 0.988, the
area is 8 and the latency is 9.

All these implementations of an FIR filter differ in their
reliability, area and latency. Until now it has been up to
the designer to take the design decision about the best im-
plementation. However, with our proposed multi-objective
synthesis approach we help the designer for an unbiased de-
cision making and allow for an automatic generation of reli-
able designs. Therefore, this paper contributes with a novel
methodology having the following features:

• Selection of resources which are functional equivalent,
but have different reliabilities as well as area and la-
tency parameters.

• Simultaneous optimization of different objectives, like
reliability, area, and latency.

• Resource sharing: Different functional nodes of a DFG
may be bound and scheduled onto the same resource.

The rest of this paper is organized as follows: Section 2
discusses the prior work. Section 3 describes our novel de-

sign methodology including our approach to introduce re-
dundancy and to analyze the reliability of the overall de-
sign. Section 4 presents our experimental data. The paper
is concluded with a summary in Section 5.

2. Related Work

Up to now, several approaches have been presented for
analyzing systems with respect to reliability and fault tol-
erance. An overview of these techniques can be found in
[3]. In the last years, these techniques were integrated in
the synthesis phase of a system in order to automatically
synthesize reliable or fault-tolerant systems.

An early approach in the field of fault-tolerant ASIC de-
sign has been introduced by Karri et al. [9] who minimize
the hardware overhead caused by replication. As input data
for their synthesis, the authors’ approach requires a data
flow graph (DFG), a redundancy ratio and the latency. With
this information different transformations are performed on
the DFG which reduce the cost for redundancy. The results
are impressive, since the savings for hardware costs range
between 0% and 35.71% for a redundancy degree from 2 to
7 in their example.

Another approach [15, 16] tries to maximize reliability
by selectively introducing redundancy for detecting soft er-
rors. This approach is able to consider resources with the
same functionality but different area, delay or reliability val-
ues. It first selects the most reliable resources needed to
bind a certain DFG onto the resources and schedules it. If
this design does not meet area or latency constraints, one re-
source is exchanged with a smaller or faster but less reliable
resource. With this exchange strategy, the presented syn-
thesis strategy tries to fulfill the constraints area and latency
while maximizing the reliability. Note that only one objec-
tive (reliability) can be optimized while area and latency are
constraints.

A co-design framework which assesses reliability prop-
erties on system level has been presented by Bolchini et al.
[6] who propose a two step approach. In the first step the au-
thors perform a partitioning respecting constraints like area,
power, costs, etc. and in a second step the reliability of criti-
cal parts is increased. Unfortunately, this second step might
worsen the solution obtained in the first step. Anyway, this
approach is interesting since different methods are chosen
in the second step for increasing reliability.

Coit and Smith [8] propose a relevant approach which
synthesizes reliable systems with the help of Genetic Al-
gorithms (GA). The GA selects appropriate resources and
determines the degree of redundancy such that the cost is
minimal for a given reliability. For estimating the reliability
which is an objective function for the GA, the authors apply
a neural network.

Similar to the last approach, our system synthesis per-
forms a design space exploration with the help of Evolu-
tionary Algorithms. But, we allow for multiple objectives



using state of the art Multi-Objective Evolutionary Algo-
rithms [4]. Furthermore, the reliability of the synthesized
system is determined based on Binary Decision Diagrams
(BDDs). This calculation is a matter of the following sec-
tion.

3. Integrating Reliability Optimization into
System Synthesis

Until now, reliability was considered to be too extensive
for an optimization with all other and often competing ob-
jectives simultaneously [6]. In this section, we will intro-
duce our methodology to integrate reliability as an objec-
tive in multi-objective design space exploration. Starting
with an introduction of our system model, we will briefly
describe how our methodology selects resources and binds
operations. In particular the binding has been extended to
permit multiple bindings of operations which introduces re-
dundancy into the systems. Afterwards, our efficient tech-
nique to determine the reliability of complex system struc-
tures using BDDs will complete our methodology descrip-
tion.
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Figure 2. A specification graph consisting of
a problem graph, an architecture graph and
mapping edges.

Fig. 2 shows our system model represented through a so
called specification graph Gs = (Gp, Ga, Em) [5]. The
acyclic problem graph Gp = (Vp, Ep), shown on the left,
models the behavior of the system and can in this case be
seen as a DFG with operations p ∈ Vp and data dependen-
cies e ∈ Ep. The architecture graph Ga = (Va, Ea) on
the right models resources r ∈ Va and their interconnec-
tions e ∈ Ea. The dashed edges are called mapping edges
m ∈ Em and indicate, that the operation in the problem
graph can be implemented on the resource in the architec-
ture graph. To model the reliability of the used resources,
the reliability of each resource is annotated as an attribute
in the architecture graph. To model the reliability of an op-
eration computed on a specific resource, the reliability is
annotated as an attribute on the mapping edge connecting
the operation with this resource. Hence, this enables ad-
dressing defects and failures of a resource as well as logical
failures of an operation being computed. Our approach is

able to handle reliability attributes as probabilities as well
as exponential or Weibull distribution functions.

The simultaneous optimization of reliability with other
design objectives is performed by the design space explo-
ration, which also performs the system synthesis. System
synthesis consists of three main steps, which are 1.) allo-
cate a set of resources, 2.) validly bind each operation to an
allocated resource and 3.) determine a valid schedule. As
existing design space exploration approaches [11, 13, 14]
are limited such in a way that each operation has to be bound
exactly once, they fail to generate highly reliable solutions
through redundancy. Thus, we have extended our design
space exploration [13] by

1. generating solutions with multiple operation instances

2. providing a reliability evaluation method for our sys-
tem model.

Our design space exploration uses Multi-Objective Evo-
lutionary Algorithms from [4]. While the allocation α ⊆ Va

of resources is decoded from a bit vector where each bit en-
codes whether the associated resource is allocated or not,
the binding β ⊆ Em is decoded from priority lists. These
priority lists enforce a decoding order about which function
is bound first and on which resource. In order to gener-
ate more than one operation instance, for each operation an
additional parameter is encoded in the chromosome indi-
cating the number of mapping edges to be selected. These
parameters also undergo genetic operations, i.e., mutation
and crossover, in order to guide the search towards optimal
designs.

3.1. Multiple Binding for Redundancy

The concept of redundancy, which is the existence of
more than one means for performing a required function in
an item [3], is well known for the ability to increase the re-
liability of a system. In common system synthesis models,
each operation in the problem graph is bound to exactly one
resource from the architecture graph. This lack of redun-
dancy simplifies the reliability analysis of the system to a
series structure of all components of the system. Consider
the example in Fig. 2 with pA being bound to r1, pB being
bound to r2 and p3 being bound to r3. The reliability of this
example calculates to Rr1 · Rr2 · Rr3 · R(mA1(pA, r1)) ·
R(mB2(pB , r2)) ·R(mC3(pC , r3)) = 0.546.

Since our analysis technique is efficient enough to han-
dle complex system structures, we introduce the ability to
bind one operation to a set of resources, thus, creating sev-
eral instances of one operation in the implementation of the
system.

Our new definition of a feasible binding β =
⋃

p∈Vp

Ip is:

1. For each operation p ∈ Vp a set Ip ⊆ Em of outgoing
mapping edges is activated. Each mapping edge m ∈
Ip represents one operation instance of operation p.



2. Each operation instance m = (p, r) ∈ β ends at an
allocated resource r ∈ α.

3. For at least one set L ⊆ β containing exactly one op-
eration instance of each operation, the instances m =
(p, r) and m̃ = (p̃, r̃) in L of each data dependency
(p, p̃) ∈ Ep have to be bound either to the same, or to
two adjacent resources.

∃L : ∀(p, p̃) ∈ Ep,m = (p, r), m̃ = (p̃, r̃) ∈ L :
r = r̃ ∨ (r, r̃) ∈ Ea (1)
with L ⊆ β : ∀p ∈ Vp ∃! m = (p, r) ∈ L

The first requirement makes it possible to bind an operation
to several resources, creating a set of operation instances,
and thus introducing redundancy. Note that the third re-
quirement ensures only at least one permutation of oper-
ation instances to work correctly and can be extended to
fulfill more restricting requirements.
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Figure 3. The black dashed mapping edges
denote a feasible multi binding of a given
problem graph onto a given architecture
graph.

As an example, Fig. 3 shows one possible feasible bind-
ing for a given problem graph. The first requirement for
a feasible binding allows operation pA and pB being bound
onto resources r1 and r2 and operation pC being bound onto
r3. Considering all resources being allocated, the second
requirement is also fulfilled. The third requirement can for
example be fulfilled with the set (mA1 = (pA, r1),mB2 =
(pB , r2),mC3 = (pC , r3)). Hence, we introduced redun-
dant instances for the operations pA and pB into our system,
thus, increasing the reliability.

For a better visualization and for the proposed reliability
analysis in section 3.2, we introduce a new type of graph
called the instance graph Gi = (Vi, Ei). The set of vertices
Vi is defined as Vi = β. An edge e = (m, m̃) ∈ Ei equals
to a pair of instances m = (p, r), m̃ = (p̃, r̃) with a data
dependency (p, p̃) ∈ Ep and the property r = r̃ ∨ (r, r̃) ∈
Ea. This graph provides the interesting information about
which permutations of operation instances lead to a cor-
rectly working system. Such a permutation can be seen as a

m
B1

m
C3

m
A2

m
B2

m
A1

Figure 4. Instance graph for the implementa-
tion in Fig. 3

path through the graph that includes at least one instance of
every operation p ∈ Vp. Fig. 4 shows the instance graph for
the binding in Fig. 3. Next, we will show how the instance
graph can be used to quantify the reliability for our system
model.

3.2. Reliability analysis

To quantify the reliability of the system, the used analy-
sis technique has to be able to handle complex system struc-
tures. Due to resource sharing, it is not possible to sim-
ply consider combinations of series/parallel structures. But
here, we want to model both, errors in the execution of an
operation on a resource and the complete failure of a re-
source itself which is equivalent to temporary or permanents
faults, respectively. To analyze the reliability in an appro-
priate amount of time, we introduce a technique that gener-
ates the structure function ϕ directly from the specification
graph, the allocation α, and the binding β and encodes it in
a Binary Decision Diagram (BDD) [7].

The structure function ϕ(x) with x =
(a(r1), . . . , a(r|α|), a(m1), . . . , a(m|β|)) is a Boolean
function. The function a : Va ∪ Em → {0, 1} translates
each activated resource and mapping into a binary variable
with 1 indicating a proper operation whereas 0 indicates a
resource defect or a failed computation, respectively.

ϕ (x) =

{
1, system performs correct
0, system fails

(2)

The function ϕ(x) is constructed by Eq. (3) and (4) by us-
ing function d : Em → {0, 1}. d translates operation in-
stances into binary variables indicating whether an opera-
tion instance is in use to ensure a working system.

ϕGs,α,β(x) = ∃
m∈β

d(m) : (3)



∧
p∈Vp

[ ∨
m=(p,r)∈β

d(m)

]
∧ (3.1)

∧
m∈β

d(m) → a(m) ∧ (3.2)∧
(p,ep)∈Ep

∧
m=(p,r),fm=(ep,er)∈β

d(m)d(m̃) → Cm, em(x) (3.3)

Term (3.1) ensures that at least one2 instance m = (p, r) of
each operation p ∈ Vp is working correctly and hence also
the entire system. Term (3.2) ensures that the execution of
an operation instance m = (p, r) on resource r ∈ Va works
correctly. Term (3.3) ensures a correct communication
between the operation instances with:

Cm, em(x) =

{
a(r)a(r̃), if (m = (p, r), em = (ep, er)) ∈ Ei

0, else
(4)

Our technique now uses the terms (3.1), (3.2) and (3.3) and
generates a BDD representing the terms. After this step, the
∃ d(m) quantifier3 is applied to the BDD for each m ∈ β.
The resulting BDD returns true if and only if for a given
α′ ⊆ α and β′ ⊆ β represented by the vector x, there exists
at least one set of working and correct communicating op-
eration instances, thus ensuring a correct working system.

After the BDD representing the structure function
ϕGs,α,β of the system Gs is generated, the BDD is used
to quantify the reliability of the system by calculating the
probability of the BDDs root node. For this purpose, we
used a Shannon-decomposition based algorithm introduced
in [12]. If the reliability of the resources and mapping edges
is modeled by the failure probability which is typically the
case in reliability engineering, the reliability of the root
node can be used as the objective value and equals R(t).
Since the example in Fig.3 uses probabilities as reliability
attributes, our approach can easily calculate the reliability
of this implementation, which is 0.873. If the reliability of
the components is given by a distribution function, e.g., ex-
ponential distribution or Weibull distribution, another value
has to be chosen as the objective. We chose the mean time
to failure, MTTF =

∫ ∞
0

R(t), which demands a numerical
integration during system synthesis. Here, the probability
of the root node of the BDD is calculated for every t needed
by the integration process.

4. Experimental Evaluation

In the following, we will present the experimental re-
sults of our new design methodology for the 4-tap FIR filter
introduced in section 1 and a case-study of a complex auto-
motive control system.

2The condition generates an 1-out-of-n redundancy and can be ex-
tended to k-out-of-n redundancies.

3∃i : f = fi=0 ∨ fx=1

4.1. 4-tap FIR filter

As a first example, we performed a design space explo-
ration for the 4-tap FIR filter in Fig. 1 with our methodol-
ogy. The behavior and the architecture was modeled by a
specification graph. In order to provide an appropriate vi-
sualization of the results, the architecture was constrained
to 3 adders and 1 multiplier. Hence, if redundancy is used,
we required an bn

2 + 1c-of-n majority to provide fault tol-
erance. The objectives of the found solutions are shown in
Fig. 5.
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Figure 5. Optimal solutions of the 4-tap FIR
filter example in the objective space.

For synthesizing the solutions pictured by rectangles, the
design space methodology did not consider reliability as
an objective at all. In addition to these solutions, the so-
lutions marked by circles were found when we considered
reliability as an objective during design space exploration.
Integrating our multi binding technique, the optimal solu-
tions that take advantage of redundancy are also found. A
selection of especially reliable solutions is represented by
triangles. Of course, our methodology treating reliability as
an objective and using multiple bindings was able to find all
optimal solutions including the ones found by the former
explained methods.

4.2. Adaptive Light Control

In the following, we present the results of our approach
applied to an industrial example from the automotive area,
the so called adaptive light control (ALC). Consisting of
234 problem graph nodes, 1103 resources, and 1851 map-
ping edges, this case study allows for ≈ 2375 binding possi-
bilities, which equals a complexity that actual design space
exploration techniques can just evaluate.
Fig. 6 shows the average minimal and maximal MTTF-
values over 10 explorations for the ALC. Note, that we can
offer design solutions that are up to ≈ 20% more reliable
than the ones found by common design space exploration
tools neglecting reliability. Of course, using redundancy
to increase the reliability of a system creates an overhead
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Figure 6. Adaptive Light Control: Maximal
and minimal MTTF through the exploration
process.

in other design objectives like area, power or cost. Hence,
our approach is able to optimize this overhead in a multi-
objective view. This huge example shows the ability of
our reliability analysis technique to be even appropriate for
the most complex examples that our exploration technique
is able to handle and is therefore fully applicable in our
system-level design framework.

The experiments were carried out on a Intel Pentium 4
3.20GHz machine with 1GB RAM. As an example, the av-
erage exploration time (10 exploration runs) for the ALC
over 500 generations and a population size of 100 individ-
uals was 3h37m. In our experimental results for the ALC,
the exploration time was ≈ 10 times higher than a coarse
reliability approximation by a multiplication of the reliabil-
ity values. This overhead is mainly due to the complexity
of constructing of the BDDs, which highly depends on the
system structure and is O(2|α|+2·|β|) in worst-case.

5. Conclusions and Future Work

In this paper, we present for the first time a technique that
automatically increases a system’s reliability by integrating
this parameter as an objective into the multi-optimization
process of the design space exploration at system level.
Next to an optimized allocation and the implicit usage of re-
dundancy due to multiple binding of a process and resource
reuse, our analysis technique is powerful and fast enough
to handle complex systems of real world applications. Our
experimental evaluations point out that we can offer a huge
amount of optimal solutions with an increased reliability to
the system designer automatically.
In future work, we will extend our methodology to higher
abstraction layers of a system, e.g., network level. Network
on chips (NoCs) for instance system provide routing fea-
tures and more complex communication mechanisms be-
tween functional components.
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