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Abstract—The capacity gain of network coding has been
extensively studied in wired and wireless networks. Recently, it
has been shown that network coding improves network reliability
by reducing the number of packet retransmissions in lossy
networks. However, the extent of the reliability benefit of network
coding is not known. This paper quantifies the reliability gain
of network coding for reliable multicasting in wireless networks,
where network coding is most promising. We define the expected
number of transmissions per packet as the performance metric
for reliability and derive analytical expressions characterizing the
performance of network coding. We also analyze the performance
of reliability mechanisms based on rateless codes and automatic
repeat request (ARQ), and compare them with network coding.
We first study network coding performance in an access point
model, where an access point broadcasts packets to a group
of K receivers over lossy wireless channels. We show that the
expected number of transmissions using ARQ, compared to
network coding, scales as Θ(log K) as the number of receivers
becomes large. We then use the access point model as a building
block to study reliable multicast in a tree topology. In addition
to scaling results, we derive expressions for the expected number
of transmissions for finite multicast groups as well. Our results
show that network coding significantly reduces the number of
retransmissions in lossy networks compared to an ARQ scheme.
However, rateless coding achieves asymptotic performance results
similar to that of network coding.

Index Terms—Reliability, network coding, ARQ, asymptotic
analysis.

I. INTRODUCTION

In traditional networks, data packets are transmitted by

store-and-forward mechanisms in which the intermediate

nodes (relays or routers) only repeat data packets that they

have received. With network coding (NC), a network node is

allowed to combine several packets that it has generated or

received into one or several outgoing packets. The original

paper of Ahlswede et al. [1] showed the capacity gain of

network coding for multicast in wireline networks. Recently,

network coding has been applied to wireless networks and

received significant attention as a means of improving network

capacity and coping with unreliable wireless links [2]. In fact,

the unreliability and broadcast nature of wireless links make

wireless networks a natural setting for network coding.

In spite of significant research on the capacity gain of

network coding, the reliability gain of network coding is

largely unknown. In this paper, we study the application of

network coding as an error control technique for reliable

multicasting in a wireless network. Our goal is to quantify

the benefit of using network coding compared to traditional

error control techniques such as ARQ and rateless coding.

Recently, there has been some work on characterizing the

reliability benefit of network coding in lossy networks [3]–

[5]. However, our work differs from existing work in that we

provide tight asymptotic bounds on the performance of relia-

bility mechanisms based on both ARQ and NC. Additionally,

the existing work only provides performance results in terms

of the expected number of transmissions without providing

any insight about the scaling behavior of different reliability

mechanisms. Moreover, in addition to the commonly studied

access point model, we analyze reliable multicast in a tree

topology as well. Tree-based multicast has been previously

studied in the context of wired networks and ARQ mechanisms

[6], [7]. In this paper, we present analytical and numerical

results for the performance of end-to-end and link-by-link

reliability mechanisms based on ARQ, FEC and NC in a

tree topology. An interesting model can be constructed by

allowing the receivers of the traditional access point model

to communicate locally in order to recover lost packets. This

model provides an efficient structure for reliable multicast

when the access point transmissions are costly or the com-

munication quality among the receivers is superior to that of

the access point, a scenario occurring often in military and

satellite communications. Due to space limitations, analysis

of the extended access point model is not presented in this

paper. Interested readers are referred to [8] for details.

Our contributions in this paper are as follows:

• We present a detailed characterization of the performance

of different reliability mechanisms based on ARQ, FEC

and NC for the access point model and tree-based mul-

ticast model. We present both analytical and numerical

results.

• We provide asymptotic bounds on the performance of

different reliability mechanisms for the topologies con-

sidered in the paper, and show how our results can be

used to analyze more complicated topologies.

The rest of the paper is organized as follows. In Section II,

we analyze the access point model which serves as a basis

for the analysis in following sections. In Section III, we study

four different reliability mechanisms for multicast in a tree
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Fig. 1. The access point model with K receivers.

topology. These mechanisms are based on the application of

ARQ and FEC in a link-by-link or end-to-end fashion. For

the three models considered here, we derive expressions for

the expected number of transmissions, and provide asymptotic

results for the performance of reliability mechanisms based

on ARQ and NC. Our conclusions as well as future work are

discussed in Section IV.

II. ACCESS POINT MODEL

The access point model consists of a single source, called

the access point (AP), broadcasting to a set of K receivers over

a lossy wireless channel as depicted in Fig. 1. Transmissions

from the AP to receivers are lossy with losses distributed by in-

dependent identical Bernoulli processes with parameter p. We

assume the use of block coding for NC, where B denotes the

size of the coding block. With NC, the AP transmits random

linear combinations of the B packets belonging to the same

coding block. Hence, receivers need to receive B independent

linear combinations in order to decode the original packets

(please see [9] for more information on random linear coding).

Throughout this paper, we assume that feedback is reliable,

and hence, do not consider the overhead and complexity of the

feedback mechanism. Interested readers are referred to [8] for

an analysis of the overhead of random linear network coding.

A. Distribution of the Number of Transmissions

Let N denote the number of transmissions of a packet by

the AP until the packet is received by all K receivers. It is

straightforward to compute P {N ≤ n} as follows (for more

details, see [6], [7] for ARQ, and [4], [5] for NC).

1) ARQ Performance: The probability that a node does not

receive any packet out of n packets transmitted by the AP

is pn. Therefore, with probability 1− pn the node receives at

least one of the packets. All K nodes have independent losses,

therefore, the probability that every node receives at least one

packet is

P {N ≤ n} = (1 − pn)K , n ≥ 1 . (1)

2) NC Performance: We assume the block size for network

coding is B. The probability that a node receives at least B

coded packets out of n packets transmitted by the AP is given

by a binomial distribution. Each node needs B packets in order

to decode and extract the original B packets. Therefore, we

obtain

P {N ≤ n} =

(

n
∑

i=B

(

n

i

)

(1 − p)ipn−i

)K

, n ≥ B . (2)

B. Asymptotic Analysis

The exact expressions derived in the previous subsection do

not provide insight about the scaling behavior of the number

of transmissions with respect to K and B. In this subsection,

we derive asymptotic expressions for the expected number of

transmissions for the access point model. In particular, we are

interested in the asymptotic performance of the ARQ and NC

mechanisms as the number of receivers becomes very large,

i.e., K → ∞. For NC, we only consider infinitely large block

sizes and assume that B = Ω(K), namely block size grows to

infinity faster than the number of receivers. Interested readers

are referred to [10] for preliminary results on the performance

of NC with finite block sizes, i.e., B = O(1).

Let Nk denote the number of transmissions at the AP until

node k receives all the packets (one packet in ARQ, and

B packets in NC). We are interested in characterizing the

following expectation as the performance metric

E [N ] = E

[

max
1≤k≤K

Nk

]

. (3)

1) ARQ Performance: In this case, Nk has a geometric dis-

tribution. In other words, the probability that node k receives

the n-th transmitted packet is given by

P {Nk = n} = (1 − p)pn−1 . (4)

Therefore, E [N ] is the expected value of the maximum of

K geometric random variables. For the sake of analysis, we

approximate each geometric random variable Nk by an expo-

nentially distributed random variable Xk with rate µ. In order

to find µ, we solve the equation P {Nk ≤ n} = P {Xk ≤ n},

which yields µ = − ln p. We then approximate E [Nk] by

E [Xk]. To compute the approximation error, denoted by ǫ,

we note that

E [Nk] =
∞
∑

n=0

P {Nk > n} (5)

E [Xk] =
∞
∑

n=0

∫ n+1

n

P {Xk > x} dx (6)

Therefore,

ǫ = E [Nk] − E [Xk]

=

∞
∑

n=0

pn +
1

µ

∞
∑

n=0

(e−(n+1)µ − e−nµ)

=
∞
∑

n=0

pn +
1

µ

∞
∑

n=0

(pn+1 − pn)

=
1

1 − p
+

1

ln p
.

(7)

Let {Xk} (k = 1, . . . ,K) denote a set of K independent

exponentially distributed random variables with parameter µ.

Then, using properties of exponentially distributed random



variables, it follows that (see [10] for details)

E [X] = E

[

max
1≤k≤K

Xk

]

=
K
∑

k=1

1

kµ
=

1

µ
H(K),

(8)

where, H(K) is the K-th harmonic number. It is well-known

that for large K

lim
K→∞

H(K) = lnK + γ, (9)

where, γ is Euler’s constant. Hence, we have

lim
K→∞

E [N ] = lim
K→∞

E [X] + ǫ

=
lnK

− ln p
+

γ

− ln p
+

1

1 − p
+

1

ln p
.

(10)

From this we conclude that E [N ] = Θ(log K), where log K =
ln K
ln 1/p .

2) NC Performance: In this case, Nk has a negative bino-

mial distribution, that is

P {Nk = n} =

(

n − 1

B − 1

)

(1 − p)Bpn−B . (11)

This means that B − 1 packets have been received until

packet n − 1, and packet n is received too. We are interested

in characterizing the expected number of transmissions per

packet:

E [N ] =
1

B
E

[

max
1≤k≤K

Nk

]

. (12)

However, it is difficult to compute E [N ] using the negative

binomial formulation in (11). Fortunately, we can represent Nk

by a different form, which is then amenable to analysis. In an

alternative but equivalent form, Nk can be considered as the

sum of B IID geometric random variables with parameter (1−
p). Each geometric random variable represents the number of

transmissions at the AP until one of the B packets is received

at node k. That is

Nk = Gk
1 + · · · + Gk

B , (13)

where, Gk
n is the number of transmissions at the AP until node

k receives the n-th packet, given that it has already received

n − 1 packets. For geometric random variables we have

P
{

Gk
n = i

}

= (1 − p)pi−1, (14)

and, E
[

Gk
n

]

= 1
1−p . Now, we rewrite (12) as follows,

E [N ] =
1

B
E

[

max
1≤k≤K

Nk

]

= E

[

max
1≤k≤K

Nk

B

]

= E

[

max
1≤k≤K

Gk
1 + · · · + Gk

B

B

]

.

(15)

We are interested in computing E [N ] as B → ∞. We have

lim
B→∞

E [N ] = lim
B→∞

E

[

max
1≤k≤K

Gk
1 + · · · + Gk

B

B

]

= E

[

max
1≤k≤K

lim
B→∞

Gk
1 + · · · + Gk

B

B

]

.

(16)

Note that the Gk
n’s are IID and hence, by applying the law of

large numbers, we obtain

lim
B→∞

Gk
1 + · · · + Gk

B

B
=

1

1 − p
(17)

By substituting into (16), we obtain

lim
B→∞

E [N ] = E

[

max
1≤k≤K

1

1 − p

]

=
1

1 − p
= Θ(1) .

(18)

C. Reliability Gain of NC

Let NARQ and NNC denote the number of transmissions in

the case of ARQ and NC, respectively. Define the reliability

gain of network coding as follows:

Reliability Gain =
E [NARQ]

E [NNC]
, (19)

where, E [NARQ] and E [NNC] are given by (10) and (18),

respectively. Then, the reliability gain of network coding for

the access point model is of order Θ(log K) as K becomes

large. In the following section, we show that the logarithmic

gain of network coding is achievable in tree topology as well

(in [8] we have shown that the same scaling holds for an

extended access point topology in which receivers are allowed

to communicate locally in order to recover lost packets without

involving the access point).

III. MULTICAST OVER A TREE TOPOLOGY

In this section, we study the performance of different relia-

bility mechanisms for reliable multicast over a tree topology as

depicted in Fig. 2. We base our analysis on the access point

model, and derive exact and asymptotic expressions for the

reliability gain of network coding. The following reliability

mechanisms are considered:

1) End-to-End ARQ: The root of the multicast tree re-

transmits each packet until it is correctly received by all

the multicast receivers. All other nodes in the tree only

forward packets they receive from their parents to their

children.

2) End-to-End FEC: This technique is commonly referred

to as rateless coding [11]. Similar to end-to-end ARQ,

only the root of the multicast tree is responsible for

retransmitting a packet until it is received by all re-

ceivers. All other nodes only forward the packets they

receive from their parents to their children. For FEC-

based schemes, we assume the use of a block coding

technique to create coded packets for transmission.

3) Link-by-Link ARQ: Every node of the multicast tree

is responsible for the reliable transmission of packets to

its children. That is, a node retransmits the packet it has

received from its parent to its children until the packet is

correctly received by all of its children. Note that some

children may receive more than one copy of the packet

because of the random nature of packet losses.
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Fig. 2. Tree topology for reliable multicast.

4) Link-by-Link FEC (NC): We refer to this technique

as network coding (NC) because coding is performed

not only at the source but also within the network. That

is, every node is responsible for reliable delivery of the

block of packets it has received from its parent to its

children. With NC, each node performs rateless coding

to deliver a block of packets to its children.

Note that link-by-link reliability mechanisms are equivalent

to the access point model that we studied in the previous

section. Essentially, each node is responsible for the reliable

delivery of the packets it has received from its parent to its

children. Therefore, the expected number of transmissions at

each node of the tree can be readily computed from (1) and

(2), for ARQ and NC, respectively.

A. Distribution of the Number of Transmissions

In this subsection, we study the performance of end-to-end

reliability mechanisms based on ARQ and FEC. Let Nr denote

the number of transmissions of a packet to the root of a subtree

of height r (from its parent) before the packet is received by

all nodes of the subtree. For the source of a multicast tree

of height h, we interpret N = Nh as the number of packet

transmissions at the source until the packet is received by all

of the multicast receivers. Define Fr(n) as follows:

Fr(n) = P {Nr ≤ n} , 0 ≤ r ≤ h, n ≥ 1 . (20)

Similar to [6], we develop recursive relations to compute

Fr(n). First, consider the case of r > 0, and denote the root

of the subtree by s. The probability that i packets out of n

packets that have been transmitted to node s are received by

node s is given by a binomial distribution,

P {i|n} =

(

n

i

)

(1 − p)ipn−i, 0 ≤ i ≤ n . (21)

Note that for the root of the multicast tree, the error probability

is zero, i.e., p = 0, and hence P {i|n} = 1, if i = n, and

P {i|n} = 0, otherwise. If node s receives i packets, it will

broadcast the i received packets to its children. For each child,

the probability that all nodes of the subtree rooted at that child

receive a packet is given by Fr−1(i). Since the children of

a node have independent packet losses, the probability that

all of the nodes of the subtrees rooted at children of node s

receive a packet is given by {Fr−1(i)}
K , which we denote

by FK
r−1(i) for notational simplicity. Therefore, by summing

over all possible values of i, we obtain

Fr(n) =
n
∑

i=0

(

n

i

)

(1 − p)ipn−iFK
r−1(i), 0 < r < h .

(22)

Hence, we have a recursive equation for computing Fr(n) for

r > 0. Interestingly, computing Fr(n) for r > 0 is independent

of the applied reliability mechanism.

Next, we compute F0(n) for the leaves of the multicast tree

as follows.

1) End-to-End ARQ: The probability that a (leaf) node does

not receive any packet out of n transmitted packets is given

by pn. Therefore, with probability 1−pn the node receives at

least one copy of the packet. Therefore,

F0(n) = 1 − pn, n ≥ 1 . (23)

2) End-to-End FEC: The probability that a node receives

at least B coded packets out of n transmitted packets is given

by a binomial distribution. Therefore,

F0(n) =

n
∑

i=B

(

n

i

)

(1 − p)ipn−i, n ≥ B . (24)

So far, we have computed Fr(n) for all subtrees of height

r. As mentioned earlier, for the root of the multicast tree, we

have P {n|n} = 1. Hence, the expression for Fh(n) can be

simplified as Fh(n) = FK
h−1(n), where, Fh−1(n) is given by

(22). That is P {N ≤ n} = FK
h−1(n).

B. Expected Number of Transmissions

Using the expressions for P {N ≤ n}, we can compute the

expected number of transmissions at the root of the multicast

tree, i.e., E [N ]. Next, we compute the expected number of

transmissions in the multicast tree (not just at the root) until

a packet is received by all receivers. Let T denote the total

number of transmissions in the multicast tree until a packet

is received by all receivers. We are interested in computing

E [T ].
1) Link-by-Link Mechanisms: Consider a multicast tree of

height h. At height r of the tree, there are Kh−r nodes.

For each of them, the expected number of transmissions

(E [N ]) can be computed from (1) and (2), for ARQ and NC,

respectively. This results in

E [T ] = E [N ]
h
∑

r=1

Kh−r =
Kh − 1

K − 1
E [N ] . (25)

Note that for K = 1, we have E [T ] = hE [N ].
2) End-to-End Mechanisms: First, we compute the ex-

pected number of transmissions in the tree for each transmis-

sion at the root of the multicast tree. Let Xr denote the number

of transmissions in a subtree of height r for each transmission

at the root of the subtree. Then,

E [Xr] = 1 +
K
∑

j=0

(

K

j

)

(1 − p)jpK−j
(

jE [Xr−1]
)

= 1 + K(1 − p)E [Xr−1] ,

(26)



where, X0 = 0. The idea is that, for each packet received

at the root of a subtree, there is one transmission at the root

of the subtree. If j children out of the K children receive

the packet, then in average, each of them will have E [Xr−1]
transmissions in their subtrees. This yields

E [Xr] =
(Kq)r − 1

Kq − 1
, (27)

where, q = 1 − p. Therefore, the expected number of trans-

missions per packet in the multicast tree is given by

E [T ] = E [Xh] E [N ] =
(Kq)h − 1

Kq − 1
E [N ] . (28)

Note that if Kq = 1, then it follows that E [T ] = hE [N ].

C. Asymptotic Analysis

For the link-by-link reliability mechanisms, the same

bounds we derived for the access point model apply to the

tree toplogy as well. For end-to-end mechanisms, we consider

the case of having K exponentially growing to infinity, i.e.,

log K → ∞. In this case, we can apply the results from the

access point model to derive asymptotic expressions for the

expected number of transmissions at the root of the multicast

tree, and hence, within the tree.

1) ARQ Performance: Based on the analysis of the access

point model, in order to deliver a copy of a message to all

leaf nodes, i.e., nodes at height 0, each node at height 1 needs

to transmit the message Θ(log K) times. The key idea is that

because log K → ∞, the law of large numbers can be applied

in a fashion similar to the access point model. Hence, the

nodes at height 2 need to transmit only c = 1
1−p times more

in order for each node at height 1 to receive log K copies of

the packet. Therefore, we have

E [N ] = Θ
(

ch−1 log K
)

. (29)

2) FEC Performance: We have the same argument for end-

to-end FEC except that at each level of the tree, we need to

retransmit a block of packets only a constant number of times,

i.e., c = 1
1−p times. Therefore, we obtain

E [N ] = Θ
(

ch
)

. (30)

Table I has summarized the reliability gain of network coding

compared to other reliability mechanisms for multicast in a

tree topology. Interestingly, the asymptotic gain of network

coding compared to end-to-end FEC, i.e., rateless coding, is

just a constant factor. However, depending on the height of the

multicast tree (h), and the loss probability (p), the constant can

be arbitrary large.

IV. CONCLUSION

In this paper, we studied the benefit of network coding for

reliable multicast in lossy wireless networks. We analyzed

the access point model in which an access point broadcasts

packets to a set of K receivers. We showed that, for large

coding blocks, the reliability gain of network coding compared

Reliability Mechanism Reliability Gain

Link-by-Link ARQ Θ(log K)
End-to-End ARQ Θ(ch−1 log K)
End-to-End FEC Θ(ch)

TABLE I
RELIABILITY GAIN OF NC IN A TREE TOPOLOGY OF HEIGHT h (c =

1

1−p
).

to ARQ is of order Θ(log K). We then used the access

point model to study the reliability gain of network coding

in a tree-based reliable multicast. For the tree topology, four

different reliability mechanisms based on ARQ and NC were

considered. We showed that NC achieves the best performance

in terms of the required number of transmissions in the tree.

We also extended the access point model by allowing inter

receiver communication to recover lost packets, and showed

that still the log K reliability gain can be achieved while

minimizing the number of transmissions at the access point

[8]. In the future, we would like to extend our analysis to more

complicated network topologies such as a grid with significant

amount of path diversity.

V. ACKNOWLEDGEMENTS

This research was supported by DARPA CBMANET and

US/UK ITA programs.

REFERENCES

[1] R. Ahlswede, N. Cai, S.-Y. R. Li, and R. W. Yeung, “Network informa-
tion flow,” IEEE Trans. Inform. Theory, vol. 46, no. 4, pp. 1204–1216,
July 2000.

[2] S. Katti, H. Rahul, W. Hu, D. Katabi, M. M. Médard, and J. Crowcroft,
“XORs in the air: Practical wireless network coding,” in Proc. ACM

SIGCOMM, Pisa, Italy, September 2006.
[3] D. S. Lun, M. Medard, and M. Effros, “On coding for reliable commu-

nication over packet networks,” in Proc. Allerton, Urbana Champaign,
USA, September 2004.

[4] A. Eryilmaz, A. Ozdaglar, and M. Medard, “On delay performance gains
from network coding,” in Proc. CISS, Princeton, USA, March 2006, pp.
864–870.

[5] D. Nguyen, T. Nguyen, and B. Bose, “Wireless broadcasting using
network coding,” in Proc. NetCod, san Diego, USA, January 2007.

[6] P. Bhagwat, P. P. Mishra, and S. K. Tripathi, “Effect of topology
on performance of reliable multicast communications,” in Proc. IEEE

INFOCOM, Toronto, Canada, June 1994, pp. 602–609.
[7] J. Nonnenmacher and E. W. Biersack, “Performance modelling of

reliable multicast transmission,” in Proc. IEEE INFOCOM, Kobe, Japan,
April 1997, pp. 471–479.

[8] M. Ghaderi, D. Towsley, and J. Kurose, “Reliability gain of network
coding in lossy wireless networks,” Department of Computer Science,
University of Calgary, Tech. Rep. 2008-889-02, January 2008. [Online].
Available: http://www.cs.ucalgary.ca/∼mghaderi/docs/relex.pdf

[9] T. Ho, M. Medard, R. Koetter, D. R. Karger, M. Effros, J. Shi, and
B. Leong, “A random linear network coding approach to multicast,”
IEEE Trans. Inform. Theory, vol. 52, no. 10, pp. 4413–4430, October
2006.

[10] M. Ghaderi, D. Towsley, and J. Kurose, “Reliability benefit of network
coding,” Department of Computer Science, University of Massachusetts
Amherst, Tech. Rep. TR-07-08, February 2007. [Online]. Available:
http://www.cs.umass.edu/∼mghaderi/docs/reliability.pdf

[11] J. Byers, M. Luby, M. Mitzenmacher, and A. Rege, “A digital fountain
approach to reliable distribution of bulk data,” in Proc. ACM SIGCOMM,
Vancouver, Canada, February 1998.




