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Reliable and Modeling Attack Resistant

Authentication of Arbiter PUF in FPGA

Implementation with Trinary Quadruple Response
Siarhei S. Zalivaka, Student Member, IEEE, Alexander A. Ivaniuk, Member, IEEE,

and Chip-Hong Chang, Fellow, IEEE

Abstract—Field programmable gate array (FPGA) is a poten-
tial hotbed for malicious and counterfeit hardware infiltration.
Arbiter based physical unclonable function (A-PUF) has been
widely regarded as a suitable lightweight security primitive for
FPGA bitstream encryption and device authentication. Unfor-
tunately, metastability of flip-flop gives rise to poor A-PUF
reliability in FPGA implementation. Its linear additive path
delays are also vulnerable to modeling attacks. Most relia-
bility enhancement techniques tend to increase the response
predictability and ease machine learning attacks. This paper
presents a robust device authentication method based on the
FPGA implementation of a reliability enhanced A-PUF with
trinary digit (trit) quadruple responses. A two flip-flop arbiter is
used to produce a trit for metastability detection. By considering
the ordered responses to all four combinations of first and last
challenge bits, each quadruple response can be compressed into
a quadbit that represents one of the five classes of trit quadruple
response with greater reproducibility. This challenge-response
quadruple classification not only greatly reduces the burden of
error correction at the device but also enables a precise A-PUF
model to be built at the server without having to store the
complete challenge-response pair (CRP) set for authentication.
Besides, the real challenge to the A-PUF is generated internally
by a lossy, nonlinear and irreversible maximum length signature
generator at both the server and device sides to prevent the naked
CRP from being machine learned by the attacker. The A-PUF
with short repetition code of length five has been tested to achieve
a reliability of 1.0 over the full operating temperature range of
the target FPGA board with lower hardware resource utilization
than other modeling attack resilient strong PUFs. The proposed
authentication protocol has also been experimentally evaluated
to be practically secure against various machine learning attacks
including evolutionary strategy covariance matrix adaptation.

Index Terms—Arbiter PUF, reliability enhancement, machine
learning attack resistance, authentication protocol.

I. INTRODUCTION

According to Radiant Insights [1], the annual revenue of

field programmable gate array (FPGA) market in 2014 was

USD 3.92 billions and the revenue in 2022 is expected to

double to USD 7.23 billions. One main reason for the rapid

growth of FPGA market is the increasing fabrication cost and

complexity of application specific integrated circuits (ASICs)

escalated by the advanced manufacturing process technology.

The chip design cost in 28 nm process node is estimated to

be around USD 170 millions, which is twice as much as in

45 nm node [2]. On the contrary, the barrier for entrance into
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the FPGA market is low and many companies can afford to

design their products with advanced process technology nodes

without having to invest heavily into the reticle cost, yield lose

and physical design.

In recent years, the integration of processor and FPGA

architecture into a single device System-on-Chip (SoC) FPGA

has further narrowed the performance gap between FPGA

and ASIC. The same common practice of reusing third party

Intellectual Property (IP) cores can also be adopted to improve

its design productivity. Reconfigurability and field update are

unique and competitive advantages of FPGA, but the commu-

nication of programmable bitstream from off-chip source also

openly exposes the functional definition of the IP cores and

increases the risks of loading and executing unauthorized or

maliciously tampered IPs. Anti-counterfeiting methods, such

as self-destruction [3], obfuscation [4], periodic licensing [5],

bitstream encryption [6], IP watermarking [7] and fingerprint-

ing [8], and hardware metering [9] have been proposed. Some

of these countermeasures can be adapted to combat other

security threats faced by FPGA SoC. Although modern FPGAs

are able to process encrypted bitstreams, the device needs

to be authenticated to avoid the installation of unauthorized

bitstreams in authorized devices or authorized bitstreams in

unauthorized devices. The binding of IP cores to target devices

mandates the use of a unique device key or identifier for

bitstream encryption and device authentication. Keeping the

device key in non-volatile memory (NVM) is, however, less

secure than generating it on-demand by embodying a physical

disorder system into the FPGA fabrics.

Physical unclonable function (PUF) provides an efficient

means to generate chip-dependent signatures. According to

Tuyl’s definition [10], a PUF is a characteristic of a physical

(digital) system which cannot be cloned (copied or repro-

duced) using another physical system. A PUF can also be

described mathematically as a mapping R = PUF(C), where

C is an external stimulus (challenge) applied to the PUF and

R is an output (response) generated by the PUF. A number of

PUFs have been realized in ASIC and specifically in FPGA,

including memory-based PUFs (e.g., SRAM-PUF [11], Set-

Reset (SR)-latch PUF [12]), delay-based PUFs (e.g. Arbiter

PUF (A-PUF) [13], digital PUF [14]), operational frequency

based PUFs (ring oscillator PUF (RO-PUF) [15]), etc. Two

major FPGA manufacturers Xilinx [16] and Intel (former

Altera) [17] have recently announced PUF implementations

in their mass product design for security purpose.

One major issue of silicon PUF is the sensitivity of its

intrinsic parametric variations to changes in environmental
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condition, especially temperature change, which is more dif-

ficult to control. This has led to the poor reproducibility of

the enrolled responses during authentication. This problem is

critical in security-sensitive applications that demand a highly

reliable and robust key generation mechanism. Unfortunately,

increasing the reliability of raw PUF response may reduce

its uniqueness or randomness, and filtering out unreliable

responses reduces the challenge-response space, which may

be exploited to accelerate modeling attack [18], leading to

compromised security of PUF based authentication scheme.

In general, A-PUF is more popular for FPGA implementa-

tion as it requires less hardware resources than RO-PUF [19]

and has bigger challenge-response space than memory-based

PUFs. Being a strong PUF [11], it does not require additional

post-processing to prevent replay attacks on authentication

protocol. However, FPGA implementation of classical A-PUF

is known to have poor reliability [20] due primarily to the

metastability of Delay Flip-Flop (DFF) arbiter and routing

constraints of FPGA [13]. Error Correction Codes (ECC) is

typically used to improve the reliability [21], with additional

hardware overhead for ECC algorithm implementation and

NVM for helper data storage. Maximum likelihood decoding

scheme [22] is able to achieve the same reliability as ECC

with lower hardware overhead, but it has the drawback of

requiring more than one PUF instances for key generation.

Since arbiter metastability is the main culprit of response

instability, metastability detection technique utilizing either 4-

DFF or SR-latch based arbiter has been proposed recently

to significantly improve the average and minimum reliabil-

ities [23]. However, this technique may lead to unbalanced

response digits as well as detection and recoding overheads of

metastable states. More arbiters can also be added to decrease

the number of utilizable challenges and increase the reliability

of the response at the expenses of hardware overhead [24].

Besides, the outputs of multiple arbiters are correlated, which

may compromise the response unpredictability. Last but not

least, hybrid PUF [25] combines the advantages of different

kinds of PUF but this approach suffers from similar problem

of high hardware resource requirement.

In this paper, a lightweight, reliable and robust A-PUF

based device authentication method is proposed. The A-PUF

is implemented in FPGA with enhanced reliability, i.e., its

response to any challenge can be determined with 100%

confidence over a temperature range from −40◦C to 90◦.

This is achieved by the following new contributions. First,

metastability is detected by the binary encoded trinary digit

(trit) of a SR-latch arbiter proposed by us in [23]. Secondly,

the trinary quadruple response generated by different combi-

nations of two end bits of a challenge is classified into one of

the five different classes. Each response class can be uniquely

represented by a quadbit that has better reproducibility than a

single bit or trit response. Thirdly, the number of iterations

applied to a Multiple Input Shift Register (MISR) circuit

with reconfigurable seed and feedback polynomial coefficients

is used for challenge obfuscation to thwart machine learn-

ing attacks. Last but not least, instead of storing the huge

challenge-response pair (CRP) set in the server database, a

precise software model of the A-PUF can be built based on

the quadbit responses measured from the physical A-PUF

implementation. The model can be utilized by the server

to reproduce the entire challenge-response quadruple space

without having to send the real challenges but uncorrelated

random integers for MISR to regenerate these challenges on

the device, and no helper data nor fuzzy extractor is required

to recover the response at the server. The followings are new

contributions extended from our preliminary works [23], [26],

[27]: (1) A 100% accurate A-PUF model implemented with

a three-stage classifier based on deep neural network. (2) The

use of a trained A-PUF model at the server to efficiently

reproduce all possible CRPs of the actual device. (3) New

hardware architecture for the authenticable device with mirror

software modules at the server to achieve highly reliable

authentication with simpler error correction. (4) More rigorous

security analysis, evaluation and comparison with competitive

strong PUF-based authentication schemes.

This paper is organized as follows. Related works on model-

ing attack resistant A-PUFs are reviewed in Section II. Relia-

bility enhancement technique based on metastability detection

by SR-latch arbiter and trinary quadruple CRP classification

is presented in Section III. Machine learning algorithm for

precise A-PUF model building is described in Section IV.

Device authentication using the A-PUF model at the server

side and the FPGA based A-PUF at the device side is presented

in Section V. Possible attack scenarios are analysed and

discussed in Section VI. Quality and FPGA implementation

cost of the proposed A-PUF are evaluated and compared with

other obfuscated strong PUFs in Section VII. Section VIII

concludes the paper.

II. RELATED WORKS

There are two main ways to address the machine learning

vulnerability of a strong PUF. The first approach involves

modifications to the internal structure of a PUF to increase

the complexity of each basic building block that is replicated

to complete the mapping of an input challenge to an output

response. One such example is the Double Arbiter PUF (DA-

PUF) [28], which is designed to increase the number of

possible symmetric routes. Although this PUF decreases the

prediction accuracy of support vector machine (SVM) from

86.3 to 50%, its reliability also degrades from 0.95 to 0.89.

Alternatively, the linearity of cascaded blocks can be broken

by using non-linear tables to make the transfer function block

nonlinear [18]. The lookup table can be designed using SRAM

cells, which are similar to the SRAM PUF used to avoid the

bias of zeros or ones. It was claimed in [18] that 20K of SRAM

cells are sufficient to reduce the predictability of Bagging,

SVM, Logistic Regression (LR) and Gradient Boosting (GB)

to 70%. The obvious disadvantage of the latter approach is

the unacceptably high hardware overhead, which is around

5000 times higher than the original A-PUF design. The non-

linearity of the A-PUF circuit can also be increased by feed-

forward loops [29]. All the modifications of this method have

demonstrated an increase in randomness by 10 to 20% with

a decrease in uniqueness and reliability by 5 to 10%. Thus,

increasing the randomness by partially collapsing the linear
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addition effectively increases the resistance against machine

learning attacks at a lower hardware cost. Owing to the trade-

off between reliability and randomness, additional cost, which

is dependent on the type of PUF and reliability enhancement

technique used, is needed to restore the lost reliability. The

transfer function for the CRP mapping of the PUF can be

designed based on the inherently non-linear physical property

of analog circuits such as the non-linear Voltage Transfer Char-

acteristic PUF [30], nonlinear current PUF [31], Subthreshold

Current Array PUF [32]), etc., but these analog voltage and

current functions are difficult to be implemented efficiently

on FPGA. As evaluated in [18], these analog transfer function

based strong PUFs offer good resistance only against attacks

by basic machine learning algorithms such as SVM or LR,

but not to advanced attacks using Bagging, Boosting and

Evolutionary methods.

The second approach to fortify the PUF against machine

learning attacks is to reduce the leakage of challenge-response

mapping by controlled strong PUF design [33]. The main

idea of this technique is to randomize the challenge and/or

response values with a hash function. This scheme was initially

applied to weak PUFs to protect their challenge-response

interface from being directly accessible by the attacker. Such

protection was deemed unnecessary for strong PUFs due

to the intractability to exhaustively measure and collect the

exponentially huge CRPs, making it relatively safe to leave

the CRP interface “as is” for lightweight authentication. As

A-PUF has later been successfully modeled with accuracy

of 95 to 98% by various machine learning methods with

training set size ranges from a few hundred [34] to a few

thousand CRPs [35], controlled implementation of challenge-

response interface has been extended to strong PUF. However,

secure hash function in hardware implementation consumes

much more hardware resources than the PUF itself. The

first and probably the most well-known implementation of

controlled strong A-PUF was due to XOR-PUF [15]. A recent

study [36] has shown that depending on the training set size,

the prediction accuracy of A-PUF by LR has been reduced

to 60-65% by n-input XOR (n ≥ 11). This phenomenon can

be explained by the exponentially decreasing reliability of A-

PUF circuit with the number of XOR inputs n. If n = 10, the

reliability becomes smaller than 0.1. Albeit resilient against

basic A-PUF modeling attack, XOR-PUF has also found to

be inadequate against modified mathematical model [35] and

more advanced algorithms [18].

Challenge obfuscation can also be used to increase the mod-

eling attack resistance of A-PUF. A pattern based challenge

processing algorithm is proposed in [37]. The main idea is to

apply part of the challenge to multiple A-PUF instances and

choose a response based on a random number. This method is

appealing as it does not affect A-PUF reliability. A robust and

reverse-engineering resistant approach is made based on the

comparison of the substrings of multiple responses [38]. The

prover generates a random substring of an original response

word and pads it with additional random bits to create a bit

string of the required length. Then the verifier matches the

transmitted padded string with the response obtained from a

PUF model. Since the accuracy of the PUF model is very

C0
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...

...

CN-1

switchN-1

TPG

O2

O1

arbiter

RD

Ci
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...

...

Ci=0

Ci=0

I1

I2 O2

O1

Fig. 1. Structure of an N -stage A-PUF.

high (at least 90%), the verifier is able to find the correct

substring based on their Hamming distance. This solution

was tested to be secure against a number of different attacks,

including modeling, replay, seed compromise, etc. However,

this protocol can still be attacked by Covariance Matrix

Adaptation Evolution Strategy (CMA-ES) with an accuracy

of 96.9% using a training set of 4 × 105 CRPs and a total

training time of around 30 hours.

In short, controlled strong PUF designs are by far a more

practical approach to raise the barrier of modeling attack. It

does not directly affect PUF reliability when the obfuscation

is applied to the challenge and does not degrade uniqueness

and randomness more than other methods, except that they

are still attackable by advanced machine learning algorithms

like CMA-ES and require non-trivial extra hardware resources.

In this paper, we propose a lightweight A-PUF based device

authentication method that is practically secure against CMA-

ES, Bagging and Boosting techniques.

III. CLASSIFICATION OF QUADRUPLE CRPS FOR

RELIABILITY ENHANCEMENT

Typically, an A-PUF is implemented with a test pulse gen-

erator (TPG), N connected path-swapping switches (switchi,

i = 0, 1, . . ., N−1) and an arbiter circuit (arbiter). The basic

A-PUF structure is depicted in Fig. 1. Two symmetrical paths

are selected by an N -bit input challenge C for the propagation

of the test pulse. Each switch (switchi) can operate in two

modes, straight and cross. Fig. 1 shows both configurations for

switchi: I1 to O1 and I2 to O2 for the straight mode when

the i-th bit Ci of C is 0, and I1 to O2 and I2 to O1 for the

cross mode when Ci = 1. This operation can be implemented

using a pair of multiplexers [39] or tri-state buffers [40]. An

arbiter circuit compares the arrival time of the signal in these

two paths at the last stage to generate a respose bit. The

arbiter is classically implemented by a DFF, which outputs

0 when the bottom signal (O2) is faster than the top signal

(O1) output from switchN−1. One of the main flaws of this

implementation is the low reliability due to the metastability of

DFF. This issue is mitigated by using SR latch as the arbiter.

As a side effect, SR latch can be used to detect metastable

states and these states can be assigned a unique trinary

response digit X (i.e., R ∈ {0, 1, X}) [23]. If the delay

difference between the two input signals is too small [41], a

damped oscillation is produced at the output of SR latch when

it transits from the forbidden state (S = 1, R = 1) to the hold

state (S = 0, R = 0). This damped oscillation can be detected

and characterized using a multibit synchronous counter. Fig. 2

shows a two-bit counter used for metastability detection, where

the race of the two paths to the SR latch arbiter is triggered by

a falling instead of rising edge. This circuit has three possible



JOURNAL OFF LATEX CLASS FILES, VOL. XX, NO. X, MONTH YEAR 4

A-PUF

arbiterswitchN-1 Ra

...

...

CN-1 Init

D Q

CLR

 1 D Q

CLR

Control

Rb

switchN-1

O1

O2

Fig. 2. Arbiter circuit for the detection of metastable response.

outputs, {Ra = 0, Rb = 0} and {Ra = 1, Rb = 0} represent

stable zero and one states, respectively, and {Ra = 1, Rb = 1}
represents a metastable state. Different extent of metastability

can be further categorized by using larger counter to estimate

their rates of decay of damped oscillation.

The proposed metastability detector with trinary response

significantly enhances the raw reliability of A-PUF circuit

implemented in FPGA to 0.9985 at the nominal working

condition. Additional enhancement is needed to make a more

robust A-PUF with almost perfect reliability of 1.0 in order to

build a precise (≃100% accurate) A-PUF model for authen-

tication. According to [42], the probablility of response bit

flip of an A-PUF is low (≈0.05) by changing only the least

significant bit (LSB) of a challenge. On the other hand, there

is a high probability of flipping the response bit (≈0.95) by

inverting only the most significant bit (MSB) of the challenge.

This observation can be explained with the well-known linear

additive model of A-PUF [43]:

∆ = WTΦ, (1)

where ∆ is the delay difference between the top and bottom

paths at the input of the arbiter, and W and Φ are N + 1
dimensional weight and sign vectors, respectively. The i-th

element of W can be characterized by the propagation delays

of four different paths (top-to-top, top-to-bottom, bottom-to-

top and bottom-to-bottom) through the i-th switch independent

of the challenge, whereas the i-element (except the last ele-

ment, ΦN = 1) of Φ depends only on the parity of the i-th to

(N − 1)-th challenge bits. Φi = −1 for odd parity and 1 for

even parity.

If the LSB C0 of a challenge C has changed, then the value

of ∆ will be changed to:

∆LSB =
N
∑

i=1

WiΦi −W0Φ0 = ∆− 2W0Φ0. (2)

Similarly, flipping the MSB CN−1 changes ∆ to

∆MSB =
N
∑

i=0

−WiΦi = −∆. (3)

The latter challenge modification has a more significant

impact on the response, as evident by:

|∆LSB −∆| = 2W0Φ0 ≪ |∆MSB −∆| = 2∆. (4)

Consider an arbitrary challenge CΩ, where Ω is the decimal

representation of the N -bit challenge C and three other

challenges, CΩ
′

, CΩ
′′

and CΩ
′′′

, obtained by inverting only

the LSB, only the MSB, and both the LSB and the MSB of

Ω, respectively, i.e., |Ω − Ω′| = 1, |Ω − Ω′′| = 2N−1,

|Ω′′′ − Ω′′| = 1 and |Ω′′′ − Ω′| = 2N−1. For each challenge

CΩ, a quadruple of responses {R0, R1, R2, R3} is defined,

where R0 = PUF (CΩ), R1 = PUF (CΩ
′

), R2 = PUF (CΩ
′′

)
and R3 = PUF (CΩ

′′′

).
Equation (4) is valid at any voltage or temperature. Envi-

ronmental variation affects W but not Φ of (1). Since W0

depends only on the difference between the delay difference

of the two parallel paths and the delay difference of the

two swapped paths of the first switch, and φ0 is independent

of environmental variation, the compound probability of the

independent events R0 6= R1 and R2 6= R3 is extremely low

even if the operating condition has changed. On the other hand,

∆ in (4) is dependent on the cumulative sum and difference of

all elements of W , the probability of R0 6= R2 escalates as the

operating condition varies. By unifying the four challenges,

CΩ, CΩ
′

, CΩ
′′

and CΩ
′′′

, as one single challenge with a

quadruple response, the effective number of stages of an A-

PUF is reduced by two but the quadruple response to a unified

challenge can be classified by flipping either its LSB, MSB or

both these bits simultaneously.

Based on the vanishingly low compound event probability of

R0 6= R1, R2 6= R3 and R0 = R2, the quadruple response to

a challenge CΩ is classified as stable if it meets the following

requirement:

R0 = R1 = R2 = R3. (5)

From (5), it is evident that all challenges that can produce

one of the two possible types of quadruple response, i.e.,

{R0, R1, R2, R3} = {0, 0, 1, 1} or {1, 1, 0, 0}, are desirable.

All other challenges that have the quadruple {R0, R1, R2, R3}
different from {0, 0, 1, 1} and {1, 1, 0, 0} are undesirable

from reliability perspective. Despite the quadruples, {0, 0, X,

X}, {1, 1, X, X}, {X, X, 0, 0} and {X, X, 1, 1}, also agree

with (5), strictly speaking, they are not considered “stable”

since X is not a stable state but detectable as a metastable

state using our proposed arbiter implementation. Thus, the

quadruple response to each of the 2N−2 unique challenges

can be classified accordingly.

While machine learning can be used to attack a PUF, it

can also be used in a positive way to build a precise model

for secure authentication of a highly reliable strong PUF. In

the experimental results shown in Fig. 3, six major classes of

quadruple responses were generated from the 24-bit A-PUF

implemented in Xilinx Artix-7 FPGA. This set contains 222

unique quadruple challenges, which covers the complete CRP

set of 24-bit A-PUF (4 × 222 = 224) quadruple responses.

The distribution was obtained by repeating the experiment

100 times. All classes shown in Fig. 3 are stable except

the category labelled “others”, which contains the following
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Fig. 3. Distribution of quadruple responses of a 24-bit A-PUF.

quadruples, {1, 1, 1, 0}, {1, 1, 0, 1}, {1, 0, 1, 1}, {0, 1, 1,

1}, {1, 1, 1, X}, {1, 1, X, 1}, {1, X, 1, 1}, and {X, 1, 1,

1}. Therefore, the complete CRP set can be merged into three

main classes of “zero” ({1, 1, 0, 0} and {1, 1, X, X}), “one”

({0, 0, 1, 1} and {X, X, 1, 1}) and “unstable state” ({1, 1, 1, 1}
and “others”). Every quadruple from the “others” category can

be easily recoded into {1, 1, 1, 1}. These results agree with the

experiments conducted on a 128-stage A-PUF implemented

in the same FPGA chip as the response distribution is the

same in terms of the percentage of complete CPR set (of 1010

quadruples) generated.

IV. ACCURATE A-PUF MODEL BASED ON MACHINE

LEARNING ALGORITHM

From Fig. 3, the quadruple responses of an A-PUF can be

divided into six different classes. In contrast to the existing

models with accuracy of 95-98%, a more precise (≃100%

accuracy) model can be built based on the stable quadruple

responses defined in Section III and experimentally validated

over allowable range of operating voltage and temperature

variations specified by the FPGA device or board used for

the A-PUF implementation. An accurate A-PUF model is built

by using a tripartite classification algorithm to segregate the

CRPs into five different classes, namely unstable, metastable

zero, metastable one, stable zero and stable one. As illustrate

in Fig. 4, the classes of response before processing in each

stage are enclosed in rectangular blocks and the final classified

responses are enclosed in circular blocks.

The first stage of classification is the most complicated

one as the classifier has to differentiate between stable and

metastable quadruple responses from the unstable quadruple

responses. Therefore, a fully connected Deep Neural Networks

(DNN) is used for the first classifier. The proposed DNN

architecture is shown in Fig. 5. The input-layer contains an

N -bit parity vector, which determines the sign of each delay

element for Φ. These inputs are further propagated using 20

layers (L1, . . ., L20) of 2048 Rectified Linear Units (ReLU)

followed by a softmax layer for binary classification, 0 for

unstable quadruple response ({1, 1, 1, 1} and responses from

the class “others”) and 1 for stable and metastable quadruple

responses ({0, 0, 1, 1}, {1, 1, 0, 0}, {X, X, 1, 1} and {1, 1, X,

X})). There is no necessity to further segregate the responses

{1, 1, 1, 1} from those under “others” as these unreliable

responses can be dumped together with {1, 1, 1, 1} as one

unreliable class to separate it from the other four response

classes without loss of accuracy.

All CRPs
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Fig. 4. Flow of response classification.
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The DNN is trained to model two different path lengths of

A-PUF, N = 24 for short A-PUF and 128 for standard A-PUF.

The quadruple CRP set generated is divided into three datasets,

namely training (80% of the data), validation (or development

– 10%) and test (10%). Each quadruple challenge is repeated

100 times on the physical PUF device to determine its response

stability before feeding it into the DNN for training. If the

response quadruple has the same value each time, it is labeled

as stable and belongs to one of the followings, {0, 0, 1, 1},

{1, 1, 0, 0}, {X, X, 1, 1} or {1, 1, X, X}. Otherwise, it is

labeled as “others” in the training set. The trained models are

tested with temperature and voltage variations to determine

its stability. To avoid overfitting, two techniques have been

applied, L2-regularization and dropout (p = 0.5). The CRP

sets containing 222 and 1010 quadruples have been generated

to build the models for N = 24 and 128, respectively. An

accuracy score of 100% has been achieved consistently on

training, validation and test datasets for both 24-stage and 128-

stage A-PUF implementations.

The classifier in the second stage does not require to be

as powerful because separating the stable quadruple responses

from the metastable quadruple responses is a much simpler

task. Therefore, the neural network in the previous stage is

converted to a shallow version with the number of layers re-

duced to three including the softmax. This simplified classifier

is reused and tested to be capable of providing 100% accuracy

in classifying the quadruples as stable ({0, 0, 1, 1} and {1, 1,
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0, 0}) and metastable ({X, X, 1, 1} and {1, 1, X, X}).

The last stage utilizes the same model with different

parameters to separate the one from zero for both stable

and metastable classes of quadruples (see the classifiers

“Metastable” and “Stable” in Fig. 4). The classifier in this

level can be implemented by any linear classification algorithm

such as LR or SVM. Since majority of the quadruples are

stable (86.94%), it is reasonable to use a simple model for

this classification.

The constructed precise A-PUF model is stored at the

authentication server. Since all responses can be reliably

generated internally by the server A-PUF model and the

physical device, no helper data or “raw” CRP needs to be

stored or transmitted in clear or accessible externally. Also, no

quadruple CRP needs to be excluded or forfeited from being

used by the protocol as every one of them can be reproduced

on both the device and the server sides.

V. PROPOSED AUTHENTICATION PROTOCOL

The proposed protocol involves exchange of messages

among a trusted party, an authentication server and an A-PUF

embedded in the device to be authenticated.

A. Auhtenticable device

The proposed PUF is implemented based on an N -stage

A-PUF block and a Built-In Logic Observer (BILBO) [44].

Its block diagram is shown in Fig. 6. The BILBO block is

used primarily in Built-In Self-Test (BIST) applications. It can

operate in four modes, which are determined by the value of

M . When M = “00”, it is used as a shift register in scan test;

when M = “01”, it is used as a Linear Feedback Shift Register

(LFSR) for test pattern generation; when M = “10”, it is used

as a memory register; when M = “11”, it is used as a Multiple

Input Signature Register (MISR) for compact test signature

generation. These functions can be used advantageously to aid

the segregation and obfuscation of CRPs. BILBO in memory

mode is used to feed the input challenges directly to the A-

PUF for building the A-PUF model. MISR mode is used to

obfuscate the true challenge, hence increases the complexity

of machine learning attack. The functions of all components

are summarized in Table I.

As shown in Fig. 7, the output of a MISR is determined

by the initial value (seed) loaded into the BILBO in memory

TABLE I
COMPONENTS OF AUTHENTICABLE DEVICE.

Component Description

LFSR Generates (N − 2)-bit challenge with low correlated
M-sequence.

BILBO As memory register (M = “10”) during enrollment
to feed C from LFSR directly to A-PUF module.
As MISR in authentication mode to obfuscate (lossy

data encoding) C into (N − 2)-bit Ĉ.

A-PUF Arbiter PUF with SR-latch based arbiter, which takes
N bits of MSB + Ĉ + LSB as input and outputs a
2-bit response R for three states, “00” (logical zero),
“10” (logical one), “11” (metastable state).

SREG Collect four responses from A-PUF to form an 8-bit
quadruple response RQ.

ECC
Stabilize quadruple response RQ to RCorr .

(majority voting)

Encoder Compress RCorr by extracting the first four bits
into REnc as the remaining bits of RCorr can be
decoded from REnc.

FIFO Store REnc
K
4

times to make up RFinal.

FSM Control LFSR, BILBO, SREG, FIFO and Encoder
blocks, and padding response Ĉ with MSB and LSB.

mode and a GF(2) feedback polynomial φ(X) = ⊕N
i=0αix

i,

where αi ∈ {0, 1} are the polynomial coefficients, N is the

degree of the characteristic polynomial φ(X) and X is an N -

bit input vector. The coefficients αi are fixed at the design

phase but they can be reconfigured to generate different sig-

natures. Changing αi corresponds to applying a different non-

linear transformation to the same challenge, which can greatly

enhance its resistance against modeling attack. MISR converts

an input challenge (C) to a new challenge (Ĉ) based on its

current state, making the actual challenge applied to the A-

PUF dependent on the non-linear mixing of all the previously

input and converted challenges. The actual challenge Ĉ(k)
applied to the PUF instance can be expressed as:


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Ĉ2(k − 1)
...
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
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



,

(6)

where Ci(k − 1) is the i-th bit of the current input challenge

and Ĉi(k − 1) is the i-th bit of the current MISR state.

The N − 2 bits of C (which are the effective middle bits

of the quadruple challenge) input into the BILBO block are

generated by a separate LFSR block. This (N − 2)-bit word

is fed into the BILBO circuit when M = “11” is sent from

the Finite State Machine (FSM) to the BILBO block to set

it into MISR mode. Each (N − 2)-bit obfuscated challenge

Ĉ generated by the BILBO is padded with four possible

combinations of MSB and LSB provided by the FSM to form a

quadruple challenge to the A-PUF block. The A-PUF outputs
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a two-bit binary word R to encode the three trits ({0, 1, X}) as

shown in Fig. 2. The quadruple response due to Ĉ is stored in

an 8-bit shift-register SREG in Fig. 6. Although the reliability

of the A-PUF has been significantly enhanced by considering

quadruple response, there is still a very small probability of bit

error. Since every CRP has been repeated 100 times to build

an A-PUF model at the server side, it has been experimentally

verified that repeating every quadruple challenge k = 5 times

at the device side to vote for the trits of the quadruple response

is sufficient to achieve a reliability of 1.0 over the specified

operating temperature and voltage range. The k = 5 collected

quadruple responses RQ to the same Ĉ are fed to the ECC

block that implements the majority voting. If the result of

majority voting of RQ is equal to {0, 0, 1, 1}, {1, 1, 0, 0},

{X, X, 1, 1}, {1, 1, X, X} or {1, 1, 1, 1}, the output RCorr of

ECC will be one of these quadruples according to the majority

votes. Otherwise, RCorr will be corrected to {1, 1, 1, 1}
which falls into the unstable quadruple response class. The five

unique quadruples of RCorr is symmetrical, i.e., the second

and third trits are the same as the first and fourth trits. This

undesirable redundancy is removed by an Encoder block to

compress RCorr to only four binary bits that uniquely encode

the two non-redundant trits for each quadruple response class.

The quadbit REnc to each Ĉ is stored in a first-in-first-out

(FIFO) buffer. The final K-bit response RFinal is produced

by making the BILBO performing NRounds of iterations K
4

times to generate K
4

different obfuscated quadruple challenges

to the A-PUF.

B. Authentication Server

Unlike the physical device, the server contains a software

implementation of BILBO, LFSR, FSM and A-PUF model

built using the algorithm described in Section IV. The blocks

labeled LFSR and BILBO perform exactly the same functions

as those described for the authenticable device in Fig. 6.

ECC or majority voting is not needed as the A-PUF model

has already been trained with CRP quadruples with known

stability status. It is capable of accurately predicting the class

of quadruple response based on the N − 2 middle bits of

BILBO model

FSM model

NRounds

Response analyzer

RModel

C N-2

C

N-2

A-PUF model

RFinal K

8

LFSR model
ENEN

1
1

^

8

NRounds

8

Decision

1

Fig. 8. Building blocks of server authentication model.

a challenge. The FSM model in the server also generates a

random 8-bit number NRounds, which is sent to the device to

be authenticated. The response analyzer in the server compares

the response RFinal received from the device, and the response

RModel generated by it’s A-PUF model for the same NRounds

in each authentication session to determine if the device is

authentic. The descriptions of server’s software modules are

summarized in Table II.

TABLE II
SOFTWARE COMPONENTS OF AUTHENTICATION SERVER BLOCK.

Component Description

LFSR Python script for generating pseudorandom (N−2)-
bit challenge C using the same seed as the device to
be authenticated.

BILBO Python script for lossy compression of C to Ĉ, using
the same seed and polynomial coefficients as the
device to be authenticated.

A-PUF Deep neural network modeled in TensorFlow
(Python) for generating an 8-bit RModel. As a pre-
cise software model, SREG and ECC is not required.

FSM Python script for generating an 8-bit NRounds for
both authenticable device and authentication server.

Response analyzer Python script to encode and assemble K
4

RModel.
It also compares RFinal received from the device
with RModel generated by the server.

C. Authentication Protocol

As shown in Fig. 9, the communication protocol consists of

three phases, which are enrollment, authentication and update.

The first phase involves a trusted party, who provides the

initialization data for both the device and the server. During

this phase, the device (BILBO block) is set to memory mode

(M = “10”) to enable the FSM to feed any challenge C

directly to the A-PUF block without obfuscation. In this

mode, the FSM can feed an arbitrary quadruple challenge

to the A-PUF to produce an 8-bit response RQ. Each N -

bit quadruple challenge C is repeated many times to gather

a majority voted quadruple response RQ. This way a large

number of reproducible quadruple CRPs can be collected from

the physical device. This will enable the machine learning

algorithm presented in Section IV to create an accurate A-PUF

model to precisely predict the encoded quadruple response

(one of the five response classes) to any input quadruple

challenge specified by their middle bits Ĉ. The number of

quadruple CRPs required to build an accurate A-PUF model

varies from few millions for N = 24 to few billions for
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N = 128. Therefore, this phase can take a significant amount

of time (from hours to weeks). The built model is uploaded

to the server.

The device and server share some common parameters of

BILBO, which determine the actual challenges to the A-

PUF and its final responses. These parameters are namely the

seed value or initial value of MISR circuit and polynomial

coefficients, which are used to generate the real challenge to

the physical A-PUF or its mathematical model at the server.

The feedback polynomial and seed value of the LFSR block

are different from those of the BILBO block and they are set

once during the design phase. As shown in our preliminary

work [27], the key parameters of MISR circuit can be fixed

or stored in the reconfigurable memory for further updating.

The last step of this phase is the MISR mode activation after

all the parameters have been set and the A-PUF model has

been created. The memory mode of MISR will be permanently

disabled by the FSM after the enrollment phase to prevent the

attacker from accessing the “raw” CRPs during other phases.

The authentication phase is the main mode of operation that

is invoked most frequently. The server responds to the device’s

request for service by sending a random number NRounds to

initiate a request to authenticate the device before the service

can be granted. Based on the value of NRounds, the device uses

the LFSR block to generate the challenge C, stores it and feeds

it to the BILBO in MISR mode. NRounds of iterations are

executed in MISR mode to generate an obfuscated challenge

Ĉ to the PUF to produce one quadruple response. During the

authentication phase, K
4

of NRounds values are generated at

the server and sent to the device. A K-bit RModel is computed

at the server to compare with the K-bit RFinal received

from the device. RModel is calculated in almost the same

manner as that on the device except that the computations

are performed in software by the A-PUF and BILBO models

instead of physically by the hardware. The authenticity of

the device is confirmed by RFinal = RModel and denied by

RFinal 6= RModel.

If the parameters of BILBO are stored in reconfigurable

memory, then an update phase can also be invoked in the

proposed protocol. The parameters can be updated to new

values from the memory regularly or after certain number of

successful authentications. The total number of available poly-

nomials can be estimated using the Euler’s totient function. For

N = 128, the number of GF(2) polynomials is ≈1.3×1036.

The number of possible seed values is also exponentially

large (2N ). Thus, these values can be randomly chosen and

the number of different combinations will not be exhausted

throughout the device life cycle for N bigger than 64. The

choice of exact number of parameters to be stored in the

memory depends on the application and on the trade-off

between hardware overhead and system security.

VI. SECURITY ANALYSIS

A. Attacker Model

According to Kerckhoffs’ principle [45], attacker knows

everything about our system except the keys. In our proposed

authentication protocol, the following five secrets are shared

between the authenticable device and authentication server:

seed value of LFSR, polynomial values of LFSR, seed value

of BILBO, polynomial values of BILBO, challenge-response

map of A-PUF.

We assume that the attacker has access to all data transmit-

ted between the device and the server. The attacker can exploit

the collected data to produce correct responses to the NRounds

initiated by the server to gain successful authentication. The

attacker is assumed to have access to only the device external

IO ports to directly apply authentication request or measure

any side-channel signals by direct wired connection in attempt

to recover the secret parameters of LFSR or BILBO. The

incentive of the attack vanishes if the device is damaged or

the tamper can be conspicuously detected before the attack is

successful. The protocol is considered secure if the attacker

is not able to predict the correct responses under known

approaches notwithstanding the full access to the transmitted

data and IO pins of authenticable device. We further assume
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that the profitability of an attack diminishes rapidly if the

attacker has to continuously deploy significant computing

power to perform the attack and analysis beyond a realistic

time span. Hence the protocol can be considered secure if the

time required for a successful attack grows exponentially with

the number of stages N of A-PUF.

Side-channel attacks require expensive equipment, and well-

timed and accurate measurements. They rely on known ex-

ploitable implementation weaknesses of LFSR and BILBO,

which can be easily circumvented. Since the ultimate goal of

the attacker is to successfully predict the response to unknown

and unused challenge of the embedded A-PUF, which can be

more effectively achieved by modeling the propagation delays

of the parallel and swapped paths of each switch of the A-

PUF than side-channel attacks, machine learning attacks [43]

are emphasized in our security analysis.

B. Modeling Attack

This attack requires the attacker to collect a reasonable

subset of CRPs to build an accurate model of the PUF. One

of the most efficient methods to perform this kind of attack is

machine learning. Since an A-PUF can be approximated by a

linear classifier (e.g., LR or SVM), the proposed MISR based

challenge obfuscation creates a non-linear dependency of the

response on the naked challenge.

To estimate the effectiveness of the proposed challenge

transformation algorithm, a 128-stage A-PUF with SR latch

based multi-arbiter [23] is implemented in Xilinx Artix-7

FPGA. This circuit has 16 arbiters uniformly allocated to

sections of 8 multiplexer pairs to emulate different lengths

of A-PUF path. Meantime, a MISR circuit with feedback

polynomial φ(X) = x128 ⊕ x127 ⊕ x126 ⊕ x121 ⊕ 1 is

implemented on the same FPGA chip to transform an arbitrary

128-bit input challenge C to an obfuscated challenge Ĉ. Both

CRP (C, R) and ĈRP (Ĉ, R̂) are split into 16 data sets

according to the emulated A-PUF path length to generate a

16-bit response from each arbiter instance. A host computer

is used to generate a uniformly distributed sequence of 128-

bit challenges, i.e., C ∈ [0, 2128 − 1], for input into the

MISR of the FPGA chip. To test the resistance of the proposed

MISR augmented A-PUF against modeling attacks, SVM with

radial basis function (RBF) kernel and gradient boosting with

10,000 trees and learning rate of 0.1 are implemented on the

host computer using Sklearn library of Python. 10% of the

randomly chosen CRPs are used as the training set, which is

cross-validated using 5 blocks K-fold method. The remaining

90% are used as the test set. Both algorithms are capable

of discriminating two classes of responses using non-linear

surface. The attack resistance is evaluated by an accuracy score

in terms of the percentage of successful classifications.

The results are shown in Fig. 10. If the machine learning

model is trained by the ĈRP data set, which is inaccessible

to the attacker, high accuracy scores of [97.38, 98.34]% for

SVM and [97.88, 99.83]% for gradient boosting are obtained.

The only exception is found in the 8-stage A-PUF emulation,

where the scores are 80% for SVM and 82.17% for GB due

to the limited number of CRPs (only 256). This is because A-

PUF with less than 16 stages has very unstable behavior [23].

For path longer than 8 stages, the prediction accuracy reduces

slightly from 98.89% to 97.83% for SVM and from 99.83% to

97.88% for GB and for 128 stages, the predication accuracy is

almost the same for both attack algorithms. Since the attacker

can only access to the CRP data set before the challenge C is

transformed into Ĉ, the prediction accuracy fluctuates around

50% for both SVM and GB, as shown in Fig. 10.

Recent research [46] shows that secure designs based on A-

PUF [38] can be successfully attacked using powerful multi-

core CPU and GPU servers even if the attacker does not know

the system, i.e., by treating the PUF system as a black box.

Therefore, we have simulated the CMA-ES attack using 24-

core Intel Xeon CPU server with 32 GBytes of RAM on both

24 and 128-bit A-PUF circuits with MISR based challenge

obfuscation algorithm. CMA-ES algorithm was implemented

using PyBrain library. The results are shown in Fig. 11

(solid circle and triangular points are measured experimental

results and the hollow points are extrapolated results). The

extrapolation is justifiable as the longest physical experiment

(the fourth solid triangle point in Fig. 11) conducted on 128-

bit A-PUF took more than two months. It is made based on

the four physically conducted experiments for each of the 24-

bit and 128-bit A-PUFs. When the size of the training CRP

set is increased by tenfold in each experiment, the accuracy

of machine learning algorithm increases only marginally by

2.79% to 2.97% for the 24-bit A-PUF and 0.89% to 1.08%

for the 128-bit A-PUF, but the training time increases expo-

nentially by 2.07x, 5.17x to 10.76x for the 24-bit A-PUF

and 1.43x, 5.38x and 10.96x for the 128-bit A-PUF. For

larger training sets, we deliberately underestimate the training

time and overestimate the training accuracy by conservatively

assuming a maximum of 3% and 1% in our extrapolation of the

increase in accuracy for 24- and 128-bit A-PUFs, respectively,

as well as a lower than expected flat 10x growth rate in training

time for every decade increase in the size of the training CRP

set.

Although the classifier accuracy increases with training set

size, this attack cannot succeed for two practical reasons.

First, the number of CRPs required to build a reasonably

accurate model is significantly greater than that required for

authentication throughout the device lifetime. To achieve an

accuracy of 60% for 128-stage A-PUF, the number of required

CRPs exceeds 16 millions. If the training data is to be collected

within a year, then 44943 CRPs have to be extracted per



JOURNAL OFF LATEX CLASS FILES, VOL. XX, NO. X, MONTH YEAR 10

0.15 days

0.21 days

1.13 days

11.25 days

3.75 month*

3 years*

30 years*

300 years*

0.9 days

1.26 days

6.78 days

2.25 month

22.5 month *

18.5 years *
187.5 years *

1875 years *

50

55

60

65

70

75

80

85

90

0 2000 4000 6000 8000 10000 12000 14000 16000

C
la

ss
if

ie
r 

A
cc

u
ra

cy

Training set size × 103

24-bit 128-bit
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day. If each authentication requires a response of 64 bits

or less for validation, then no more than 32 CRPs (as each

challenge produces a two-bit trinary response) can be collected

with every authentication request. The device will have to

make at least 1404 authentications a day, which is close

to one authentication per minute. This has yet taken into

consideration the training time. If the prediction accuracy of

the model is to be increased by just another 5%, the attacker

will have to continuously query the device at sub-millisecond

rate for one year just to collect enough CRPs for training.

It is hard not to burnout the device or remain stealthy at this

rate of authentication. Secondly and most importantly, the time

required for a successful attack has exceeded the lifetime of an

ordinary person. Even if the computing power can be increased

by 100 times, it will still require a couple of years to achieve

a poor prediction accuracy of only 60%.

Thus, the proposed algorithm is practically secure against

different machine learning algorithms as it requires huge sub-

set of CRPs with training time exceeding the device lifetime.

If any of the BILBO parameters is reconfigured, the attack

will have to start all over again as the successfully learned

parameters have been changed.

C. Random Guessing

There are two parameters in the proposed design that

the attacker may determine by trial and error. They are the

seed value and the number of possible polynomial φ(X)
coefficients. The probability of guessing both values correctly

in any one attempt can be estimated by:

PGuess =
N

22×N − 2N
. (7)

If N = 24, PGuess = 8.52 × 10−14, which is equivalent

to more than billion years of computation to break the system

assuming that it takes one second to make and apply a guess. It

is probably easier to perform a brute force attack by exhausting

the whole challenge response set (224 CRPs) to compromise

these parameters. Since the actual CRP set is inaccessible to

an attacker, this attack is not possible.

D. Compromising Seed and Polynomial Coefficients of BILBO

Performant physical and side channel attacks on strong

PUFs have been reported [47]. These attacks assume that

the attacker has access to the device to perform controlled

measurements to collect a sufficient number of side-channel

traces without being discovered. The attacker is also assumed

to have complete understanding of the device protection to

determine the most appropriate analysis for the exploitable

side-channel signal, provided that such side-channel leakage

can be accurately measured. Side channel attacks, even if

feasible, help only to derive the approximate but not the exact

values of the key parameters of BILBO circuit. It can at

best reduce the search space for machine learning algorithm

to boost modelling attack. According to [47], the training

time can be reduced by 200 to 300 times, which means that

in the worst case, the training time for the proposed 128-

bit A-PUF design will be shortened to around 5-6 years to

achieve an accuracy of 60% assuming that the attacker is

able to measure exploitable side-channel leakage with similar

accuracy. The attacker may, however, independently attack

LFSR and MISR by side channel analysis [48] and then use

the information to model the A-PUF. To successfully deduce

four of the five secret parameters (seed and polynomial values

of LFSR and MISR), without access to the internal nets, a

large number of accurate power measurements is required due

to the interplay between these components and PUF. As the

computations are controlled by the internal FSM and triggered

by authentication request, the power traces have to be collected

during authentication with proper synchronization between the

device and assumed server, which make the attack challenging.

To demonstrate the demand of accurate measurements re-

quired for a successful side channel attack, two different seed

values, 00. . .0 and 00. . .1 are used to simulate a 16-stage

A-PUF with its challenges pre-processed by a MISR with

feedback polynomial φ(X) = x16 ⊕ x15 ⊕ x13 ⊕ x4 ⊕ 1. In

both cases, M = 65534 challenges are applied to the MISR

in the same order. The distribution of the two sets of CRP

obtained are shown in Fig. 12, where C denotes the challenge

and ∆(C) denotes the delay difference in ns between the

two paths selected by C. Around 99% of the path delay

values have changed, even with only a LSB change in the

MISR seed. As a small error in the estimation of BILBO
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Fig. 12. Distribution of differential delays (in ns) for obfuscated challenges
generated by MISR with different seeds.

parameters has an avalanche effect on the CRP set, the cost of

side-channel analysis increases significantly with the increased

resolution of measurements required for an accurate modeling

while countermeasures against side-channel attacks are made

easier by reducing the magnitude of measurable side-channel

leakage. For example, additional T Flip-Flop register can be

used to mirror the LFSR. Each T Flip-Flop toggles when the

corresponding D Flip-Flop in the LFSR is not switching and

vice versa to eliminate any measurable difference in switching

power. Changing the polynomial coefficients in reconfigurable

memory will have similar effect. The collected traces are

useless when the coefficients of the MISR has been recon-

figured. Taking into consideration the training time required,

2-3 updates of polynomial coefficients or seed of MISR

is adequate during the device lifetime to thwart combined

modeling and side-channel attacks. A simple secure protocol to

refresh these parameters by making use of the existing strong

A-PUF and reliable PUF model is described as follows. The

device sends a challenge C to the authentication server upon

request to update the secret parameter. The server applies C

and the value pNew of the secret parameter to be updated to its

A-PUF model to obtain a response R = PUFModel(C) and h1 =

PUFModel(pNew). Then, the server calculates h2 = pNew⊕R.

The values h1 and h2 are then transmitted to the device.

The device recovers p′New by PUF(C) ⊕h2 and authenticates

the recovered parameter p′New = pNew by checking if h1

is equal to PUF(p′New) before it is updated on the device.

To acknowledge the successful update of pNew, the device

generates another challenge C ′ and calculates h′ = p′New⊕
PUF(C ′). The device then sends C ′ and h′ to the server.

The server verifies if pNew has been correctly updated on

the device by checking if pNew = h′⊕ PUFModel(C
′) before

switching to the new parameter for future authentication. Since

the APUF is a strong PUF and the server can keep track of

the used challenges, the attacker cannot reuse the response to

a used challenge to generate h1 without a genuine PUF nor

create a valid h2 to change the device secret parameter.

E. Spoofing attacks

During the authentication phase, the only values transmitted

between the server and the device are NRounds from the

server and RFinal from the device. Knowledge of these two

information does not allow the attacker to obtain the real

CRPs of the PUF. The attacker cannot falsify authentication

by eavesdropping the communications to replay RFinal to

NRounds. This is because the state of MISR depends not only

on the current input challenge but also the past obfuscated

challenges. A different output will be generated by the BILBO

block each time even for the same NRounds. Knowing only the

number of BILBO loops required to obfuscate the challenge

from each authentication session does not allow the attacker

to generate the correct response similar to a real device. Even

if the attacker manages to apply the same challenge to the

BILBO block, the responses from the device will be vastly

different as the MISR transformation is lossy and cannot be

uniquely recovered. Therefore, the only chance for an attacker

to spoof the server is to build a mathematical clone of the

device, which amounts to the same cost and difficulty as a

successful machine learning attack. Any other manipulation of

the original messages passing between the server and device

may compromise the device from being successfully authen-

ticated but cannot gain illegitimate privilege in accessing the

services offered by the server as the authentic device.

F. Exploiting PUF instability

Recent research [49] has pointed out that the use of only

selective stable CRPs for device authentication can be haz-

ardous [37], [50], [51], [52]. These protocols validate the

response based on the Hamming distance between the received

and enrolled responses. This may allow the attacker to corre-

late the distance between the noisy response and the private

parameters of the protocol. For example, FSM PUF [51] relies

only on 1% of the CRP set to avoid the reliability issues

of PUF but this gives the attacker an opportunity to deduce

the path delay difference from the transmitted response. The

proposed protocol utilizes the entire CRP set but corrects

the unstable responses internally according to their response

classification to achieve a reliability of 1.0 without having

to transmit helper data that will reveal sensitive information.

Furthermore, the MISR transformation is lossy and after a

few iterations, it is irreversible and non-reproducible from

the same input challenge. Thus, the proposed authentication

protocol is practically secure against reliability-based side-

channel modeling attacks. Its ability to refresh configurable

private parameters makes it even harder for the attacker.
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VII. EXPERIMENTAL RESULTS AND DISCUSSIONS

A. Reliability test

The reliability [53] of a PUF can be evaluated by the

Bit Error Rate (BER) of its responses, which is the average

number of response bit errors obtained in a series of repetitive

experiments. It was confirmed by our earlier experiments [23]

that FPGA implementation of classical 128-stage A-PUF has

average reliability of only 0.577. This is far from the ac-

ceptable BER requirement of 10−6 based on the standard of

BER [54] required for a 128-bit key generator.

Assume that n0 of logic zeros, n1 of logic ones and nX of

logic Xs are obtained as the response bits to the same challenge

in E tests (n0 + n1 + nX = E). The trit X is due to the

metastable state detectable by the arbiter circuit of Fig. 2. Let

f0, f1 and fX denote the frequency of occurrences of 0, 1 and

X, respectively. Then,

fα =
nα

E
,α ∈ {0, 1, X}. (8)

Let Rref be the most frequently appeared response of an

A-PUF to a particular challenge C during E tests. RRef is

defined by majority voting as:

RRef =











0 if max(f0, f1, fX) = f0,

1 if max(f0, f1, fX) = f1,

X if max(f0, f1, fX) = fX .

(9)

Then the A-PUF reliability S(C) can be computed by:

S(C) = 1−BER(C) =

= 1−
1

E

E
∑

i=1

HD(RRef , Ri), (10)

where Ri is the response to C at the i-th test and HD is the

Hamming distance between two trinary responses [23].

If K ∈ [1, 2N ] challenges CΩi (i = 1, 2, . . ., K) are

applied to an N -stage A-PUF, then the average reliability can

be calculated by:

Savg =
1

K

K
∑

i=1

S(CΩi). (11)

The minimum reliability can be calculated by:

Smin = min(CΩ1 , CΩ2 , . . . , CΩK ). (12)

To achieve a minimum reliability of 1.0, error correction is

required. In our current A-PUF implementation, simple repe-

tition code is used to decide the class of a quadruple response.

The responses were further tested under varying operational

conditions. The vendor specified allowable temperature range

for Nexys-4 evaluation board is [−40◦ C, +90◦ C]. All

temperature tests were performed with the Thermotron R©8800

temperature chamber. The results are shown in Fig. 13. It

shows that repetition code of length k = 5 with majority voter

is sufficient to achieve the reliability of 1.0.
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Fig. 13. Minimum reliability of A-PUF with repetition code length k at
different operating temperature.

Fig. 14. Uniqueness of proposed A-PUF design.

B. Uniqueness test

Uniqueness is a measure of the average number of bit

differences among the responses of different PUF instances

to the same challenge. It is usually estimated by the inter-die

Hamming distance (HD) [53] as follows:

U =
2

m(m− 1)

m−1
∑

u=1

m
∑

v=u+1

HD(Ru, Rv)

n
. (13)

where m is the number of PUF instances. Ru and Rv are

two n-bit responses to the same challenge generated by two

different PUF instances, u and v, respectively.

10,000 challenges were generated for the uniqueness test.

All challenges were generated in a MISR mode and repeated

in the memory mode. m = 20 Xilinx Nexys 4 FPGA chips

were used for the implementation of different PUF instances.

The results are shown in Fig. 14. The inter-chip HD exhibits

a normal distribution, with a mean of 0.497 and a standard

deviation of 0.011. This is approximated to the ideal unique-

ness of 0.5 with an accuracy of up to one decimal place. This

implies that the zeros and ones in the MISR based challenge

transformation has no negative effect on the uniqueness of the

original A-PUF design.

C. Randomness test

The cryptographic randomness of a True Random Number

Generators (TRNG) can be validated by 15 statistical tests
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TABLE III
NIST RANDOMNESS TEST RESULTS.

Test Description Passed/Total P-value

Frequency 98/100 0.04

Frequency Block 100/100 0.53

Runs 100/100 0.74

The Longest Run 100/100 0.53

Binary Matrix Rank 100/100 0.35

FFT 100/100 0.46

Non-overlap. Template 98/100 0.57

Overlap. Template 96/100 0.35

Universal 100/100 0.05

Approx. Entropy 97/100 0.05

Serial 100/100 0.73

Cumulative Sums 98/100 0.04

Random exc. 10/10 —

Random exc. var. 10/10 —

of the National Institute of Standard and Technology (NIST)

statistical test package [55]. A sequence of 10 million bits was

generated in the MISR mode. This bit sequence was divided

into 100 blocks, each of 100,000 bits. The NIST test results

in Table III show that the response bits generated from the

obfuscated challenges passed all the NIST tests successfully.

Besides, the bit sequence produced by the A-PUF with

enhanced reliability of 1.0 still possesses good entropy, which

matches the results obtained earlier with multiple A-PUF using

MISR circuit [25]. Hence, it can also be post-processed by

hash function similar to what has been done with the raw

responses of RO-PUF, SRAM PUF and other designs for use

as a true random sequence.

D. Hardware overhead

The proposed protocol can be viewed as an obfuscated

strong PUF based authentication. Therefore, it is compared

with several approaches from this category. Table IV compares

the FPGA resources (LUT and DFF blocks) consumed by

different 64- and 128-stage A-PUF based protocols with the

authenticable device implemented on Xilinx Artix-7 FPGA

chip.

TABLE IV
COMPARISON OF FPGA RESOURCE USAGES.

Approach N
#LUT #FF

(% of available) (% of available)

PolyPUF [50] 64 213 (1.34) 450 (2.84)

Slender PUF [38] 64 652 (4.11) 1400 (8.83)

OB-PUF [37] 64 680 (4.29) 360 (2.27)

CMOS PUF [56] 64 395 (2.49) 176 (1.12)

RPUF [52] 128 350 (2.21) 389 (2.45)

PUF-FSM [51] 128 960 (6.06) 1500 (9.46)

This approach 64 192 (1.19) 132 (0.84)

This approach 128 380 (2.39) 264 (1.67)

This approach
128 419 (2.64) 264 (1.67)

(with secure update)

For the same number of stages N , the proposed design is

more efficient in terms of the overall utilization rate of LUT

blocks and FFs. It uses slightly more LUTs but significantly

less FFs than RPUF. As indicated in the last row, the secure

parameter update protocol only incurs ∼0.25% additional

LUTs. Since the proposed A-PUF leads to a more secure

protocol with increased resistance against modeling attack by

both basic and advanced machine learning algorithms, the

sacrifice of around 2% of hardware resources of a FPGA chip

is well justifiable. Moreover, if the BILBO block already exists

in the system for BIST, it can be reused for this purpose to

make the overhead twice smaller.

As machine learning attack can also be prevented by en-

crypting challenge and/or response values as stated in [57],

the hardware resources required for the implementation of

two standard cryptographic techniques, namely symmetric

encryption (fast and compact versions of 128-bit Advanced

Encryption Standard (AES)) and Secure Hash Algorithm

(SHA-256 of SHA-2 mentioned in [57]) on the same Xilinx

Artix-7 FPGA are also evaluated and compared. The number

of LUTs and Flip-Flops used, and accuracies of SVM and

CMA-ES based modeling attacks on these implementations

are compared in Table V. The results show that existing

cryptographic approaches to enhance ML-resistance of PUF

require around twice to ten times more FPGA fabrics than the

proposed MISR obfuscation method.

TABLE V
COMPARISON WITH STANDARD CRYPTOGRAPHIC TECHNIQUES.

Technique #LUT #FF SVM CMA-ES

This 380 264 50% 56%

SHA-256 [58] 3756 2609 50% 50%

AES (small) [59] 888 444 50% 50%

AES (fast) [60] 1642 820 50% 50%

VIII. CONCLUSION

A new approach to generate highly reliable trinary response

with SR latch based A-PUF in FPGA implementation has been

proposed. Robust authentication is achieved by classification

of quadruple responses based on the detected trits of logic

zero, logic one and metastable states from four challenges

differ only in MSB and LSB. It has been demonstrated that

this quadruple response classification augmented by majority

voting with simple repetition code of length five can achieve

a perfect reliability of 1.0 over the temperature range from

−40◦C to 90◦. To break the linear dependency between the

challenge and response mapping, a BILBO module is used

to obfuscate the input challenge and the quadruple response

classes are compressed into five unique quadbits. To avoid

maintaining a large CRP database at the server, a DNN is

trained by the measured quadruple CRPs to construct a precise

A-PUF model. The proposed authentication protocol does not

require the server to send raw challenge or helper data to

authenticate the A-PUF device, which significantly increases

its resistance against modeling attacks. It has been shown

that more than billions of CRPs and hundreds of years of

training are required by CMA-ES to break the proposed A-

PUF authentication system. Thus, the proposed authentication

method has fulfilled multiple challenging desiderata, such as

high reliability, high modeling attack resistance, high unique-

ness, low predictability and low hardware resource overhead,

in using strong PUF for FPGA security.
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