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ABSTRACT 

Numerical simulation of the performance of new beamlines and those under upgrade requires 

sophisticated and reliable information about the expected surface slope and height distributions of 

planned x-ray optics before they are fabricated. Obtaining such information should be based on the 

metrology data measured from existing mirrors that are made by the same vendor and technology; 

but, generally, with different sizes, slope and height rms variations. In this work, we demonstrate a 

method for highly reliable forecasting of the expected surface slope distributions of the prospective 

x-ray optics. The method is based on an autoregressive moving average (ARMA) modeling of the 

slope measurements with a limited number of parameters. With the found parameters of the ARMA 

model, the surface slope profile of an optic with the newly desired specification can reliably be 

forecast. We demonstrate the high accuracy of this type of forecasting by comparing the power 

spectral density distributions of the measured and forecast slope profiles. 

 

Keywords: surface metrology, surface profilometer, auto-regressive moving average, ARMA 

models, power spectral density, calibration, fabrication tolerances, metrology of x-ray optics 
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1. INTRODUCTION 

Development of new beamlines for third-generation synchrotron radiation sources and free 

electron lasers (FELs) relies on availability of x-ray optics of unprecedented quality with surface 

slope precision in the range of 0.1-0.2 μrad and surface height error of less than 1 nm.
1-5

 During the 

last few years, significant progress on fabrication of such high quality x-ray optics has been 

achieved.
6­12

 In addition to the new and sophisticated fabrication technologies, which have resulted 

in significant progress in optical fabrication, a new level of performance in beamlines has become 

possible due to the development of dedicated high accuracy metrology methods and techniques for 

surface characterization in the laboratory before installation.
13­27

 The operational scope of this 

metrology is being extended to the tuning and alignment of the optics in situ.
28-34

 

The uniqueness of the optics and the limited number of proficient vendors makes fabrication 

extremely time consuming and expensive. It is therefore essential to provide a specification for 

optical fabrication that is numerically evaluated to be adequate to the required beamline 

performance, avoiding over- as well as under-specification.  

One of the most insightful approaches to evaluate the performance of X-ray optical systems 

consists of sophisticated X-ray scattering calculations based on the two-dimensional (2D) power 

spectral density (PSD) distribution of the surface height, allowing for the evaluation of three-

dimensional distributions of X-rays scattered by the optics.
35-37

 A comprehensive discussion of the 

importance of the characterization of highly finished optical surfaces via the PSD distribution can be 

found in Refs.
38,39

 

Statistical description of surface topography via 1D and 2D PSD distributions is basically a 

spectral analysis of surface height measurements. It is used to parameterize, specify, and model the 

topography of optical and engineering components,
39-42 

as well as fabrication technologies, including 
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optical polishing,
43

 lithography,
44

 surface coating and multilayer deposition.
45,46

 Reliability of the 

PSD data for these and other applications depends on experimental methods available for 

comprehensive characterization and calibration of the spatial frequency response of the metrology 

instruments in use.
47-65

 There are also problems inherent in the statistical description of surface 

metrology data that we discuss in the next section. 

Another powerful approach to predict the performance of an optical system, in general, and a 

synchrotron radiation beamline, in particular, is the use of ray tracing methods.
66-72

 Ray-tracing 

calculations allow evaluation of the effect of lower spatial frequency errors of optical surfaces 

usually given with residual (after subtraction of the desired surface shape) slope distributions.  

For designing and optimizing synchrotron radiation beamlines, the ray-tracing code 

SHADOW
66,67

 is extensively used. In the standard version of SHADOW,
66

 the slope error is 

specified with a surface defined by a maximum of 200 points.
73

 For a fabricated optic, this is 

straightforward when using a residual slope trace measured with a slope profiler. For simulating 

optical slope errors before the optic is available, a special method for introducing waviness effects of 

real and simulated optical surfaces in ray-tracing calculations is presented in Ref.
67

 This method, 

fully integrated in the SHADOW environment, allows only for estimation of an effect of a single 

harmonic variation of surface figure. To the best of our knowledge, there are no methods for reliable 

prediction of surface slope errors of an optic before it is available that could be used as the input data 

for SHADOW simulation of the beamlines under design.  

Therefore, the numerical simulation of the performance of new beamlines and those under 

upgrade requires refined and reliable information about the expected surface slope and height 

distributions of the planned x-ray optics before they are fabricated. Obtaining such information 
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should be based on the metrology data measured from existing mirrors that are made by the same 

vendor and technology, but, generally, with different sizes, slope and height rms variations.  

In the present work, we demonstrate a method for highly reliable forecasting of the expected 

surface slope distributions of the prospective x-ray optics. The method is based on an autoregressive 

moving average (ARMA) modeling of surface slope metrology data obtained with existing optics 

fabricated by the same prospective vendor with the same technology. The best-fitted ARMA model 

has a limited number of parameters that can be determined with the use of standard statistical 

software. With the found parameters of the ARMA model, the surface slope profile of an optic with 

the newly desired specification can reliably be forecast. We demonstrate the high accuracy of this 

type of forecasting by comparing the power spectral density distributions of measured and forecast 

slope profiles. 

This paper is organized as follows. In the next section, we discuss the problems of finding 

reliable PSD distributions by direct discrete Fourier transformation (DFT) of surface height and 

slope measurements. In Sec. 3, we briefly give the overview of the mathematical fundamentals of 

ARMA modeling of random rough surfaces. The results of ARMA fitting of the slope measurements 

with a high quality reference mirror are presented and discussed in Sec. 4. Section 5 describes an 

ARMA-modeling based method for forecasting of surface slope distributions of X-ray optics before 

fabrication. The paper concludes (Sec. 6) by summarizing the main concepts discussed throughout 

the paper and stating a plan for extending the suggested approach to parameterize polishing 

performances of different technologies available from a variety of vendors. 
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2. PROBLEMS OF FINDING RELAIBLE PSD DISTRIBUTIONS FROM 

MEASUREMENTS OF SURFACE HEIGHT AND SLOPE DISTRIBUTIONS 

In the early 1990’s, Church and Takacs pointed out that the specification of surface figure and 

finish of X-ray mirrors must be based on their imaging performance and the results must be 

expressed in term of statistical quantities (rms roughness and residual slope variation)  that are 

directly accessible from optical metrology.
74,75

 This suggests that a spatial frequency bandwidth for 

the estimation of surface errors must be determined by the beamline system parameters rather than 

by the metrology instruments. Practically, in order to estimate the error parameters over the 

bandwidth related to the system performance, the PSD spectra measured with bandwidth-limited 

instruments are extrapolated to the wanted frequency range by fitting a more or less simple 

analytical model, such as an inverse-power-law (fractal, if power between 1 and 3) spectral 

distribution.
76,77

 The PSD extrapolation is more reliable when based on PSD measurements 

performed with different instruments providing different but, preferably, overlapping spatial 

frequency ranges.
56-58,78,79

 Accordingly, the found extrapolated (modeled) PSD spectrum is used (via 

inverse Fourier transform) for the simulation of metrology data for X-ray optics before fabrication 

and prediction of the performance of the optical system.
39-42

 

PSD based forecasting works rather well for prediction of expected surface height distributions 

in the medium spatial frequency range approximately between 10
-3

 and 1 µm
-1

 available with optical 

interferometric microscopes.
56-58 

In this case, 1D PSD spectra of many high quality x-ray optics can 

be approximated by an inverse-power-law function A f  with a power parameter  1  .
57,74,75,80  

For lower spatial frequencies, accessible for surface height measurements, for example, with 

large field-of-view Fizeau interferometers, the measured PSD spectra were found to be well 

approximated by an inverse-power-law function with a significantly larger power parameter, 
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typically 2  .
57,74,75

 This can occur as a result of normal polishing processes, where the surface 

starts out as a rough surface and then becomes smoother by knocking down the high frequency end 

of the spectrum faster than the low end. It also can be due to instrumental noise and/or data 

processing (detrending, windowing).
78

 Indeed, as shown in Ref.
57

 for a stainless steel mirror, 

tangential 1D PSD spectra, extracted from ZYGO
TM

 GPI measurements, strongly depend on applied 

detrending performed either by subtracting the piston and the tilt from the corresponding height 

distributions, or by subtracting the best-fitted second power polynomial function. Moreover, the 

result of detrending strongly depends on the size of the area used for the fitting. 

The detrending problem is closely related to a general problem of spectral analysis known as the 

problem of statistical stability of data. A reliable PSD estimation based on a limited number of 

observations can only be obtained for a wide sense stationary (WSS) random process (see, for 

example, Ref.
81

). The process [ ]h n , where 1,..,n N , N  being the number of observations, is a 

WSS process if its autocorrelation function (ACF), 

[ ] ( [ ] [ ])hr l E h n h n l  ,     (1) 

depends only on the lag l , and does not depend on the value of n . In (1) E  is the expectation 

operator. Note that the PSD of the WSS random process [ ]h n  can be found from the ACF: 

2( ) [ ] i l f

h h

l

P f r l e






  .     (2) 

Therefore, dependence of the detrended surface on the number of observations (size of the fitted 

area) can be thought of as a signature for a potential statistical instability of the data.  

Obtaining reliable PSD spectra from surface slope measurements appears to be more 

trustworthy. According to the derivative theorem of the Fourier transform, the PSD of surface slope 
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distribution, ( )P f , and PSD obtained from the corresponding height measurement, ( )hP f , are 

related as the following function, 

2( ) (2 ) ( )hP f f P f  .     (3) 

Therefore, in the slope domain, the detrending problem is less important; and the PSD spectra 

extracted from slope measurements are expected to be more reliable.  

Note that according to its definition (2), the PSD depends on an infinite number of ACF values, 

which means that the determination of PSD is in general an impossible task. For a single limited 

realization, one can only make an estimation of the PSD. Generally, the estimated PSD spectrum has 

very poor statistical stability seen as intense fluctuation from frequency to frequency and from 

realization to realization. The same result is usually obtained for the PSD spectrum straightforwardly 

estimated via the squared Fourier coefficients derived from a particular realization, as described, 

e.g., in Refs.
56-58

 (see also Sec. 3). 

The statistical stability of the resulting PSD spectrum can be improved by averaging over the 

PSDs of a number of uncorrelated measurements performed with unchanged conditions. Averaging 

is usually possible for medium spatial frequency PSDs. In this case, surface profiles measured over a 

number of significantly separated sub-areas are statistically uncorrelated; and averaging over the 

corresponding PSDs suppresses the spectral fluctuations. 

In the case of lower spatial frequency PSD measurements with X-ray optics, measurements are 

performed over the entire optical clear aperture. Therefore, statistically uncorrelated measurements 

can only be made with different optics fabricated with the same technology. This is usually 

impossible because of the uniqueness of the optics. 
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In addition to the problem of statistical stability, one should consider possible perturbation of 

PSD measurements by air convection that is one of the most prominent sources of errors in optical 

slope measurements.
82

 The characteristic spectrum of the air convection noise, is approximately 

described by a random distribution at lower frequencies, 0.1  Hz, and an inverse-power-law 

function with a power parameter close to one at higher frequencies.
82

 Because of their sequential, 

point-by-point nature, these slope measurements are usually slow enough to make air convection 

noise appear as a white noise.  

On account of relation (3), a similar behavior of the air convection noise is also characteristic of 

interferometric measurements,
83

 and leads to a significantly larger perturbation of the PSD in the 

height domain than in the slope domain. 

Concluding this section, we refer to classical work
36

 by Church and Berry, where a 

comprehensive analysis of the problems and the limitations of reliable spectral estimations of 

measured surface profile data, is provided. The work also discusses a possibility to treat the random 

rough surface as the result of a stochastic random process described by an autoregressive (AR) 

model.
81,84

 The surface description based on the AR model or the extended ARMA model provides a 

way to replace the spectral estimation problem by that of parameter estimation.  

3. ARMA MODELING OF RANDOM ROUGH SURFACES 

For a one dimensional case, ARMA modeling of a random rough surface consists of describing the 

discrete surface height distribution [ ]h n , measured uniformly, with an increment x , distributed 

points of a trace nx n x   [where 1,...,n N  and  ( 1)N x   is the total length of the trace], as a 

result of a stochastic process:
81,84 

1 0

[ ] [ ] [ ]
p q

l l

l l

h n a h n l b n l
 

     ,     (4) 
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where [ ]n  is the zero mean unit variance white Gaussian noise that is the driving noise of the 

model. Parameters p  and q  are the orders of the autoregressive and moving average processes, 

respectively. At 0q   and 0 1b  , the ARMA process (4) reduces to an AR stochastic process. The 

goal of the fitting is to determine the ARMA orders and estimate the corresponding AR and MA 

coefficients la   and lb .
85-87

 Due to the development of sophisticated statistical software capable for 

ARMA analysis of experimental data, such fitting is quiet a routine task (see Sec. 4). 

ARMA fitting allows for the replacement of the spectral estimation problem by a problem of 

parameter estimation. In principle, the parameters of a successful ARMA model of a rough surface 

should relate to the polishing process. The analytical derivation of such relation is a separate and 

difficult task; there are just a few works that attempt to solve the problem.
43,88

 Instead, most of the 

existing work provides an empirical ARMA description of the results of the polishing processes.
85,89

 

When an ARMA model is identified, the corresponding PSD distribution can be analytically 

derived:
81

  

2 2
2 2 2

2 2

[ ] [ ]
( ) [ ]

[ ] [ ]

i f i f
i l f

h hi f i f
l

B e B e
P f r l e

A e A e

 


 
 

 





   ,    (5) 

where the frequency [ 0.5,0.5]f   ,  

2 2 2

1[ ] 1i f i f i p f

pA e a e a e      ,      (6) 

2 2 2

0 1[ ]i f i f i q f

qB e b b e b e      ,     (7) 

and the ACF of the surface profile is determined by Eq. (1). Equation (5) can be expressed as 

1 1

0 1 0 12 2

1 1

1 1

( )( )
( ) [ ]

(1 )(1 )

q q

q q l

x hp p
lp p

b b z b z b b z b z
P f r l z

a z a z a z a z
 

  


 


     
 

     
 ,   (8) 
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where 2i q fz e  , and 2  is the variance of the driving noise [ ]n . According to Eq. (8), [ ]hr l  is a 

nonlinear function of the ARMA coefficients, la  for 1,...,l p  and lb  for 1,...,l q . 

Therefore, a low-order ARMA fit, if successful, allows parameterization of both the PSD and the 

ACF of a random rough surface. As a result, the PSD distributions appear as highly smoothed 

versions of the corresponding estimates via a direct DFT. Description of a rough surface as the result 

of an ARMA stochastic process provides a model-based mechanism for extrapolating the spectra 

outside the measured bandwidth
90-93

 (see also Sec. 5). 

Below, we demonstrate successful application of ARMA modeling to surface slope data. 

4. ARMA FITTING OF SLOPE MEASUREMENTS WITH A HIGH QUALITY OPTIC 

As mentioned before, due to the availability of sophisticated statistical software capable for 

ARMA modeling of experimental data, ARMA fitting becomes a rather routine task of finding the 

ARMA model parameters and verifying the statistical reliability of the model. In the present work, 

we use a commercially available software package EViews 7.
94

 In particular, the software provides 

easy-to-use ARMA modeling tools oriented to econometric analysis, forecasting, and simulation. 

Throughout the present work, we use experimental surface slope data for a 1280 m radius 

spherical reference mirror,
95,96

 obtained with the Advanced Light Source (ALS) Developmental 

Long Trace Profiler (DLTP).
27

 The major reason for the selection of this data is its very high 

accuracy with a low contribution from random and systematic errors. The accuracy of the data has 

been verified by cross-comparison with measurements performed with the HZB/BESSY-II 

Nanometer Optical Component Measuring machine (NOM),
14-16

 one of the world’s best slope 

measuring instruments. The difference of the NOM and DLTP measurements does not exceed 

±0.15 µrad; the rms variation of the difference is 86 nrad. 
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Figure 1a reproduces the measured slope trace (the solid blue line) after subtracting the best-fit 

spherical surface shape with a radius of curvature of 1287.5 m. The trace consists of N=547 points 

measured with an increment of 0.2x   mm.  

 

 

Figure 1. (a) Measured slope trace after subtracting the best-fitted spherical surface shape 

with a radius of curvature of 1287.5 m (the solid blue line); and best-fitted slope trace 

corresponding to the ARMA model specified in Table 1 (the red dashed line). The rms 

variation of the measured slope trace is 0.447 µrad. (b) Residual slopes equal to the 

difference between the measured and fitted traces in plots (a). The rms variation of the 

residual slope trace is 0.073 µrad. Note that the measured and the best-fitted traces are 

almost exactly overlapping. 
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The best fitted slope trace, shown in Fig. 1a with the red dashed line, corresponds to the ARMA 

model specified in Table 1. The table, generated by EViews 7 software as the regression output, only 

includes the statistically significant ARMA parameters. As can be seen by the low probabilities and 

the high t-statistics in the regression outputs (Table 1), the AR(1), AR(4), MA(2), MA(6), and 

MA(3) coefficients are highly significant at <1% significance level. 

 

Table 1. Parameters of the ARMA model (the red dashed line in Fig. 1a), which best fits 

the surface slope trace for the 1280 m radius spherical reference mirror measured with 

the ALS DLTP.
27

 In Eqs. (4-8), b0 = 1 and σ
2
 is equal to the standard error (S.E.) of the 

regression. The data in the table are the regression outputs generated by EViews 7 

software. 

Dependent Variable: SLOPE   

Method: Least Squares   

Included observations: 543 after adjustments  

Convergence achieved after 6 iterations  

     
     Variable Coefficient Std. Error t-Statistic Prob.   

     
     AR(1):     1.118736 0.021838 51.22914 0.0000 

AR(4):     -0.145061 0.022404 -6.474687 0.0000 

MA(2):     0.299157 0.035204 8.497827 0.0000 

MA(6):     -0.171479 0.036455 -4.703891 0.0000 

MA(3)      0.093133 0.032904 2.830432 0.0048 

     
     R-squared 0.973238     Mean dependent variation -0.016092 

Adjusted R-squared 0.973039     S.D. dependent variation 0.443422 

S.E. of regression 0.072809     Akaike info criterion -2.392786 

Sum squared residuals 2.852027     Schwarz criterion -2.353218 

Log likelihood 654.6415     Hannan-Quinn criterion -2.377315 

Durbin-Watson statistics 2.068010    

     
      

The regression output, generated by EViews software (Table 1), contains the results of the 

application of several methods helpful for evaluation of the reliability of the regression. 
2 0.97R   



 

 
 

 

14 

 

indicates that the regression describes 97% of the data’s variance. The Durbin-Watson statistic, a test 

for first order serial correlation of the residuals, is around 2, suggesting that there is no serial 

correlation. EViews also reports various informational criteria that are helpful as a model selection 

guide, for example, when examining the number of regression lags.
81,94 

 

The residual slope trace shown in Fig. 1b is the driving noise of the model [ ]v n  in Eq. (4) and 

should be distinguished from any observation noise. According to the ARMA definition, the driving 

noise must be normally distributed. Figure 2 reproduces the results of EViews’ normality test for the 

residuals. Together with other criteria, the low Jarque-Bera statistic
94

 and the high probability 

indicate that the residuals are normally distributed.  

 

 

Figure 2. Histogram normality test
94

 for the residual slope of the regression shown in 

Fig. 1. (a) Histogram of the residuals. (b) Descriptive statistics of the residuals, including 

the Jarque-Bera statistic used for testing whether the residuals are normally distributed. 

All the descriptive statistics indicate that the residual slope is normally distributed. 

 

Figure 3 represents the PSD distributions of the measured and fitted slope traces shown in Fig. 1. 

The PSDs are directly calculated via the discrete Fourier transform (see, for example, Refs.
56­58

): 
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2
( ) [ ( )]DFT nP f x F h x   .     (9) 

The normalization coefficient in Eq. (9) depends on the definition of the discrete Fourier transform 

applied. The normalization, used here, corresponds to the Mathematica
TM

 default definition of the 

DFT. 

 

Figure 3. Power spectral density distributions of the measured slope data (the solid blue 

curve) and the best-fitted ARMA model of the data (the dashed red curve). The 

corresponding straight lines depict the white-noise asymptotical behavior of the PSD 

distributions at the higher spatial frequencies.  

 

The blue solid straight line in Fig. 3 marks the asymptotical behavior of the measured PSD 

distribution at the higher spatial frequencies (≥1.7 mm
-1

), where the PSD looks like white noise with 

a constant level of 0.017 µrad
2
·mm. For the measured spatial frequency range, the white noise PSD 

of 0.017 µrad
2
·mm corresponds to the rms slope variation of approximately 0.065 µrad. That value 

is in good agreement with the expected random noise of the DLTP due to air convection. The 

frequency limit of 1.7 mm
-1

 can relate to the instrumental resolution that is basically unknown and 
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can only be roughly estimated from the spot size of the DLTP light beam of 2.5 mm diameter.
16

 The 

tangential position increment of 0.2 mm, used for the measurements, suggests significant 

oversampling. Nevertheless, the oversampling can be justified as necessary for superior matching of 

the ALS and the BESSY measurements when cross-checking. 

The ARMA model perfectly fits the measured spectrum at the lower and middle spatial 

frequencies. This range covers the entire bandwidth of the DLTP at the current resolution. The 

asymptotical white noise level of the ARMA best-fit model, shown in Fig. 3 with the red dotted 

straight line, is higher, about 0.04 µrad
2
·mm. The corresponding rms variation is approximately 0.1 

µrad. This is the result of the combined variance of the random noise of the measurement and the 

driving residuals of the ARMA model. Here we ignore the increase of the noise level and do not 

consider the questions of ARMA fitting in the presence of noticeable measurement noise.
97,98

  

As expected for a single limited realization of the slope profile and, in turn, a single ARMA 

model of the profile, the PSD distributions in Fig. 3 have rather poor statistical stability. This is seen 

as an intense frequency-to-frequency fluctuation of the spectra. 

The result of the direct analytical calculation of the PSD of the best-fitted ARMA model is 

shown in Fig. 4 with the bold solid curve. The calculation was performed using expression (9) with 

ARMA parameters from Table 1 and σ
2
 = 0.072809

2
. Over the entire bandwidth of the measurement, 

the ARMA analytical PSD precisely fits the noisy PSD spectrum obtained by the DFT of the 

measured slope data.  

In order to understand the stability of the ARMA PSD estimation, we also calculated two ARMA 

predictions with the modified ARMA parameters. In Fig. 4, the dotted line depicts the ARMA 

analytical PSD, calculated with the parameters from Table 1 increased by their standard errors; 

while the dashed line corresponds to the same parameters but decreased by the standard errors. The 
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upper extreme prediction is very close to the least-squares-method result; while the lower one is 

significantly shifted downwards at lower spatial frequencies. This naturally reflects the poor 

statistical confidence of the measurement at the lower spatial frequencies. As a whole, the statistical 

stability of the ARMA analytical PSD is significantly higher than that of the DFT PSD spectrum. 

  

 

Figure 4. ARMA analytical PSD calculated with the parameters given in Table 1 (the 

bold solid line) and two extreme ARMA predictions with increased (the dotted line) and 

decreased (the dashed line) ARMA parameters; see text for details. For comparison, the 

DFT PSD spectrum of the measured slope trace is also shown with the solid blue curved 

line.   

 

The only visual discrepancy between the measured DFT PSD and the PSD that was analytically 

derived for the ARMA model is seen at the higher spatial frequency end of the spectrum. In spite of 

the fact that the discrepancy is outside of the instrumental bandwidth, its appearance should be 

explained. Currently we do not have a solid understanding of this. The most probable origin of the 

discrepancy is due to the instrumental noise. Another possibility can be related to the sensitivity of 
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the ARMA fitting to data oversampling, which was mentioned above. It can also be that the ARMA 

modeling with a limited number of ARMA terms does not describe the data at the higher spatial 

frequencies. It also can be that the measured data are not perfectly described as a stationary (WSS) 

random process. There are statistical methods specially developed for reliable ARMA modeling of 

such data (see, for example, Ref.
99

). However, the discussion of these methods is out of the scope of 

this article.  

In conclusion, the identified ARMA model, which included the AR(1), AR(4), MA(2), MA(6), 

and MA(3) terms, describes the actual slope data very well. To the best of our knowledge, this is the 

first demonstration that the autoregressive and moving average functions allow an analytical fit of 

metrology surface slope data and, therefore, parameterize the polishing process in the slope domain.  

5. ARMA FORECASTING OF X-RAY OPTICS BEFORE FABRICATION 

ARMA modeling of existing metrology data provides a natural approach for forecasting the 

quality of new optics before fabrication.  The forecasting is based on the assumption that a certain 

polishing process at a particular fabrication facility is uniquely parameterized with its ARMA model. 

The question of uniqueness is out of the scope of this article. We plan to investigate the question by 

cross-comparing the ARMA models for different optics that are identically fabricated.  

Technically, forecasting based on ARMA modeling can be performed in a few different ways 

depending on the task and the characteristics of the available metrology data.  

The simplest task is to forecast a prospective optic that differs from the measured one only by 

increased length. In this case, the ARMA driving residuals can be extended to the required length by 

using a white noise generator. The generated white noise residuals must be renormalized in order to 

match the variance, σ
2
, of the ARMA residuals. By using Eq. (4) with the found ARMA parameters 

and the extended residuals, an optic with the required length can be forecast. As for the length of that 
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of the measured optic, the forecast surface will have absolutely the same profile as the measured 

one. The profile of the forecast part of the optic will depend on the particular white noise realization 

used to extend the ARMA residuals.   

For scattering and ray-tracing calculations, a number of statistically independent forecasts are 

usually desired. In this case, uncorrelated sets of white-noise-like residuals (over the entire profile 

length) can be generated with an appropriate variance. After that, statistically identical but 

uncorrelated optics would be forecast by using Eq. (4) with the pre-determined ARMA parameters 

and the generated sets of driving residuals. 

Note that in both of these approaches, in order to reliably use the residuals generated with the 

white noise distribution, one should be sure that the ARMA residuals calculated by regression are 

normally distributed. 

Figure 5a reproduces a slope trace of 1000 points (the blue solid line) generated with an ARMA 

model using the parameters given in the Table 1. The statistical behavior of the trace is similar to 

that of the surface slope trace of the 1280 m radius spherical reference mirror shown in Fig. 1. As 

the driving residuals, we used a white noise trace with a total number of 1000 points generated with 

EViews 7 software. The obtained white noise was renormalized in order to correspond to the desired 

rms variation of the forecast slope trace of 0.447 µrad. 
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Figure 5. (a) Generated slope trace of 1000 points (the blue solid line) and the best-fitted 

slope trace (the red dashed line) corresponding to the ARMA model specified in Table 2. 

The rms variation of the generated slope trace of 0.447 µrad corresponds to the surface 

slope trace of the 1280 m radius spherical reference mirror (Fig. 1a). (b) Generated 

ARMA residuals with total number of 1000 points. The rms variation of the residual 

slope trace is 0.081 µrad. Note that the generated and the best-fitted traces are almost 

exactly overlapping. 

 

In order to confirm the statistical reliability of the forecast, the generated slope trace was 

modeled with EViews 7 in a similar manner to the one described in Sec. 3. The fitted trace is shown 

in Fig. 5a with the red dashed line. The parameters of the ARMA model identified for the generated 

slope trace are presented in Table 2. Within the statistical uncertainty, the parameters are equal to 

those of the ARMA model of the measured slope trace (see Table 1).  
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Figure 6 presents the result (shown with the red bold curve) of the direct analytical calculation of 

the PSD of the generated slope trace. The calculation used expression (9) with the ARMA 

parameters from Table 2 and σ
2 

= 0.080981
2
. The blue solid line in Fig. 6 shows the corresponding 

DFT PSD distribution. Note, that the DFT PSD and the analytically calculated PSD in Fig. 6 were 

constructed assuming a tangential position increment of 0.2 mm, as used for the actual measurement.  

The ARMA analytical PSD distribution perfectly fits the noisy PSD spectrum obtained by the 

DFT of the generated slope data. Unlike the measured data (Sec. 4), the agreement between the 

distributions is observed for the entire spatial frequency range.  

 

Table 2. Parameters of the ARMA model (the red dashed line in Fig. 5a) found for the 

generated slope trace. The generated trace is statistically identical to the surface slope 

trace measured with the 1280 m radius spherical reference mirror and discussed in Sec. 3. 

The data in the table are the regression outputs generated by EViews 7 software. 

 

Dependent Variable: GSLOPE   

Method: Least Squares   

Included observations: 996 after adjustments  

Convergence achieved after 5 iterations  

     
     Variable Coefficient Std. Error t-Statistic Prob.   

     
     AR(1):     1.048968 0.018116 57.90297 0.0000 

AR(4):     -0.085087 0.018392 -4.626384 0.0000 

MA(2):     0.349078 0.026168 13.33998 0.0000 

MA(6):     -0.179654 0.025161 -7.140075 0.0000 

MA(3)      0.114945 0.022912 5.016748 0.0000 

     
     R-squared 0.967377     Mean dependent variation -0.067029 

Adjusted R-squared 0.967245     S.D. dependent variation 0.447451 

S.E. of regression 0.080981     Akaike info criterion -2.184192 

Sum squared residuals 6.498934     Schwarz criterion -2.159575 

Log likelihood 1092.728     Hannan-Quinn criterion -2.174834 

Durbin-Watson statistics 2.015141    
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Figure 6. DFT PSD spectrum of the generated slope trace (the blue solid curved line) and 

the ARMA analytical PSD calculated with the parameters given in Table 2 (the red bold 

solid line).  

6. CONCLUSION 

At the ALS, we have started a new project that potentially will allow us to analytically 

characterize/parameterize polishing capabilities of different vendors for x-ray optics. Based on this 

parameterization, the expected surface profile of the perspective x-ray optics will be reliably 

simulated prior to purchasing new x-ray optics. The simulated profiles are also to be used for 

reliable estimations of the expected performance of the optics on the ALS beamlines prior to 

purchasing. 

As the first step, we have investigated an application of the ARMA-modeling-based method to 

reliably forecast the expected surface slope distributions of the prospective x-ray optics. In this 

method, surface slope metrology data are first fitted to find the parameters of the suitable ARMA 

model. We assume that the parameters uniquely parameterize the corresponding fabrication 
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(polishing) technology available with a particular vendor. With the parameters of the ARMA model, 

the surface slope profile of an optic with a newly desired specification can been simulated. We have 

demonstrated the high applicability of this type of forecasting by comparing the power spectral 

density distributions of measured and forecast slope profiles.  

The performed work has also raised a number of questions to be addressed in forthcoming 

investigations.  

The major question is about the uniqueness of the ARMA parameterization for a certain 

polishing process. We plan to address this question by cross-comparing ARMA models from 

different optics which are identically fabricated. Archived metrology data for high quality x-ray 

optics, collected at the synchrotron facilities around the world, can be used. 

Two-dimensional ARMA modeling is also possible using recent developments in the field of 

image and signal processing applications (see, for example, Ref.
100

 and references therein). 
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TABLES 

 

Table 1: Parameters of the ARMA model (the red dashed line in Fig. 1a), which best fits the surface 

slope trace for the 1280 m radius spherical reference mirror measured with the ALS DLTP.
27

 In 

Eqs. (4-8), b0 = 1 and σ
2
 is equal to the standard error (S.E.) of the regression. The data in the table 

are the regression outputs generated by EViews 7 software. 

 

Dependent Variable: SLOPE   

Method: Least Squares   

Included observations: 543 after adjustments  

Convergence achieved after 6 iterations  

     
     Variable Coefficient Std. Error t-Statistic Prob.   

     
     AR(1):     1.118736 0.021838 51.22914 0.0000 

AR(4):     -0.145061 0.022404 -6.474687 0.0000 

MA(2):     0.299157 0.035204 8.497827 0.0000 

MA(6):     -0.171479 0.036455 -4.703891 0.0000 

MA(3)      0.093133 0.032904 2.830432 0.0048 

     
     R-squared 0.973238     Mean dependent variation -0.016092 

Adjusted R-squared 0.973039     S.D. dependent variation 0.443422 

S.E. of regression 0.072809     Akaike info criterion -2.392786 

Sum squared residuals 2.852027     Schwarz criterion -2.353218 

Log likelihood 654.6415     Hannan-Quinn criterion -2.377315 

Durbin-Watson statistics 2.068010    
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Table 2: Parameters of the ARMA model (the red dashed line in Fig. 5a) found for the generated 

slope trace. The generated trace is statistically identical to the surface slope trace measured with 

the 1280 m radius spherical reference mirror and discussed in Sec. 3. The data in the table are the 

regression outputs generated by EViews 7 software. 

 

Dependent Variable: GSLOPE   

Method: Least Squares   

Included observations: 996 after adjustments  

Convergence achieved after 5 iterations  

     
     Variable Coefficient Std. Error t-Statistic Prob.   

     
     AR(1):     1.048968 0.018116 57.90297 0.0000 

AR(4):     -0.085087 0.018392 -4.626384 0.0000 

MA(2):     0.349078 0.026168 13.33998 0.0000 

MA(6):     -0.179654 0.025161 -7.140075 0.0000 

MA(3)      0.114945 0.022912 5.016748 0.0000 

     
     R-squared 0.967377     Mean dependent variation -0.067029 

Adjusted R-squared 0.967245     S.D. dependent variation 0.447451 

S.E. of regression 0.080981     Akaike info criterion -2.184192 

Sum squared residuals 6.498934     Schwarz criterion -2.159575 

Log likelihood 1092.728     Hannan-Quinn criterion -2.174834 

Durbin-Watson statistics 2.015141    
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FIGURE CAPTIONS 

 

Figure 1: (a) Measured slope trace after subtracting the best-fitted spherical surface shape with a 

radius of curvature of 1287.5 m (the solid blue line); and best-fitted slope trace corresponding to the 

ARMA model specified in Table 1 (the red dashed line). The rms variation of the measured slope 

trace is 0.447 µrad. (b) Residual slopes equal to the difference between the measured and fitted 

traces in plots (a). The rms variation of the residual slope trace is 0.073 µrad. Note that the measured 

and the best-fitted traces are almost exactly overlapping. 

 

Figure 2: Histogram normality test
94

 for the residual slope of the regression shown in Fig. 1. (a) 

Histogram of the residuals. (b) Descriptive statistics of the residuals, including the Jarque-Bera 

statistic used for testing whether the residuals are normally distributed. All the descriptive statistics 

indicate that the residual slope is normally distributed. 

 

Figure 3: Power spectral density distributions of the measured slope data (the solid blue curve) and 

the best-fitted ARMA model of the data (the dashed red curve). The corresponding straight lines 

depict the white-noise asymptotical behavior of the PSD distributions at the higher spatial 

frequencies.  

 

Figure 4: ARMA analytical PSD calculated with the parameters given in Table 1 (the bold solid line) 

and two extreme ARMA predictions with increased (the dotted line) and decreased (the dashed line) 
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ARMA parameters; see text for details. For comparison, the DFT PSD spectrum of the measured 

slope trace is also shown with the solid blue curved line.   

 

Figure 5: (a) Generated slope trace of 1000 points (the blue solid line) and the best-fitted slope 

trace (the red dashed line) corresponding to the ARMA model specified in Table 2. The rms 

variation of the generated slope trace of 0.447 µrad corresponds to the surface slope trace of the 

1280 m radius spherical reference mirror (Fig. 1a). (b) Generated ARMA residuals with total 

number of 1000 points. The rms variation of the residual slope trace is 0.081 µrad. Note that the 

generated and the best-fitted traces are almost exactly overlapping. 

 

Figure 6: DFT PSD spectrum of the generated slope trace (the blue solid curved line) and the 

ARMA analytical PSD calculated with the parameters given in Table 2 (the red bold solid line).  

 

 

 

 

 

 


