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Abstract: With the current popularity of Electric Vehicles (EV), especially in some critical EV applica-
tions such as hospital EV fleets, the demand for continuous and reliable power supply is increasing.
However, most of the charging stations are powered in a centralized way, which causes transistors
and other components to be subjected to high voltage and current stresses that reduce reliability,
and a single point of failure can cause the entire system to fail. Therefore, a significant effort is
made in this paper to improve the reliability of the charging system. In terms of charging system
structure design, a distributed charging structure with fault tolerance is designed and a mathematical
model to evaluate the reliability of the structure is proposed. In terms of control, a current sharing
control algorithm is designed that can achieve fault tolerance. To further improve the reliability of the
system, a thermal sharing control method based on current sharing technology is also designed. This
method can improve the reliability of the charging system by distributing the load more rationally
according to the differences in component performance and operating environment; FPGA-based
control techniques are provided, and innovative ideas of pipeline control and details of mathematical
reasoning for key IP cores are presented. Experiments show that N + 1 redundancy fault tolerance can
be achieved in both current sharing and thermal sharing modes. In the current sharing experiment,
when module 3 failed, the total current only fluctuated 800 mA within 500 ms, which is satisfactory.
In the thermal sharing experiment, after module 3 failed, modules 1, 2, and 4 adjusted the current
reasonably under the correction of the thermal sharing loop, and the total current remained stable
throughout the process. The experimental results prove that the charging system structure design
and control method proposed in this paper are feasible and excellent.

Keywords: reliability; N + 1 system; fault-tolerant; thermal sharing; field programmable gate array

1. Introduction

Currently, EV adoption is expanding at a rapid pace. The International Energy Agency
(IEA) estimates that by 2030, the global four-wheeled electric vehicle fleet will reach
approximately 140 million, while electric vehicle sales will reach 25 million units per
year [1]. High power switching power supplies are commonly used in charging stations.
The continuous and reliable power supply of the charging system can be of great importance
to ensure the safe and efficient working of electric vehicles. It is worth mentioning that
continuous supply of some critical EV loads (such as hospital EV fleet) is very important
as failure in doing so may cause catastrophic consequences. Therefore, Reliability is an
important performance metric that should be carefully considered during the design and
manufacture of charging systems [2]. Reliability is defined as the probability that a product
will perform its designated function under specified conditions and for a given period time
without failure. The reliability design of a charging system generally involves the system
structure and topology design, control strategy, derating design, component selection, etc.
In general, structural design and control strategies are more effective in improving system
reliability [3] and are the main issues discussed in this paper.
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In terms of topology and structure, most of the charging systems in these stations are
in centralized power supply mode [4–6]. However, the power supply is bound to provide
very high power because only one switching power supply for charging. This leads to the
disadvantages of large size, high voltage and current stress on transistors, instability, and
low efficiency of the power supplies, which are not conducive to reliable charging of the
system. Additionally, a single point of failure will cause the entire system to fail, making
the charging system less reliable. Therefore, the use of a distributed structure is worth
considering for high-power supply.

To ensure reliable and uninterrupted power supply to electric vehicles from charging
stations, methods exist that include backing up distributed generators and energy storage
units [7], improving grid stability [8], energy management [9], etc. However, the idea of
improving the topology design of the charging system itself to improve reliability has not
been proposed. Choosing a distributed structure with multiple power supply modules
connected in parallel or series instead of a centralized power supply of a single module is a
good direction for the development of EV charging systems [10]. This method is attractive
in improving the reliability of the power supply system. Each module carries a portion
of the current or voltage, which can reduce the current/voltage stress and losses in the
components, thus reducing the probability of damage to the components. Is is also very
important that the parallel structure make the power supply easier to standardize and mod-
ularize. This allows the designer to implement large power systems utilizing off-the-shelf
units, thus minimizing parameters such as design time and system costs [11,12]. Moreover,
modularity and standardization are very conducive to implementing redundancy, to ensure
that the other modules remain at rated power after one module fails, and all modules are
operated at less-than-rated power during normal operation.

Therefore, we designed a charging system with a parallel redundant structure. From
the above analysis, the reliability advantages of this structure over the traditional central-
ized power supply structure include:

(1) The redundant form overcomes the single point of failure problem and can
greatly improve the reliability advantage of the system, which we will analyze in detail in
Section 2.1;

(2) The components are subjected to less current or voltage and stress, thus reducing
the probability of damage;

(3) Modular design can be achieved by combining off-the-shelf units, thus simplifying
design complexity and contributing to increased reliability.

Many fault-tolerant methods are introduced in [13–15]. The fault-tolerant technique is
one of the most important approaches to boosting system reliability. In the SLAC National
Accelerator Laboratory (SLAC) study of next-generation power systems, a modular N + 1
parallel redundancy scheme is specified for power supply design [16]. A redundant system
with dual shunt converters is described in [17], where when one converter fails, the total
output of the system is maintained by boosting the output of the other converter. However,
its control process is not described in detail. In the design of the redundant system in [18],
the authors isolate the faulty module by a protection scheme and discuss the overshoot
of the total current after a single point of failure. In summary, the common issue in these
papers is the focus on the structure or operating mechanism of the power supply, but
with little description of the control details [19], yet control is very important for fault-
tolerant and operation strategy. Redundancy implementation requires not only hardware
support [20], but also a suitable control strategy [19,21].

For the control of modular parallel power supply systems, automatic current sharing
control methods are generally used, i.e., the current of all modules is equal. On this
basis, fault-tolerant control can be realized. Current sharing also improves the efficiency
and dynamic response of the charging system [22]. The traditional methods of current
Sharing control include droop control [23], master–slave control [24], active current sharing
control [25], staggered control [26,27]. The subsequent development of digital control
technology has shown great advantages in terms of control accuracy, dynamic response,
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fault-tolerant, anti-interference, redundancy control, etc., which is of great help to improve
power supply reliability [28,29]. Although the current sharing algorithm is mature [30,31],
it still has a shortcoming. Due to non-ideal components and operating conditions, each
converter unit deviates from the ideal situation. This results in temperature differences
between modules during operation, and the module with the highest temperature can be
the weak link in power supply reliability. For non-ideal parts, some form of load sharing
can be designed to ensure that each converter provides a reasonable share. Load control is
a must to fully utilize the potential of the system [32].

From the reliability manual MIL-HDBK-217, it can be concluded that the reliability of
electronic components is a function of temperature, and they are positively correlated [33].
High temperatures result in higher transistor on-resistance and increased losses leading to
further temperature increases. The work in [34] improves system reliability by reducing
thermal stress in power semiconductors. A six-parallel converter is proposed in [21],
where the authors cleverly select the number of activated converters according to the
temperature to minimize the thermal cycling temperature of the transistors to improve
their reliability [35]. However, the hardware required for this operation strategy is complex.

In this paper, a method named thermal sharing is devised which makes the charging
system operate with all modules at equal temperatures. The advantage of this control
method is that the current is distributed according to the different conditions of each
module so that components with less stress tolerance and more severe working conditions
carry less current to eliminate the weak link of reliability. Moreover, the hardware only
needs to make some small changes in the current sharing hardware platform.

The contributions of this paper are as follows:
(1) In terms of charging system structure design, a distributed charging approach is

proposed compared to the centralized charging approach currently used in EV charging
stations. This approach has at least three reliability advantages: first, it allows for redun-
dant functionality (N + 1 modules in parallel with redundant charging system), second,
the components are subjected to less stress, and third, the modular design reduces the
complexity of the system;

(2) We design a current sharing control algorithm that can achieve fault tolerance for
the charging system. To further improve the reliability of the system, we also designed a
thermal sharing control method based on the current sharing technique. The hardware
improvements are simple. This method can improve the reliability of the charging system by
distributing the load more rationally according to the differences in component performance
and operating environment;

(3) We provide FPGA-based control techniques, including mathematical reasoning
processes and discrete control logic. We present innovative ideas of pipeline control and
technical details of key IP cores;

(4) We propose a mathematical model for the reliability evaluation of N + 1 systems
considering fault tolerance.

In Section 2.1, we design the topology of the 3 + 1 charging system and analyzed
the great reliability advantages that the N + 1 structure brings to the charging system. In
Section 2.2, we analyze how to implement fault-tolerant control of redundant systems,
including current sharing control and thermal sharing control designed based on current
sharing. In Section 3, we elaborate on the development process of an FPGA-based control
system, propose pipeline control ideas, and detail the reasoning process of control logic,
including sampling filtering, PID algorithm, PWM generation, etc. Section 4 presents the
experimental results to achieve N + 1 redundancy fault tolerance in both current sharing
and thermal sharing modes to demonstrate the feasibility of the method proposed in this
paper. The conclusions of this paper are summarized in Section 5.



Machines 2022, 10, 1162 4 of 20

2. Reliability Design and Control Method of the Charging System
2.1. Reliability Design and Analysis of Charging System Structure

Four converter modules are connected in parallel, and any of the modules in this 3 + 1
structure can be used as the redundant module. The control circuit is arranged in a separate
control box, and the control box uses a metal layer to shield the interference signals from
converter modules, as shown in Figure 1.

Figure 1. Charging system block diagram.

Each power module in Figure 1 is an independent current source since voltage sources
are not allowed to be connected in parallel. The fault-tolerant process is as follows: Nor-
mally, each module is operated at less than the rated current. This derating operation
can reduce power consumption and operating temperature, thus improving reliability.
When any one of the modules fails, the remaining three modules will quickly increase their
current to make up for the current loss of the power supply due to module failure and
operate at rated power, and the total output current of the charging system can be restored
to the state before the failure. We analyze the reliability of the N + 1 system as follows.

Reliability is defined as the ability of a product to perform a specified function under
specified conditions and within a specified period time. Mathematically, we express it in
the form of a probability, which indicates the degree of completion of a certain function.
The lives of most electronic components follow an exponential distribution (the failure
rates are constant) and their reliabilities are as follows [36].

R(t) = e−
∫ t

0 λ(t)dt = e−λt (1)

where λ is the failure rate of the components and its unit is Fit, 1 Fit = 10−9/h.
The reliability model of each module of the charging system is mostly a series model

(i.e., failure of any one important single point will lead to the failure of the whole module),
and its reliability is:

Rm(t) =
n

∏
i=1

Ri(t) =
n

∏
i=1

e−
∫ t

0 λi(t)dt =
n

∏
i=1

e−λit = e
−

n
∑

i=1
λit

= e−λmRt (2)

where Ri(t) is the reliability of the ith component; λi is the failure rate of the ith component,
and λmR is the failure rate of a single module operating at rated power. If a power supply
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containing four parallel modules does not have any redundant modules, its reliability
model is the series reliability of four modules.

Rs4(t) = e−4λmRt =
(

e−λmRt
)4

= [Rm(t)]4 (3)

If one of the four modules is redundant, the charging system is a 3 + 1 system, and
in addition, the N + 1 power failure rate is approximately proportional to its operating
power [37], and λmO = NλmR

/
(N + 1) when the module is operating at derating power

of NP/(N + 1). The reliability is as follows.

Rs(t) = (3 + 1)e−3λmOt − 3e−(3+1)λmOt = (3 + 1)e−
32

(3+1) λmRt − 3e−3λmRt (4)

where Rs(t) is the module reliability of the charging system; λmO is the failure rate of the
module of the charging system at the actual operating power.

To illustrate the reliability benefits of the N + 1 system more intuitively, we first assume
that the MTBF of a module is about 10 years, which is set to 105 h. Figure 2 shows the
reliabilities of a single module, a system without redundancy, and the 3 + 1 redundant
system over time, respectively.

Figure 2. Comparison of the reliability of the N + 1 charging system over time.

The graph shows that the reliability of the parallel redundant system with 3 + 1
modules is much higher than the reliability of the system without redundancy and even
higher than the reliability of individual modules at 55,000 h. The reliability performance is
very good.

Then, we need to design the topology of each module. Since most EV charging systems
are high-power systems, we tried our best to make the power of the prototype as high as
possible and design each module to 1000 W (50 V/20 A). At the input side, we add a PFC
BOOST circuit to improve the power factor and power of the module. At the output side,
we use a transformer to achieve voltage reduction and isolation, the low-voltage output is
important for experimenter safety. At the main side of the transformer, we need to design
an H-bridge to change the DC power to alternating current (AC) so that the power can be
transmitted through the transformer. This also prepares the ground for the realization of
ZVS. We use a phase-shifted full bridge (PSFB) for zero voltage switching (ZVS), which
can greatly reduce the temperature of the transistor during operation. The topology of the
power module is shown in Figure 3.
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Figure 3. The topology of the module.

2.2. FPGA-Based Control Design for Redundancy and Fault Tolerance

We design the thermal sharing control method based on current sharing control. To
help us make sense of thermal sharing, we first describe the idea of current sharing control
for parallel modules as follows. Double closed-loop control is designed. The outer loop is a
current loop that stabilizes the output current of the charging system, and the four inner
loops are used to achieve current sharing, each module can be adjusted independently, and
the amplitudes and phases of the modules must be consistent to reduce the loop current
between the modules. The output of the outer loop is the reference of the inner loops. The
control schematic is shown in Figure 4. Four modules are connected in parallel, and m is
the output of the outer-loop PID regulator, whose value is equal to the PWM duty cycle,
which is used as a common reference value for the four inner loops to obtain equal current
for the four modules. Since the charging systems are current sources, both the outer and
inner loop feedback signals are current. To ensure that the system can operate stably, the
cutoff frequency of the inner loop needs to be much higher than that of the outer loop. We
set the inner loop response speed to more than 10 times that of the outer loop so that the
output of the outer loop can be approximately constant for the inner loop regulator.

Figure 4. Block diagram of current control.

We add temperature feedback in the thermal design to make the temperature of each
module consistent so that the components that are subjected to high stress and more severe
working conditions are subjected to less current, and finally, the temperature of the four
modules is approximately the same to achieve the purpose of improving reliability. The
thermal sharing control requires the addition of temperature sensors and signal feedback
circuits based on the current sharing hardware platform, and the temperature sensor should
be placed near the transistor to better monitor the transistor temperature fluctuations.
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There are two ideas for the thermal sharing control. The first idea is to replace the
current sharing loop completely with the thermal sharing loop. The outer current loop
remains unchanged, the original inner current sharing loop is removed, and all four
feedback physical quantities are taken as the temperature of the four modules. This control
method needs to solve at least two problems: first, the relation between temperature
and current—this non-linear relation is very complicated because of the complex factors
involved in heat generation, heat dissipation conditions, etc. However, it can be obtained
by non-linear fitting to the actual measurement results, provided that sufficient accuracy
is guaranteed, otherwise, it may cause oscillations. Second, the rate of change of the
temperature signal lags far behind the current signal, such as when the charging system
starts to ramp up, the current can quickly follow the reference PWM to respond, but the
temperature cannot be changed in time, so the feedback is very small, resulting in the given
quick ramping up to the maximum value, causing an overcurrent. Perhaps this can be
adjusted by adding a delay or integration parameter, but the accuracy is hard to guarantee.

The second idea is to keep the original current sharing control unchanged and add
four inner thermal sharing loops. We were inspired by the RST algorithm [38]. The RST
algorithm can be obtained by optimization of the PID algorithm. The RST algorithm is
more complex than the PID algorithm, and the latter can be seen as a special form of the
former. The mathematical proof is as follows.

The PID controller transfer function is as follows:

HPID(s) =
U(s)
E(s)

= Kp

[
1 +

1
Tis

+ Tds
]

(5)

The Z-transform of the controller is

HPID

(
z−1
)
= Kp +Ki

1
1 − z−1 +Kd

(
1 − z−1

)
= Kp

[
1 +

1
Ti(1 − z−1)

+ Td

(
1 − z−1

)]
(6)

We define two polynomials R
(
z−1) and S

(
z−1).{

R
(
z−1) = r0 + r1z−1 + r2z−2

S
(
z−1) = 1 − z−1 (7)

The parameters of the above equation are as follows:
r0 = Kp(1 + 1/Ti − 2Td)
r1 = 1(2Td + 1)
r2 = 1

(8)

From Equations (6)–(8), we obtain

HPID

(
z−1
)
=

R
(
z−1)

S(z−1)
(9)

We assume that the transfer function of the controlled object is
z−dB(z−1)

A(z−1)
. Then we

get the PID control block diagram. Equation (9) corresponds to the block diagram on the
upper side in Figure 5. The block diagram on the lower side in Figure 5 is an equivalent
transformation of the upper figure.
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Figure 5. Block diagrams two forms of PID algorithm.

Additionally, the block diagram of RST’s transfer function is as Figure 6.

Figure 6. Block diagrams of RST algorithm.

Comparing Figures 5 and 6, two differences can be found in that Figure 6 has a free
transfer function T and a perturbation P. Let T = R and remove P, RST is equivalent to PID.
For the RST algorithm, the transfer function T is set so that the output tracks the disturbance
P, while R and S are responsible for the normal regulation of the circuit. In this way, the
system tracking characteristics and regulation characteristics are achieved independently
of each other. Temperature is a physical quantity that changes slowly, so its time constant is
very large. If the classical PID algorithm is used, the PID time constant struggles to meet the
requirements of both the slowly changing temperature and the rapidly changing current.
Therefore, we refer to the controlling idea of RST algorithm and separate the temperature
regulation and current regulation from each other. The temperature is considered as a
disturbance P so that the charging system tracks the temperature change without affecting
the PID regulation characteristics of the current.

In summary, in the first approach, we tried to find the relationship between tempera-
ture and current, and we did not choose this idea because of problems such as nonlinearity
and hysteresis of the temperature-current relationship. The second method has more ad-
vantages and is the one we chose. Instead of converting the temperature signal directly
to a current signal, we use the temperature as a form of perturbation to slowly correct the
reference value of the current in the inner loop.

We will describe the specific process of control as follows. We first need to convert
the analog quantities of current and temperature into digital quantities, using Hall sensors
and temperature sensors, respectively. It is worth noting that because the relationship
between temperature and temperature sensor is linear, the value of the temperature sensor
corresponds exactly to the temperature value. The temperature sensor uses AD590, whose
0 µA corresponds to 0 K temperature, and the linear relationship between its output
current and temperature is 1 µA/K. Then, we need to determine the reference value of the
temperature. Since the relationship between current and temperature is not available, it is
also difficult to derive the temperature modulation parameters from the current modulation
parameters. However, we can choose the average temperature of the four modules as the
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reference value, and correct the reference values m of the four inner current sharing loops
by feedback. After obtaining the digital temperatures of the 4 modules, the sum of the
digital temperatures of the 4 modules divided by 4 is the average temperature. Since we
choose the average temperature of the four modules as the reference value for the thermal
loops, the increase and decrease of m-values of the 4 modules are equal. For the full-bridge
inverter circuit, it is known that the duty cycle m and the output current are linearly related,
therefore, the increase and decrease of the total current are also equal, thus, the total current
is constant. Finally, we can slowly adjust the temperature of all modules to be consistent,
as shown in Figure 7.

Figure 7. Block diagram of thermal control.

Figure 7 is obtained by improving on Figure 4. The difference between the average
temperature of the four modules and the temperature of each module is adjusted by the
PID regulators to make four corrections to the PWM duty cycle m which is the external loop
output, and the obtained m_CH1, m_CH2, m_CH3, and m_CH4 are the reference values
of the four modules. As the temperature changes slowly, the temperature signal feedback
process is very smooth and does not affect the stability of the current significantly.

3. Development of an FPGA-Based Control System
3.1. Introduction of the Control System

The control circuit hardware uses FPGA as the core component, and other major
devices include ram, flash, crystal oscillator, regulated power supplies, ADC/DAC and
I/O, etc., as shown in Figure 8.

The main physical quantities are divided into analog and digital quantities. Analog
quantities include the total output current and output current and temperature of each
module. Digital quantities include switching signals, PWM, and fault protection signals.
The sensors collect analog quantities, feed them to ADCs for AD conversion, and normalize
them before computing them to generate PWM modulated PWM-modulated signal m.

We develop a system on a Programmable Chip (SOPC) based on the FPGA, adding IP
cores such as CPU, memory, and interfaces to the system. The above IP cores are provided
by software manufacturers and are not relevant to the key technologies in this paper, so we
do not explain them in detail. We focus on explaining the user-defined logic Z_PWM_0,
which includes all the key IP cores and is written in the hardware description language
VHDL, as shown in Figure 9.
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Figure 8. Hardware block diagram of the control system.

Figure 9. Control system SOPC.

3.2. Implementation of the Main Control Logic
3.2.1. Main Parts of Control Logic and Pipeline Timing Processing

For a closed-loop feedback system, three elements are required: feedback signal
sampling and processing, control algorithm, and drive signal generation. Tak any module
in this charging system as an example, the control process is shown in Figure 10. Firstly,
the current or temperature signal of the module is sampled, and after AD conversion and
filtering, PID calculations are performed, and finally, the PWM signal to drive the transistor
is generated. Thus, the IP cores in the user-defined logic unit Z_PWM_0 mainly include
the low-pass filtering pf, Control algorithm PID, PWM Generator, and ADC Driver.
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Figure 10. The control process of the module.

For the control system design, the first thing to consider is how all the functional
modules are properly interfaced. If not handled properly, it will lead to program errors.
For example, we can hardly guarantee that the currents of 4 modules are processed at the
same moment. Furthermore, to save computing resources, we will make repeated calls to
the same IP core, for example, 4 modules call the PID IP core at 4 different times, which is
not a parallel operation but a serial operation, and the 4 modules will not be synchronized,
which will lead to uneven current distribution or even failure.

We propose the following solution to this problem. For Figure 10, we divide the control
logic into roughly four parts, in the following order: the ADCs → low-pass filter PF →
control algorithm PID → pulse generator PWM. We consider each part as a D flip-flop, and
the signal inconsistency problem is solved when the previous stage transmits the data to
the subsequent stage by triggering after preparing all the data. The logic clock is 100 MHz.
Furthermore, 100 clocks are used as a pipeline clock Pipeline, i.e., 1 MHz, and the result is
output every 1 µs, which fully meets the requirement of high-speed rate. In one Pipeline,
all the operations of each stage are completed, cache the calculation results and wait, and
trigger the transmission at the 100th clock, which can ensure the regular transmission of
signals. The pipeline control timing diagram is shown in Figure 11.

Figure 11. Pipeline control timing diagram.

3.2.2. Logical Reasoning and Design of the Main Functions

We will elaborate on the design details of the main parts of the algorithm, including
the low-pass filtering pf, the control algorithm PID, the PWM generator, and the ADC.

(1) The low-pass filtering pf.
The RC low-pass filter circuit is shown in Figure 12, a typical first-order system.
The transfer function of the RC low-pass filter circuit is

Uc(s)
Ur(s)

=
1

RCs + 1
=

1
Ts + 1

(10)

The control block diagram is shown in Figure 13.
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Figure 12. Schematic of RC low-pass filter.

Figure 13. Block diagram of the low-pass filter.

In the abose, T = RC is the time constant. The RC filter circuit is inertia with a cutoff
frequency of fc = 1/2πT. The differential equation is

T
duc(t)

dt
+ uc(t) = ur(t) (11)

The system developed by FPGA is a sampling-based control system, where the control
process is performed digitally, so it is necessary to discretize Equation (12). The time
variable t is replaced by the sampling moment kTs (Ts is the sampling period) and the
differential is replaced by the incremental form as follows:{

t ≈ kTs (k = 0, 1, 2, · · ·)
duc(t)

dt ≈ uc(k)−uc(k−1)
Ts

(12)

The discretization expression is obtained.

T
uc(k)− uc(k − 1)

Ts
+ uc(k) = ur(k) (13)

where k is the sampling sequence number, k = 0, 1, 2...; is the output value of the kth sample;
ur(k) is the input value of the kth sample; uc(k − 1) is the input value of the (k − 1)th
sample. The z-transform has the following properties.

Z[uc(k − 1)] = Z−1uc(z) (14)

The z-transform of Equation (13) yields the following equation.

Uc(z) =
Ts

T + Ts
Ur(z)−

T
T + Ts

Z−1U(z) (15)

Z−1 is the delay factor and Z−1U(z) denotes the sampled value of the previous
moment of U(z).

The FPGA-based implementation of Equation (16) must also take into account the
data type. Analog quantities are converted into digital quantities by ADC, which are
integer type, but to ensure accuracy, FPGA uses floating point type for four fundamental
operations. Figure 14 shows the flowchart of the FPGA-based implementation of the digital
filtering pf.

Where adc−scaling indicates the inverse of the AD7324 range, and this parameter
is normalized to the AD7324 output. The parameters K1 and K2 are determined by the
sampling frequency Ts and the time constant T of the filter.
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According to the definition of Nyquist, the cutoff frequency of the low-pass filter needs
to be greater than half of the sampling frequency, so the cutoff frequency of the digital filter
needs to be greater than 5 × 105 Hz, and since the cutoff frequency fc = 1/2πT. It can be
obtained that the value of K1 is in the range of [1/(1/π + 1) ≈ 0.759, 1/(1/2π + 1) ≈ 0.863],
and the values of K2 are in the range of [1/(1/π + 1) ≈ 0.137, 1/(1/2π + 1) ≈ 0.241].

Figure 14. FPGA implementation diagram of low-pass filter pf.

In addition, it is necessary to ensure that each stage completes a calculation within
100 clock cycles, as described in the previous section, we use the variable control−num to
count from 0 to 99, as shown by the green numbers in Figure 14, the entire calculation took
33 clock cycles.

(2) Control algorithm PID.
The control algorithm has a significant impact on the system operating performance.

For this 3 + 1 redundant system, one outer current loop and four inner current sharing loops
as well as thermal sharing loops are used with PID algorithm. Since we found almost no
effect of the differential parameter during the experiment, we set the differential coefficient
to 0. The control block diagram is shown in Figure 15.

Figure 15. Block diagram of PID control.

The PID controller transfer function is

HPI(s) =
U(s)
E(s)

= Kp + Ki
1
s

(16)

The time domain expression is as follows:

uc(t) = Kpe(t) + Ki

∫ t

0
e(t)dt (17)

Using the z-transform, we obtain

U(z) = E1(z) + E2(z) = KpE(z) + Ki
E(z)

1 − Z−1 = KpE(z) + KiE(z) + Z−1E2(z) (18)

where E1(z) and E2(z) are the proportional and integral terms, respectively. Figure 16
shows the FPGA-based flowchart. Finally, the PWM duty cycle i−m is generated and the
i−m value is restricted to the range of 0 and 1.

(3) PWM Generator.
The variable counter is used to count the number of clocks in one cycle of the PWM.

The product of the period and i−m is the duty cycle, which indicates the hold time of the
high level in one PWM cycle. The FPGA flowchart of the PWM generator is shown in
Figure 17.
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Figure 16. FPGA implementation diagram of PID control algorithm.

Figure 17. FPGA implementation diagram of PWM generator.

(4) ADC Driver.
The analog current needs to be collected by the current Hall first, and the temperature

signal is collected by the temperature sensor, and then the ADC is used for analog-to-digital
conversion before the signal is sent to the FPGA for processing. The analog current is
collected by the current Hall, the temperature signal is collected by the temperature sensor,
and then the ADC is used for analog-to-digital conversion before the signal is sent to the
FPGA for processing.

The analog current is collected by the current Hall, the temperature signal is collected
by the temperature sensor, and then the ADC is used for analog-to-digital conversion before
the signal is sent to the FPGA for processing. The ADC also needs to convert the electrical
level when the power supply level of its chip is different from the electrical level of the
FPGA pin. The FPGA implements control of the ADC in the form of a state machine.

We select the AD7324 chip and write values to the control register and range register
of the ADC through DIN to select the range and operating mode of the chip. The timing
diagram is shown in Figure 18. When the nCS signal is low, it indicates that the AD7324
enters the conversion state, and the signal is also the synchronization signal of the data
frame. nCS becomes high at the end of conversion. The data is shifted out from the DOUT
pin by the serial interface on the falling edge of SCLK, and the saved result can be read
directly from the output register after the conversion is completed. The state machine
control flow chart of ADC is shown in Figure 19.
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Figure 18. Timing diagram of the ADC.

Figure 19. Schematic diagram of the state machine for the ADC.

4. Experimental Results
4.1. Introduction to the Experimental Platform
4.1.1. Hardware Platform

Figure 20 shows a photograph of the experimental platform.
The charging system is divided into three parts: the converter part, the control board

and the connection and measurement board. The converter part is responsible for current
conversion and output and consists of four modules that are connected in parallel using
a backplane; The control board is responsible for the signal processing and calculations;
the connection and measurement board is responsible for the communication between
the converter part and the control board and current measurement. For the safety of the
experimenters, we limit the output voltage to the range of 0–50 V, and the maximum
output power of each module is 50 V × 20 A = 1000 W, so the maximum power of the
charging system is 1000 W × 4 = 4000 W. The input voltage is single-phase 220 VAC, and
the operating frequency is 50 kHz. H-bridge transistors are selected IRFP460 (500 V/20 A).

The shunt is used to measure the total current, and the temperature of the four modules
is continuously monitored using a four-channel temperature display. These data are not
accurate enough and are only used for observation and monitoring. The current and
temperature values used for the FPGA calculations are measured by hall sensors and
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temperature sensors, respectively, and these values are highly accurate. Four temperature
sensors are attached to the heat sink. We chose locations as close as possible to the 4 H-
bridges to monitor changes in their temperatures more accurately, as the H-bridges have
the highest failure rate.

Figure 20. 3 + 1 modules charging system experimental platform.

4.1.2. Software Platform

It takes about 2–8 s to monitor the current changes in the charging system after a single
point of failure, and 6–8 min to monitor the temperature change processes. The time is
too long to be observed with an oscilloscope. Therefore, we designed a set of software
programs to observe the results. First, the data are sent by FPGA to the computer through
the serial port, and then the computer uses LabVIEW to read and display the data and
generate the data in excel format. Finally, we used the data analysis software Origin to
generate current variation waveforms from the excel data. Screenshots of the software
platform are shown in Figure 21.

(a) (b)

Figure 21. Screenshots of the software platform. (a) The sampling and display program based on the
software LabVIEW; (b) Data processing based on the software Origin.

4.2. Current Sharing and Thermal Sharing Experiment
4.2.1. Current Sharing Mode

The curves were fitted accurately using the data analysis software Origin, as described
above. Figure 22 shows how the current changes when the charging system achieves
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fault-tolerant. The red, blue, green, and purple dashed lines correspond to the current
values of the first, second, third, and fourth modules, respectively. The black solid line
corresponds to the total output current of the charging system. Since the charging system
operates in the current sharing mode, the total output current is 30 A and the currents of all
four modules are equal to 30 × 1/4 = 7.5 A during normal operation. After a module failure,
the total current drop will be less than 7.5 A due to the presence of inductive circuits in
the system.

We made a single point of failure to module 3 to see if the charging system could
work properly. After module 3 failure, the current of module 3 rapidly drops from 7.5 A
to 0 A, while the current of modules 1, 2, 4 rises from 7.5 A to 10 A. The total output
current drops about 800 mA and then returns to 30 A. The total conversion time is about
500 ms. There is currently no method of achieving no fluctuation of the total current during
conversion [39–41]. This result is excellent and shows that the structural design and the
fault-tolerant control algorithm of the charging system are well. The waveform shows that
the current is stable, indicating that the design idea of the control parameters in Section 2.2
is correct.

Figure 22. Current change after module 3 failure in the current sharing experiment.

4.2.2. Thermal Sharing Mode

According to the transistor manufacturer’s datasheets, the nominal value of the MOS-
FET ON-resistance RDS(ON) can vary by as much as ±30% from one batch of transistors to
another [42]. To simulate temperature differences between modules, air cooling is applied
to modules 1 and 2, while no cooling is applied to modules 3 and 4.

As shown in Figure 23, before the failure, when the charging system is in a steady
state, the temperature of the four modules is equal because it is in thermal sharing mode.
We use I1, I2, I3, and I4 to represent the currents of modules 1, 2, 3, and 4, respectively,
I1 > I2 > I3 > I4, this current difference is the result of correcting the temperature difference
between modules. Additionally, the currents of modules 1, 2 are higher than the currents of
modules 3, 4. This is because modules 1, 2 are air-cooled and are assigned more current in
the thermal sharing mode.

When module 3 fails, the current of module 3 rapidly drops from 6 A to 0 A. As a
result of the hysteresis of the temperature change, the other three modules boost the current
by 2 A at the same time. Then, module 4 slowly increases the current and modules 1, 2
reduce the current due to the effect of the thermal sharing loops. This is because after
the failure, modules 1 and 2 increase the temperature more than module 4, because the
current of modules 1 and 2 is higher, so the same increase in 2A current but more heat.
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After a few minutes, the modules’ temperature stabilizes and so does the current. The
experiment achieved the results we wanted and proved the correctness of our thermal
sharing control method.

Figure 23. Current change after module 3 failure in thermal sharing experiment.

From the figure, we can see that although modules 1, 2, and 4 were adjusting the
current after the fault occurs, it does not affect the stability of the total output current. This
is because the temperature signals correct the current reference value of the inner current
sharing loops, and because the temperature reference value is the average temperature,
the amount of increase and decrease for the 4 inner loops is equal, so it does not affect the
value of the total output current, which is consistent with the analysis in Section 2.2.

5. Conclusions

This paper presents an in-depth study on the reliability design of EV charging systems.
In terms of structure, we propose a distributed charging method that has many reliability
advantages over the centralized charging method currently used in electric vehicle charging
stations. We designed the hardware platform of a 3 + 1 parallel modules redundant structure
which can greatly improve the reliability of the system and supports both current sharing
and thermal sharing modes. Additionally, we proposed a reliability evaluation method
for N + 1 systems that takes fault tolerance into account; in terms of control, we have
designed two control methods of current sharing and thermal sharing, and both control
methods can achieve fault tolerance. The thermal sharing control can further improve
the reliability of the system besides redundancy. In addition, we provide technical details
of FPGA-based control algorithms and present pipeline control ideas and mathematical
logic control processes. The effectiveness of the thermal sharing is determined by the
temperature difference between the modules. If the quality and environment of the system
are stable and the temperature difference during operation is small, it is not necessary to use
the thermal sharing operation method. The future extension of the technology proposed in
this paper is as follows:

(1) This paper provides a preliminary design idea for improving the reliability of EV
charging stations. Further research can be conducted. It can also be further investigated
how to combine this design with EV Wireless Charging;

(2) Research techniques such as increasing the inductance of the load or compensation
to reduce or even eliminate the fluctuation of the total output current waveform after a
power module failure present a worthwhile research direction;
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(3) Reliability testing requires operational data statistics of a large number of products
or operational records over a long period time (months or years). The lack of conditions in
this study is unfortunate.

In summary, the method proposed in this paper has theoretical support and mathe-
matical proof. The experimental results prove the correctness of our proposed structure
and control methods. This technology can provide some reference for the designers of EV
charging stations.
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