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Abstract. Multicast is an efficient paradigm for transmitting data from a sender to a group of receivers. In this paper, we focus on
multicast in single channel multi-access wireless local area networks (LANs) comprising several small cells. In such a system, a receiver
cannot correctly receive a packet if two or more packets are sent to it at the same time, because the packets “collide”. Therefore, one has
to ensure that only one node sends at a time. We look at two important issues. First, we consider the problem of the sender acquiring the
multi-access channel for multicast transmission. Second, for reliable multicast in each cell of the wireless LAN, we examine ARQ-based
approaches. The second issue is important because the wireless link error rates can be very high.

We present a new approach to overcome the problem of feedback collision in single channel multi-access wireless LANs, both for the
purpose of acquiring the channel and for reliability. Our approach involves the election of one of the multicast group members (receivers)
as a “leader” or representative for the purpose of sending feedback to the sender. For reliable multicast, on erroneous reception of a
packet, the leader does not send an acknowledgment, prompting a retransmission. On erroneous reception of the packet at receivers other
than the leader, our protocol allows negative acknowledgments from these receivers to collide with the acknowledgment from the leader,
thus destroying the acknowledgment and prompting the sender to retransmit the packet.

Using analytical models, we demonstrate that the leader-based protocol exhibits higher throughput in comparison to two other proto-
cols which use traditional delayed feedback-based probabilistic methods. Last, we present a simple scheme for leader election.
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1. Introduction

Multicast is an efficient paradigm for transmitting data from
a sender to a group of receivers, also called “group mem-
bers”. Multicast incurs lower network and end-system costs
than broadcast to all nodes in the network or unicast to in-
dividual group members. Several applications including in-
formation dissemination, multimedia conferencing, shared
whiteboards, distance learning, multi-party games and dis-
tributed computing use (or will use) multicast communica-
tion.

Future networks will include large numbers of portable
devices moving among wireless cells. Several of these de-
vices (or receivers) in a cell might be interested in receiving
multicast data sent from a local or a remote sender. For ef-
ficient utilization of the wireless bandwidth and for better
performance, it will be important to have multicast commu-
nication support in these cells. To distinguish between the
original sender of the multicast data and the node that mul-
ticasts data on the wireless link in a cell, we will refer to the
first one as the “original sender” (e.g., a remote node mul-
ticasting stock quotes) and the latter as the “sender” (e.g.,
base-station of the cell).

In this paper we focus on multicast in single channel
multi-access wireless local area networks (LANs) compris-
ing several small cells. In such a system, a receiver cannot
correctly receive a packet if two or more packets are sent to it
at the same time, because the packets “collide”. Therefore,

one has to ensure that only one node sends at a time. We
look at two important issues. First, we consider the problem
of the sender acquiring the multi-access channel for multi-
cast transmission. Second, for reliable multicast in each cell
of the wireless LAN, we examine ARQ-based approaches.
The second issue is important because the wireless link error
rates can be very high. When the original sender multicasts
data to a large number of wireless receivers which might be
far away from it, recovery from wireless link errors exclu-
sively from the original sender will be highly inefficient. In-
stead, local error recovery from the sender, the base-station,
on the wireless link, will help in increasing throughput, re-
ducing delay and bandwidth consumption.

Acquiring the shared channel for transmission in a cell
involves sending a request and getting a positive feedback
from the recipient. This works well for unicast but cannot
be simply extended to multicast. This is because an uncon-
trolled feedback from several group members will result in
a feedback collision at the sender. The same problem also
arises when a sender expects feedback from the receivers for
ensuring reliable multicast communication. Again, uncon-
trolled acknowledgments (ACKs) or negative acknowledg-
ments (NAKs) from several group members will result in a
collision at the sender, delaying any error recovery and wast-
ing bandwidth. Traditional delayed feedback-based prob-
abilistic methods could be used for reducing the feedback
collision to some extent but they are not very efficient either.
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We present a new approach to overcome the problem of
feedback collision in single channel multi-access wireless
LANs, both for the purpose of acquiring the channel and
for reliability. Our approach involves the election of one
of the multicast group members (receivers) as a “leader” or
representative for the purpose of sending feedback to the
sender. To illustrate our approach, we consider the reli-
able transmission of a packet. On erroneous reception of
the packet, the leader does not send an acknowledgment,
prompting a retransmission. On erroneous reception of the
packet at receivers other than the leader, our approach allows
negative acknowledgments from these receivers to collide
with the acknowledgment from the leader, thus destroying
the acknowledgment and prompting the sender to retrans-
mit the packet. The ACKs and/or NAKs are sent immedi-
ately after packet transmission is over; so there is no wait-
ing involved as in delayed feedback-based methods, thereby
avoiding wasted channel bandwidth and improving perfor-
mance. This approach can be potentially integrated with the
current wireless LAN standard (IEEE 802.11).

Using analytical models, we analyze the throughput be-
havior of the leader-based protocol and two other protocols
which use traditional delayed feedback-based probabilistic
methods. We demonstrate that the leader-based protocol ex-
hibits higher throughput. Last, we present a simple scheme
for leader election.

The remainder of this paper is structured as follows. In
the next section we examine related work. In section 3, we
examine why it is necessary to make the wireless link reli-
able. In section 4, we describe the problem setting. We pro-
pose the leader-based protocol for channel access and error
recovery, as well as two other protocols based on traditional
probabilistic approaches in section 5. Section 6 contains our
performance study. In section 7 we discuss leader election.
Conclusions and directions for future work are contained in
section 8.

2. Related work

Multicast is being recognized as an efficient communication
paradigm and is getting increasing attention from the mobile
and wireless network community. In [16], designs for effi-
ciently supporting multicast for mobile hosts on the Internet
have been presented. In [11], an approach for supporting
host mobility using IP multicasting as the sole mechanism
for addressing and routing packets to mobile host has been
considered. Both these proposals focus on mobility aspects
and are concerned with network layer and routing issues.
They do not deal with error recovery or with multi-access
channels.

As far as multi-access wireless LANs are concerned,
most of the existing work [2,4,5,15] has focussed upon
point-to-point unicast communication. The problem of ac-
quiring the shared channel for multicast has been mentioned
in [2] but no solution has been proposed. Recently, Bhargha-
van [3] has proposed a token-based solution for multicast

in multi-access wireless LANs. Here, the base station of
a cell in the wireless LAN distributes tokens to potential
senders in the cell. When the base-station wishes to mul-
ticast, it does not give any token to other members of the cell
for the purpose of acquiring the channel. Our work differs
from Bharghavan’s work in the following significant ways.
First, we do not give control to any particular node for co-
ordinating transmissions; rather all nodes including the base-
station contend for the channel. Second, in addition to the
problem of acquiring the channel we also provide solutions
for reliable multicast.

In [14], it has been noted that the transmission of mul-
ticast, as proposed in the current IEEE 802.11 standard, is
less robust due to absence of positive acknowledgment for
multicast. Our leader-based protocol addresses this concern.

3. Importance of reliable wireless links

In this section we discuss the importance of providing re-
liable wireless links for multicast communication. For the
class of multicast applications having strict end-to-end de-
lay requirements (for example, multimedia conferencing),
error recovery on an end-to-end basis is usually not an op-
tion because it takes too long. However, link-level error re-
covery operates on a considerably smaller time scale (as-
suming that the quality of the links is not too bad), and is
therefore a viable approach. Investing in link-level error re-
covery is worthwhile because it improves the quality of the
links as seen by the applications and consequently improves
the quality of multimedia applications as seen by the end
user. For end-to-end reliable multicast communication ap-
plications such as multicast file transfer, dissemination of
stock quotes and shared whiteboards, wireless link-level re-
liability saves time as well as both network and end-system
resources.

To focus on the wireless links, we consider a loss-free
wired network (see figure 1) and assume that losses take

Figure 1. Multicast network.
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Figure 2. Average number of retransmissions.

place only on the wireless links. Figure 2 shows the average
number of retransmissions required for correct reception of
a packet from an original sender as a function of the num-
ber of receivers. The loss probabilities shown in figure 2 are
for individual wireless links. The number of retransmissions
plotted on the y-axis is obtained by using the expressions
derived in [13]. We see that as the number of wireless re-
ceivers that use a reliable multicast application grows, the
number of retransmissions also increases. The increase is
more for higher loss probabilities.

The need for additional transmissions due to errors in
the wireless links puts unnecessary processing burden on
the original sender. These additional transmissions go over
the entire wired multicast tree and also the wireless links,
wasting bandwidth and also leading to processing of un-
wanted redundant retransmissions at those receivers ([9])
which might have already received the packet. If the base-
stations were to take the responsibility of supplying retrans-
missions rather than the original sender, then the load of sup-
plying retransmission gets distributed across base-stations.
Each base-station needs to supply only a few retransmissions
(this is the case when there are only a small number of wire-
less receivers in figure 2) which are restricted only within
the area controlled by the base-station.

In summary, the impact of recovery from wireless link
errors only from the original sender is much more severe
for multicast applications. Local error recovery done from
base-stations, which are upstream and closest to the point of
wireless-link losses, is much more efficient. In some loss
scenarios it might not be possible to ensure full wireless link
reliability at the link-layer (as discussed in section 5.4). In
these scenarios, the lost packets have to be recovered at the
transport layer. For end-to-end reliable multicast applica-
tions, recovery at the transport layer will also be needed to
ensure end-to-end reliability. The recovery processes at the
link and transport layers might interfere with each other [6].
This interference could be reduced if the delay in link layer
recovery is small. Hence one of the goals of any link layer
error recovery scheme should be to keep the delay minimal.

Figure 3. Top view of the system, showing bases, terminals,the shared wire-
less channel in each cell and the wired interconnection between bases.

4. Problem setting

We consider multicast communication in a microcell-based
wireless network supporting mobile terminals (figure 3).
Each microcell (henceforth called “cell”) is administered by
a base station located at the center of the cell. The mobile
terminals in a cell communicate with each other and the base
station. All multicast communication is directed from base
station to the terminals. The group of mobile terminals re-
ceiving multicast from the base station are also called re-
ceivers.

Time is measured in terms of a basic unit called the
“slot”. Thus, time evolves in discrete steps: 1st slot, 2nd
slot, . . . , nth slot, and so on. System events, like transmis-
sion/reception of a packet, occur at integer-valued slot times.
It is important to ensure that all the entities in a cell – the
base and the terminals – identify the beginnings and ends of
slots unambiguously and simultaneously. This is the prob-
lem of synchronization and, for the purposes of this paper,
we assume that perfect synchronization is achieved.

There are significant differences between the wired and
wireless LAN transmission media, which make it impos-
sible to port traditional wired-LAN MAC strategies like
CSMA/CD to wireless LANs. In a multi-access wireless
LAN, collision detection is not practical. This is because
the dynamic range of the signals on the medium is very
large, so that a transmitting station cannot effectively distin-
guish incoming weak signals from noise and the effects of
its own transmission [12]. In order to prevent loss of band-
width due to finding out about a collision (possibly due to an
ACK/NAK) after the entire packet has been transmitted, a
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transmitter needs unambiguous and conclusive evidence that
it has acquired the channel before starting transmission. In
the wireless context, this evidence can be provided by means
of a handshaking mechanism implemented using short fixed-
size signaling packets: Request-to-Send (RTS) and Clear-to-
Send (CTS) [8,15].

We now briefly describe the RTS–CTS mechanism for
unicast transmission. When a base or a terminal wishes to
transmit, it sends an RTS packet to the intended recipient;
this RTS packet contains the length of the proposed trans-
mission. If the recipient hears the RTS, it replies immedi-
ately with a CTS; the CTS also contains the length of the
imminent data transmission. Upon hearing the CTS, the ini-
tiator goes ahead with the transmission. Any terminal over-
hearing an RTS defers all transmission for an interval suf-
ficient for the associated CTS to be sent and heard. Any
terminal overhearing the CTS defers for the length of the
oncoming data transmission. After a data packet is received,
the recipient provides link-level ARQ feedback, by means of
an ACK.

The RTS–CTS mechanism also helps in combating the
hidden terminal problem [15]. When a transmitter about to
transmit senses no carrier in its vicinity, it cannot conclude
that the shared channel is unused, because another transmit-
ter hidden from it may be transmitting at that instant. With
the RTS–CTS mechanism, the hidden terminals can hear the
CTS and defer using the channel. In this paper we consider
that all terminals in a cell are within the range of one another
and the base station. All terminals have a consistent view of
what is going on in the cell and that there are no hidden ter-
minals. A discussion on the impact of hidden terminals on
our work is presented in section 5.4.

The IEEE 802.11 Media Access Control standard uses
RTS–CTS exchange. It is important that the RTS–CTS con-
trol structure be retained when multicast functionality is
overlaid. Consequently, when adding multicast functional-
ity, we devise ways of extending the access control mecha-
nism rather than modifying its basic structure.

While the RTS–CTS mechanism, described above, for
coordinating access to the channel and supplying link-level
ARQ feedback works well enough for unicast transmissions,
it runs into problems straight away in the context of multi-
casting. With the above protocol, each of the members in a
multicast group would respond with a CTS to a multicast-
RTS from the base, leading to a CTS collision at the base.
A similar collision problem can also be expected with re-
spect to the feedback (ACK or NAK) provided by the link-
level ARQ mechanism.

Standard probabilistic approaches can be used to tackle
the CTS collision problem. In the “delayed feedback”
scheme, terminals hearing a multicast-RTS send a CTS with
a random delay, hoping to avoid a CTS collision. Another
possibility is the “probabilistic feedback” scheme, where
each receiver sends a CTS immediately, but only with a cer-
tain probability. We will also consider protocols based on
these ideas. To tackle the ACK/NAK collision problem, a
contention-based approach is possible, where receivers con-

tend for the channel to send feedback. However, the prob-
abilistic and contention-based approaches suffer from prob-
lems of their own, as will be seen in subsequent sections.
This motivates us to develop a new protocol, that is leader-
based, that addresses these specific problems satisfactorily.

5. Protocols

We now propose three generic protocols, one leader-based
and two that are based on random timers and probabilistic
measures, for reliable multicast over a multi-access wire-
less LAN. All these protocols are for a single sender, the
base-station, sending reliably to a group of receivers within
a cell. We assume that the basic support for link level mul-
ticast, such as link level multicast address, is available at
both the base-station and the receivers. The receivers which
subscribe to the multicast address are said to belong to the
multicast group corresponding to the multicast address.

5.1. Leader-based protocol

We now present our leader-based protocol for reliable mul-
ticast over a multi-access wireless LAN. This protocol as-
sumes that one of the receivers of the multicast has been
chosen to be a leader for the purpose of supplying CTS and
ACK in response to RTS and data packets (of length l, say),
respectively. We will discuss the leader election process sep-
arately in section 7. The leader-based error recovery proto-
col, termed LBP, is specified as follows:

[A] Base → Receivers (Slot 1).

Send multicast-RTS.

[B] Receivers → Base (Slot 2).

Leader: If ready to receive data, send CTS.
If not ready to receive data (e.g., due to insuf-
ficient buffers), do nothing.

Others: If ready to receive data, do nothing.
If not ready to receive data, send NCTS (Not
Clear to Send)1.

[C] Base → Receivers (Slot 3).
If a CTS was heard in slot 2, start multicast transmis-
sion.
If no CTS was heard in slot 2, back off and go to step A.

The next step is executed only when multicast transmis-
sion occurs in step C.

[D] Receivers → Base (Slot (l + 3)).

Leader: If packet received without error, send ACK.
If in error, send NAK.

Others: If packet received without error, do nothing.
If in error, send NAK.

1 Note that a version of LBP without NCTS is perfectly possible; however,
incorporating NCTS provides richer semantics.
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LBP uses both ACKs and NAKs from receivers as feed-
back to the sender. It makes an interesting use of collisions
associated with the multi-access channel. It allows collision
of an ACK with one or more NAKs to ensure that the sender
does not get a positive feedback if one or more group mem-
bers receive erroneous transmission.

The next two subsections describe the other two protocols
that do not assume the presence of any leader. We propose
these protocols mainly for comparison purposes. Both these
protocols incorporate only negative acknowledgment based
error recovery and are similar in principle to the error recov-
ery protocols proposed for wired networks.

5.2. Delayed feedback-based protocol

In the delayed feedback-based protocol, the CTS collisions
are sought to be avoided using a random timer. This proto-
col, termed DBP, is specified as follows:

[A] Base → Receivers.

1. Send multicast-RTS.

2. Start a timer (timeout period T ), expecting to hear a
CTS before the timer expires.

[B] Receivers → Base.

1. On hearing RTS, start timer with an initial value cho-
sen randomly from {1, 2, . . . , L}.

2. Decrement timer by 1 in each slot.

3. If a CTS is heard before timer expires, freeze timer
(CTS suppression).
If no CTS is heard before timer expires, send CTS.

[C] Base → Receivers.

If no CTS is heard within T , back off and go to step A.
If a CTS is heard within T (at a random time), start data
transmission.
After finishing transmission, prepare to transmit next
packet and go to step A (no waiting for feedback).

The next step is executed only when multicast transmission
occurs in step C.

[D] Receivers → Base.

If packet received without error, do nothing.
If in error, contend for the channel to send NAK.

5.3. Probabilistic feedback-based protocol

The probabilistic feedback-based protocol, termed PBP, is
similar to DBP with one important difference. In PBP, in-
stead of waiting for a random number of time slots to send a
CTS, the group members send out a CTS in the slot follow-
ing the RTS (T = L = 1), with a certain probability. This
probability is chosen based on the number of group mem-
bers. As in the case of LBP, the receivers in PBP could send
NCTS with probability 1 if they are not ready.

5.4. Discussion

We now present a qualitative discussions of the three pro-
tocols described above. In comparison to LBP, a success-
ful RTS–CTS exchange would take longer in both DBP and
PBP. This is because DBP and PBP have to deal with the pos-
sibility of CTS collisions. DBP delays feedback to reduce
the possibility of collision. PBP does not delay feedback but
might have to go through several rounds of RTS–CTS ex-
change due to CTS collision or due to receivers not sending
any CTS at all. This additional delay and failed exchanges
reduce channel utilization.

As DBP and PBP are NAK-based, the link level buffer
requirements in DBP at the base-station as well as the re-
ceivers are higher. At the base-station, a packet has to be
kept for longer to ensure that most of the retransmission re-
quests can be serviced. At a receiver, more buffer will be
required to buffer out-of-order packets so that upper layers
get ordered delivery. Another problem with DBP and PBP
is the choice of right parameters for waiting times and prob-
ability of sending feedback. This choice is dependent upon
the number of group members. The group members are not
likely to have an estimate of the group size. It is possible
for the sender to do this estimation and send out the right
parameters with the RTS to save them from implementing
complex estimation mechanisms.

In all the three protocols, we have not considered the
case where the RTS is received only by some but not all
group members. In this case it is possible that the RTS–CTS
exchange will go through and the sender will successfully
transmit the packet which might not be received by the re-
ceivers that did not receive the RTS. These packets could be
recovered at the upper layers if required by the applications
(for, e.g., reliable multicast applications). If control pack-
ets are not lost, LBP guarantees in-sequence delivery, which
DBP and PBP cannot.

A flexible flow control feature is built into LBP and PBP
by means of NCTS. This is flexible because it allows preven-
tion of data transmission even if one receiver is not ready.
DBP can try to do this (by refusing to send CTS or by send-
ing NCTS) but have no guarantee of success, because some-
body else’s CTS may initiate transmission.

Finally, we consider the impact of hidden terminals on
the operation of LBP. In LBP, the leader acts as a represen-
tative of the receivers in the multicast group. As long as
there are no hidden terminals in the cell, the leader behaves
as a true representative. But in the presence of hidden termi-
nals, the situation is complicated because the leader might
see a multi-access wireless channel different from that seen
by other terminals.

In the following, we use the term “hidden terminal” to
mean a terminal hidden from the leader. Let the leader be
denoted by L, the hidden terminal by H and let M denote a
member of the multicast group other than the leader.

The impact of the hidden terminal H is felt when a colli-
sion occurs between the multicast-RTS (m-RTS) transmitted
by the base and a unicast-RTS (u-RTS) transmitted by H ;
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note that if the m-RTS or the u-RTS is transmitted alone in a
slot, viz., there is no RTS-collision, then no problem arises.
Suppose, first, that H does not belong to the multicast group.
We consider the sequence of events following a collision in
slot n, say. There are two scenarios to be looked at:

(a) H is within range of at least one member, say M , of the
multicast group.

1. M is unable to hear the m-RTS from the base because
of the interference caused by H .

2. Consequently, in slot (n + 1), M does nothing; how-
ever, this is exactly what M’s response would be if it
had heard the m-RTS and was ready to receive mul-
ticast data.

3. M may hear the m-CTS from the leader in slot
(n + 1), depending on whether M and the leader are
within range of each other.

4. From slot (n+2), M hears the multicast transmission
from the base.

Note that the u-RTS transmitted by H is not replied to by
the base (because the base itself transmitted a packet in
the same slot), and so unicast transmission by H cannot
begin. Further, H will sense carrier from slot (n + 2)

onwards and refrain from sending another u-RTS till the
multicast transmission ends. Thus, the hidden terminal
H is unable to disrupt multicast transmission. However,
the downside is that in step 2 above, M does not have
the possibility of sending an m-NCTS to indicate that it
is not ready to receive multicast transmission.

(b) H is not within range of any member of the multicast
group.
In this case, H cannot affect any member of the mul-
ticast group, and multicast transmission proceeds as
usual. Also, owing to the reasons given in (a) above, the
unicast transmission attempted by H is “killed” and not
reattempted before the multicast transmission is over.

Suppose next that H itself belongs to the multicast group.
Then, both the scenarios discussed above are again applica-
ble, with the addition of a new feature, viz., that H will hear
multicast data from slot (n + 2) onwards, without having
heard the initial m-RTS from the base. Of course, H had
no chance to expect a multicast transmission because of the
collision it caused in slot n, but the multicast data is still
available for it.

There is another way in which hidden terminals can affect
the operation of LBP. Suppose that the m-RTS and m-CTS
exchange has been completed and the base is about to begin
multicast transmission. Consider a hidden terminal H that
did not hear the m-CTS. It is possible that H sends a u-RTS
packet immediately after m-CTS; that is, a collision occurs
between the u-RTS from H and the multicast packet from
the base. All group members within the range of H will
fail to hear the multicast packet. Note, however, that even
in the case of DBP and PBP, multicast transmission can be

disrupted in this way. As usual, unicast transmission from
H cannot begin because the u-RTS is not replied to.

In summary, there are two ways in which H can affect the
operation of LBP. The first occurs when there is a collision
during the control packet exchange (m-RTS and u-RTS col-
lide). This does not prevent start of multicast transmission,
but a member within range of H is deprived of the possibil-
ity of aborting the multicast transmission by sending NCTS.
The second way in which multicast transmission can be af-
fected occurs when there is a collision affecting the multicast
data. All group members within range of H fail to hear the
transmitted data; however, the same holds true for the other
protocols DBP and PBP.

We end this section by noting that we have considered the
case where the base station multicasts data to the terminals
in a cell. Mobile terminals in a cell may want to multicast
data to other terminals within the cell. In our framework,
a mobile terminal can do this by sending unicast data to the
base station which in turn multicasts the data to the multicast
group members in the cell using the above protocols. The
problem with this approach is that if all terminals and the
base station contend for the multi-access channel with equal
priority, a backlog could build up at base station. Develop-
ment of mechanisms for restricting multicast from terminals
or for providing higher priority to base station multicast in
comparison to terminal multicast will be an important future
work.

One possibility is to allocate equal priority to each session
with data to send, rather than allocating equal priority to the
base station and terminals. This would translate to a higher
priority for the base station, as it is likely to have several
sessions with data to send. We would also like to investigate
the issue of fairness between multicast and unicast transmis-
sions. We note that multicast can require more retransmis-
sions than unicast even in the wired environment, because
the probability of a “successful” transmission reduces as the
size of the multicast group increases. Thus, the issue of fair-
ness is applicable not only in the scenario considered in this
paper, but also in general as well.

6. Performance study

In this section, we compare the performances of LBP, DBP
and PBP. We consider a scenario where multicast traffic is
the only traffic present in the cell. We also assume that con-
trol packets (e.g., RTS, CTS, ACK, NAK) are never lost.
Time is measured throughout in terms of a basic unit called
the “slot”.

The basic criterion used for studying the performances of
LBP, DBP and PBP is the mean “channel holding time” as-
sociated with a tagged data packet (also referred to as the
“cost” corresponding to that packet). This is a natural cri-
terion to use because the reciprocal of the mean channel
holding time provides a measure of throughput. The channel
holding time is obtained by summing up the time, to access
the channel and to actually transmit data or feedback, asso-
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ciated with successful transmission of the tagged data packet
to all group members.

We consider the idealized case of the error-free channel
first. This is evidently in favor of DBP and PBP, since no
retransmissions are necessary. We derive analytical expres-
sions for the mean access periods under DBP and PBP. In
the subsequent section, that considers a lossy channel, we
derive a lower bound to the mean channel holding time un-
der DBP. This lower bound is valid for a completely general
loss model.

6.1. Error-free channel

Performance of DBP

In DBP, a receiver hearing a multicast-RTS from the base
starts a timer with a value chosen at random (uniformly)
from the set {1, 2, . . . , L}. We assume that the value L is
made available to the receivers by the base; for example, it
may be carried in a field in the RTS packet. The receiver
whose timer expires sends a CTS. Upon hearing the CTS,
other receivers whose timers have not yet expired suppress
their own CTSs. A CTS collision occurs if two or more
receivers happen to choose the same initial value for their
timers.

Since the receivers send the CTS after a delay, the base
must wait for some time to hear the CTS. This is the base’s
timeout period of T slots. If a base does not hear a CTS
within time T , it assumes there was a collision, and tries
again. We choose T < L. This is because if T is large,
then a lot of time is wasted before the base times out. On the
other hand, choosing a moderately large L helps in avoiding
a CTS collision within T .

Probability of receiving a CTS

The first question that arises in this scenario is: given the
number of receivers N , L and T , what is the probability that
the base hears a CTS within time T ? Let this probability be
denoted by ph. ph can be expressed as follows (see [10] for
the derivation):

ph = N

L

T∑
i=1

(
L − i

L

)N−1

. (1)

In figure 4, we show how ph varies with L, when N and
T are held fixed. In all cases we find that ph first increases,
hits a peak and then decreases as L is increased. When L

is small, the chances of CTS collision increase. When L is
large, the chances of no receiver sending a CTS within the
timeout period T go up. The best values of ph are therefore
found in the middle.

Average length of the access period

In DBP, after sending out a multicast-RTS, the base waits
for the timeout period T to hear a CTS. If no CTS is heard
within T , the base backs off and restarts the whole process

Figure 4. Variation of ph with L, keeping N and T fixed.

by sending out a multicast-RTS again. The back-off feature
is intended to resolve contention for the channel; i.e., it is
intended to come into play when the RTSs sent out by the
contenders collide. The failure to hear a CTS is interpreted
by the base as contention for the channel among senders.

However, in DBP, the lack of a CTS can be caused sim-
ply by colliding CTSs, even when there is absolutely no con-
tention for the channel. So, a CTS collision causes the base
to unnecessarily back off. This will clearly increase the av-
erage length of the access period.

In order to create a situation favorable to DBP, we make
the following assumption:

Assumption S. If no CTS is heard within the timeout pe-
riod T , the base does not back off.

Under this condition, we ask the question: on the average,
how long does the base spend in the access period?

Let T DBP
a be the random variable representing the total

time spent by the base in the access period, measured from
the instant when it is ready to send the first RTS. We assume
that it takes 1 slot to transmit the RTS or any other control
packet. Let A denote the event that the base hears a CTS
within T slots of sending the first RTS, and A denote the
complementary event. Then we have

T DBP
a =

{
1 + τ if A occurs,
(1 + T ) + Wa if A does not occur,

where τ � T is the (random) time at which the CTS is heard
if A occurs, and, Wa is the time spent in the access period
after the first timeout.

Now the distribution of Wa is the same as the distribution
of T DBP

a , i.e.,

Wa
d= T DBP

a ,

where X
d= Y denotes that random variables X and Y are

equal in distribution. Noting that Prob(A) = ph, we obtain

E
(
T DBP

a

) = E(τ |A) + (1 − ph)

ph
T + 1

ph
. (2)
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Figure 5. Comparison of the expected time spent in the access period under
DBP and PBP.

In figure 5, we present some examples of how E(T DBP
a )

varies with the parameters L and T . The number of receivers
N is chosen to be 30. For a fixed T , E(T DBP

a ) first de-
creases, reaches a minimum and then increases again as L

is increased. This is because E(T DBP
a ) is high when ph is

low and vice versa (equation (2)), and figure 4 shows that ph
is low at the extremes of L and high in between.

Performance of PBP

Next we consider protocol PBP. In this case, after hearing
the multicast-RTS, a receiver sends a CTS in the next slot
with probability p. The base waits for 1 slot after sending
the RTS. If exactly 1 member happened to reply then the
access period is complete. If the base does not hear a CTS
then it has to restart the process by sending the multicast-
RTS again.

So, the minimum time spent in the access period is 2 slots,
1 to send the RTS and 1 to hear the CTS. Let po be the
probability that the access period lasts 2 slots. Clearly,

po = Np(1 − p)N−1.

Under assumption S, the number of attempts necessary for
the access period to be complete is geometrically distributed
with parameter po. Hence the mean time spent in the ac-
cess period, E(T PBP

a ), is given by 2/po. To minimize this
time, we choose p so that po is maximized; this is achieved
for p = 1/N , giving the following expression for the mean
time:

E
(
T PBP

a

) = 2

(1 − 1/N)N−1 . (3)

The value N can be transmitted to the receivers from the
base in a field of the RTS packet, for example.

Comparison of DBP and PBP

Figure 5 also shows the mean time spent in the access phase
under DBP and PBP (equations (2) and (3)). Under PBP,
the value of N determines the mean time, while under DBP,

Figure 6. Events on the error-free channel; DBP.

Figure 7. Events on the error-free channel; protocol LBP.

Table 1
Comparison of packet transmission costs under DBP and LBP; C = 20.

N Best T ,L DBP LBP %
min cost cost gain

2 2,3 23.83 23 3.50
5 2,7 24.58 23 6.41

10 2,13 24.82 23 7.89
20 2,26 24.94 23 7.79
30 2,38 24.98 23 7.94
40 2,51 25.00 23 8.01
50 2,64 25.02 23 8.06

we have two additional parameters, L and T , that must be
assigned values. We see that, with appropriate values for
L and T , DBP can have a shorter mean access period than
PBP. Therefore, in the rest of the paper, we abandon PBP
and consider DBP only.

Cost under DBP versus cost under LBP

Consider DBP. When the channel is error-free, no NAKs are
necessary because no packet is received in error. Then, a
sample path of events on the channel may look like figure 6.
The base transmits a multicast-RTS (time taken: 1 slot) and
then waits for the timeout period T to hear a CTS. After pos-
sibly several attempts, the base hears the CTS and transmits
the packet.

We focus on a tagged packet and consider the mean time
required to transmit the packet, including the time spent in
the access period. We consider this time to be the “cost”
associated with the tagged packet. The cost to transmit a
packet gives a measure of the efficiency of the protocol.
Let the data packet transmission time be C slots. Then,
from figure 6, we find that the cost of a packet under DBP
is: E(T DBP

a ) + C, where E(T DBP
a ) is obtained from equa-

tion (2).
On the other hand, consider the events on the channel un-

der LBP, shown in figure 7. Here, a packet transmission
is preceded by 2 slots: 1 for the multicast-RTS, immedi-
ately followed by the CTS. In addition, a packet transmis-
sion is followed by an ACK packet which also occupies 1
slot. Thus, the cost of a packet transmission under LBP is:
(C + 3). So, a comparison of packet transmission costs be-
tween LBP and DBP reduces to finding the best values of
E(T DBP

a ). Assuming that it takes 20 slots to transmit a data
packet (C = 20), we arrive at table 1.

From table 1, it is clear that the performance of LBP is
better than the best performance achievable with DBP.
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Figure 8. Events on the lossy channel; DBP (RR = repeat-request).

6.2. Lossy channel

When the channel is lossy, packets are received in error and
retransmissions are required. Since data packets are usually
appreciably larger than control packets like RTS, CTS, ACK
etc., the probability of a data packet being in error is larger
than that for control packets. We assume that the control
packets are never lost.

Consider the behavior of DBP. After a data packet is
transmitted, the base and the receivers start contending for
the channel. The receivers that are contending need to re-
cover a packet that had been received in error earlier. The
base tries to access the channel to transmit the next data
packet. Under these circumstances, a sample path of events
on the channel may look as in figure 8. On this sample
path, a packet transmission from the base is followed by two
repeat-request transmissions from the receivers. The dotted
portion represents the time intervals over which the base and
the receivers were contending for the channel.

We note that the number of receivers contending for the
channel now varies randomly, depending on the past history
of the sample path. Thus, an analytical expression for the
cost under DBP cannot be obtained in a simple way. How-
ever, to show that LBP performs better than DBP, we first
find a lower bound of the cost under DBP. Then we show
numerically that the cost under LBP is less than this lower
bound.

A general lower bound of the cost under DBP

Consider figure 8 again. Let the random interval before the
transmission of the packet be denoted by X. Now the av-
erage of X, E(X), cannot be less than E(T DBP

a ), because
E(T DBP

a ) is the average length of the access phase under
the best circumstances for DBP: (i) no receiver contending
for the channel and (ii) no backing off for the base. Thus,
E(X) � E(T DBP

a ). Also, the time interval immediately pre-
ceding a repeat-request transmitted by a receiver is at least
2 slots long: 1 slot for the unicast RTS from the receiver and
1 slot for the CTS from the base.

Let nav be the average number of times that a packet has
to be transmitted before all receivers get it error-free. Then,
under DBP, the cost associated with a tagged packet is lower
bounded by:

nav
(
E

(
T DBP

a

) + C
) + (nav − 1)(D + 2), (4)

where D is the size of the repeat-request packet transmit-
ted by the receivers, and (nav − 1) is the average number
of repeat-requests sent, assuming perfect repeat-request sup-
pression.

Table 2
Cost under LBP compared with the lower bound of the cost under DBP;

C = 20, D = 1.

Loss N nav Min cost Cost Min % gain
prob. DBP LBP LBP/DBP

10 1.43 36.69 32.82 10.55
20 1.69 44.31 38.94 12.11

0.05 30 1.86 49.10 42.83 12.79
40 1.97 52.22 45.36 13.15
50 2.05 54.35 47.08 13.38

10 1.76 45.90 40.43 11.91
20 2.08 55.20 47.91 13.21

0.10 30 2.25 59.99 51.77 13.70
40 2.36 63.09 54.28 13.96
50 2.44 65.47 56.21 14.14

We note that the above argument holds for a completely
general loss model. The value of nav will be different for
different loss models.

Lower bound of cost under DBP versus cost under LBP

Under LBP, however, the cost associated with a tagged
packet is given simply by

nav(C + 3). (5)

Now the value of (E(T DBP
a ) + C) in expression (4) depends

on the parameters L and T used in DBP. However, the min-
imum value of (E(T DBP

a ) + C) is already available in the
fourth column of table 1 (“Min cost (DBP)”). From table 1,
we observe that2(

E
(
T DBP

a

) + C
)

� (C + 3).

Now from expressions (4) and (5), and the fact that nav � 1,
we find that the cost of a packet transmission under LBP is
less than even the lower bound of the cost under DBP, for a
perfectly general loss model.

To obtain an idea of the minimum improvement that can
be expected, we consider a simple loss model in which losses
seen by receivers are independent. The average number of
transmissions required to ensure that all receivers receive a
packet, nav, for this simple loss model can be be found in
[13]. Using the expressions from [13] and setting C = 20
and D = 1, we compare the cost under LBP with the lower
bound under DBP in table 2. The impact of spatial and tem-
poral correlation in loss can be found in [10].

The performance study in this section was motivated by
the desire to compare DBP and PBP, that utilize standard
probabilistic approaches to mitigate the CTS and ACK colli-
sion problems, and LBP that makes use of a leader to tackle
these problems in a novel manner. The protocols were com-
pared in a situation where multicast traffic is the only traffic
present in the cell. From the columns “Cost under LBP” in
tables 1 and 2, it is clear that the throughput under LBP is
higher than that under DBP (we recall that the throughput is

2 This is yet to be formally proved.
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the reciprocal of the cost). Being based on the probabilistic
approach, DBP and PBP end up wasting channel bandwidth
in trying to coordinate access to the channel. On the other
hand, LBP provides efficient medium access and compre-
hensively outperforms the other protocols.

7. Leader election

In this section, we discuss the leader election process. We
assume that upon joining or leaving a group, a terminal sends
explicit link-level join-group or leave-group messages to its
base station.

Let G = {G1,G2, . . . ,Gk} be the set of possible groups
to which a terminal may subscribe. The base station main-
tains a table containing each group and the corresponding
leader (if any) as in table 3. A × in the “address” column
means that the corresponding group has no leader. When the
base starts up, the entire “address” column contains ×’s.

When a terminal T sends a link-level join-group message
to join group Gi (say), the base checks the table to find out
if group Gi already has a leader. If it does, and T itself is
not the leader, the base replies with the message that T will
be a non-leader for group Gi . If group Gi does not have a
leader already, then the base replies with the message that T

will be a leader for group Gi .
When a terminal T sends a link-level leave-group mes-

sage to leave group Gi (say), the base checks the table to see
if T is the leader of group Gi . If T is not the leader, the base
does nothing. If T is the leader, the base erases the entry in
the column corresponding to Gi . In other words, we now
have a × in the column corresponding to Gi .

However, a difficulty arises if the leave-group message
sent by the leader leaving group Gi is not heard at the base
station for some reason. Then, the base wrongly believes that
Gi has a leader even though the leader has already signed
off. In such a case, when the base sends out a multicast-RTS
for group Gi , it will hear no CTS. After several unsuccessful
attempts, the base will erase the leader entry corresponding
to Gi , and stop forwarding packets addressed to this group.
If there are other group members that are still interested in
Gi , they will eventually time out and start the process of
subscribing to group Gi afresh.

Table 3
Group-leader table maintained at the base.

Group Link-level address
number of leader

G1 A1
G2 A2
.
.
.

.

.

.

Gi ×
.
.
.

.

.

.

Gk ×

In order to maintain the group-leader table, the base sta-
tion has to store two addresses per multicast group that is
active in the wireless LAN. This amounts to about 10 bytes
(4 bytes for IPv4 address and assuming that link layer ad-
dress is 6 bytes long) of memory. Even if we assign a few
more bytes for keeping any other state associated with a
leader corresponding to a multicast group (for e.g., the num-
ber of unsuccessful retransmission attempts) only a few kilo-
bytes of memory is required to maintain leader information
of hundred multicast groups. We also note that it is possi-
ble to reduce the amount of control traffic flow for leader
election purposes when a higher layer group management
protocol like the IGMP (Internet Group Management Pro-
tocol, [7]) is running above the link layer. In this case,
explicit link-level join-group messages may be suppressed,
and leader election carried out by “snooping” IGMP packets.
Under IGMP, receivers send explicit IGMP-level join-group
messages upon joining a group. These join-group messages
must pass through the base station. Hence, it is possible for
the base station to become aware of one or more group mem-
bers in the cell. The base-station can then assign one of these
members the task of a leader by sending a message to this
member.

8. Conclusion

In this paper we proposed a new approach for reliable mul-
ticast in a multi-access, cell-based wireless LAN. Our ap-
proach addressed two important issues, one of acquiring the
wireless multi-access channel for multicast and the other of
error recovery for reliability.

We proposed a leader-based protocol that deliberately al-
lows responses from the leader and other members to possi-
bly collide. We showed how the collision event itself can be
used to convey retransmission requests.

The leader-based protocol provides very efficient solu-
tions to the CTS and ACK/NAK collision problems. In ad-
dition, it is very simple to implement and can be potentially
integrated with the current wireless LAN standard (IEEE
802.11). Comparison with traditional delayed feedback-
based and probabilistic protocols showed the superior per-
formance of the leader-based protocol. Simple mechanisms
for leader election were also discussed. An emulation of the
leader-based protocol is currently under consideration. In
the future, we would also like to study the impact of mobil-
ity on the leader-based approach.
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